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Activities of the automotive industry in the field of environmental 
protection 

Dušan Gruden.,  

TU Wien, Faculty of Mechanical Engineering from Kragujevac, Ditzingen, gruden@yudit.de 

Abstract: For people from ancient times, the world consisted of four elements: air, water, earth and fire. 
And, although a modern man knows more than 110 chemical elements, his activities in the field of 
environmental protection are concentrated precisely on these four elements. Further human survival on 
this planet depends more and more on how much humans care about these elements and their existing 
reserves. In the early 1970s, after nearly a hundred years of vehicle development, the vehicle’s “eco-
development” had started in order to reduce or completely eliminate the negative impact of vehicles on 
environment. Environmental protection and efficient use of the existing reserves of energy sources and 
raw materials are in the spotlight of the modern car development for decades and are deeply instilled in 
overall development of cars. Life cycle assessment, which is carried out with increasing precision, will 
contribute with new knowledge on possibility for further improvement of the car’s environmental 
characteristics on its whole journey, from obtaining raw materials for its construction to recycling of end 
of life vehicles, “from the cradle to the grave”.  

 

Keywords: automotive industry, environmental protection, emission reduction, life cycle assesment 

INTRODUCTION 

Scientists claim that 1.000 billion (1012) galaxies exist in continuously expanding cosmos. One of these 
galaxies, “The Milky Way”, contains 100 trillion (1020) stars. Among this infinitely large number of heavenly 
bodies, there is Earth, the planet we live on. Oxygen content of 21% in Earth's atmosphere, ¾ of Earth's 
surface under water and the difference between maximal and minimal temperatures on Earth's surface 
atmosphere amounting to 100°C (from -50°C to +50°C), have enabled life on Earth as we know it. 
 
Despite the conviction of men, that we are very developed civilization, with almost unlimited possibilities of 
technology, man has not been able to prove that there is any other life in the rest of the universe. In other 
words, we are on our own in the infinite space. Planet Earth, with its many different forms of life, the rarity of 
the cosmos, must be preserved. That is primary obligation of the mankind, with all its possibilities. 
 
For people from the ancient times, the world consisted of four elements: air, water, earth and fire. Although a 
modern man of the 21st century knows over 110 chemical elements, activities in contemporary 
environmental protection are focused precisely on these four elements, because all living beings on this 
planet need air, water and land for their existence. Clean air and clean water are prerequisites for living. 
 
Prometheus was punished by the gods, because he allowed the people the use of fire, which had previously 
been the exclusive privilege of the gods. Mastering and using fire are the fundamental events that have 
provided people with evolutionary path of development, up to modern homo sapiens. 
 
Despite the progress of modern man, one thing has not changed. In today's world, the four ancient elements 
are also of great importance. The further fate of the planet is becoming increasingly dependent on the kind of 
care we give to these elements and their remaining reserve. The four ancient elements must be protected 
and preserved: 
 

Air: by continuing the reduction of exhaust emissions. 
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Water: by protecting it from the impurities and harmful sediment. 
Earth: by reducing the amount of disposed waste and by rational use of its remaining reserves. 
Fire: by better understanding of combustion process in engines and other technical processes 

and by increasing their efficiency. 
 

Increase of the standard of living for many people has been achieved for the first time in the last century 
without the exploitation of other people, by using the technics and by exploitation of natural resources. 
"Acid rain", "ozone hole", "forest decay" and "climate catastrophe", despite the excessive dimensions in 
which they are presented to the public, are still the warning signals that should not be ignored, because the 
over-exploited nature can perform its revolution, as well as over-exploited man. Only, by revolution of nature, 
all problems of mankind would have been irrevocably settled, once and for all. 
 
Is there a possible way out of this situation? Can we find solutions that will save the lives of all beings on this 
planet and allow further development of mankind? A huge moral responsibility for finding the answer to this 
question is laid upon us, the engineers.  
 
Our technology is based on physical laws - the laws of nature. We just have to learn to use these laws in the 
technical products not against, but in cooperation and in accordance with nature. This is the one of the main 
challenges today. In order to survive, we must learn the motto: "A man and technology in harmony with 
nature". 

VEHICLE AND HUMAN ENVIRONMENT 

Motivated by his natural instincts: altius, citius, cellerius (higher, faster, further), a man was trying to increase 
the speed of his movements from his beginnings, in order to increase his mobility. Since the beginning of the 
so-called "Industrial Revolution", which began with the invention of the steam engine in the late 18th century, 
the image of nature is has changed significantly. The influence of man was particularly obvious in the 
crowded populated regions, where many plant and animal species were gone forever. Thus, the industrial 
revolution led to environmental disasters in many places. 
 
With the invention of motorized vehicles in the late 19th century, men were provided with means to quickly 
and easily get to desired destination at any time. The vehicle was one of the inventions that have greatly 
contributed to the high standards of modern people and has become an inseparable part of modern society 
and of the economic system. Over 800 million passenger vehicles worldwide, over 99% of them driven by IC 
engines, are compelling evidence of need and desire for the vehicle. 
 
Each year, about 70 million vehicles are produced the world (Fig. 1) 
 

 
Figure 1 Vehicle manufacturing worldwide 

 
This mass motorization has become a problem, because motorized traffic has become an important source 
of various impacts on the environment. It is one of the largest consumers of energy and a major source of 
unwanted exhaust emissions. 
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During the last decades, knowledge has been crystallized that the impact of vehicles on environment can be 
divided into: 
 
Local impact: mainly in populated areas - emissions of carbon monoxide (CO), unburned hydrocarbons 
(HC), nitrogen oxides (NOx), particulate matter (soot, PM), noise and the like. 
 
Regional impact: like "acid rains", "ozone smog", "forest decay", as well as the growing waste landfills and 
pollution of water and soil.  
 
Global impact: usually registered in discussions on climate change, global warming, "ozone hole" and 
excessive exploitation of natural resources of energy, raw materials and food. 
 
Concern about the impact of human activity on nature is not a new phenomenon or a new feature of the 
modern man. There is a new dimension of the efforts made to protect the environment. 
 
In the early 1970s, after nearly a hundred years of vehicle development, the vehicle’s “eco-development” had 
started in order to reduce the negative impact of vehicles on nature and environment. The last third of the 
previous century will go into history as the phase of significant increase in responsibility of all industries in 
protecting the environment. 
 
Although there has been much talk about air pollution in public, it took several decades before the European 
experts agreed on air quality that is required for a healthy life of humans, animals and plants. In the USA, the 
National Ambient Air Quality Standards (NAAQS) were adopted already in 1970 and were revised in 1985. 
European air quality standards were introduced at the beginning of this century (in 2005) and revised in 2010 
(Fig. 2). 

 
Figure 2 Air quality standards in the EU and the USA 

 
Although modern vehicles are far better in terms of environmental characteristics than their predecessors 
from 30 or 20 years ago, they are still far from satisfactory, in public opinion. 
 
Reduction of emission of carbon dioxide (CO2) and other emissions that are considered the cause of climate 
change is at the centre of the current environmental policy. Reduction of harmful exhaust emissions, fuel 
consumption and CO2 emissions follows the development of vehicle and its power unit - IC engine for 
decades. 
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ENVIRONMENTAL LAWS FOR AUTOMOTIVE INDUSTRY 

Protection of the environment was declared as objective of national priority in many industrially developed 
countries. It stands as an equal category with classic objectives such as the preservation of peace, 
employment, economic growth and monetary stability 
 
As the first measure, the legislation introduced the two categories of limit values for harmful air components. 
 
The first category relates to the air quality at the workplace. In the European Union (EU), so called 
"Binding Limit Values" are valid, which are mandatory for all EU member states. Several hundred substances 
are included on this list (Regulation 67/548/EWG or EC 2008/1272 - Regulation on classification, labelling 
and packaging of substances and mixtures). This list replaces the former list of Maximum concentrations at 
the workplace (MAK). 
 
The second category relates to the quality of the outer air. EU directives on “Ambient air quality and 
cleaner air for Europe” (2008/50/EC) and “National emissions ceilings for certain pollutants” (2001/81/EC - 
NEC Directive) provide immission limit values for a number of substances that occur frequently and can be 
harmful to health. Since January 1st, 2010, these limits may not be exceeded (Table 1). 
 
Table 1 Immission Limits for individual components in the EU and proposal of the World Health Organization 

(WHO) 
 2008/50/EC WHO  
Carbon monoxide (CO), mg/m3 10 10 8h mean value 
Nitrogen oxide (NO2), μg/m3 40 40 annual mean 
Particles PM10, μg/m3 25 20 annual mean 
Particles PM2,5 , μg/m3 25 10 annual mean 
Ozone (O3), μg/m3 120 100 8h mean value 
Benzene (C6H6),  μg/m3 5 5 annual mean 
Led (Pb), μg/m3 0,5 0,5 annual mean 
Sulphur dioxide (SO2), μg/m3 50 20 annual mean 

 
Further legislation limit the noise exposure (Regulation 86/188 / EEC - Protection of workers from exposure 
to noise at work) not only at the workplace, but also in everyday life (2003/10/EC - The minimum health and 
safety requirements (noise)). 
 
Legislations regarding environmental protection guarantee the certainty that the prescribed imission values 
would be fulfilled. 
 
Since the beginning of the 19th century, when first negative impacts of industrial production on nature were 
noticed, the number of regulations regarding environmental protection has been constantly increasing. 
Meanwhile, so many regulations have been created, that even the experts who deal with them, find it difficult 
to follow the development in this area. 

Regulations important for automotive production 
An important moment in European legislation in the field of environmental protection is the adoption of 
directive on Integrated pollution prevention and control (96/61/EC - IPPC). 
 
Anyone who develops, produce, processes and sells products, carries a responsibility to meet all the 
standards of environmental protection. 
 
The enforcement of the directive 2010/75/EC (IED - Industrial Emission Directive) is at the centre of 
activities, and it requires, among other things, the description of the current situation in emissions of all 
environmentally relevant production processes. 
 
Water protection is regulated by laws, regulations and ordinances. In year 2000, the EU adopted a directive 
2000/60/EC - Water Framework Directive on quality of wastewater. 
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European directive 75/442/EC - Waste Framework Directive (WFD) of 15 January 1975 has been the basis 
of European policy towards waste since January 15th, 1975. Since 2008, it regulates the waste treatment 
of industrial plants (2008/98/EC). Directive 91/156/EC (Directive on hazardous waste) defines as waste all 
which cannot be defined as a product. 
 
Law on Chemicals should protect the environment from harmful effects of toxic substances. European 
directive REACH (Registration Evaluation and Authorization of Chemicals, 1907/2006/EC), which has been 
in force since 2005, provides strict control over those substances which may have a negative impact on 
health and environment. Since November 2011, the Law on classification of chemicals (1272/2008 / EC) has 
been in effect. This law and REACH regulation are the basis for safe use of chemicals in production. 
 
Regulation on information related to environmental protection (2003/4/EC, Public access to environmental 
information) should facilitate a public access to information about the state of water, air, noise, soil and flora 
and fauna in the vicinity of industrial plants. 

Regulations important for vehicle homologation 
The technical development of vehicles today is unthinkable without taking into account the strict regulations. 
Fig. 3 shows an example of legislation that a vehicle must meet before it has been released to the European 
market. Only by satisfaction of these regulations a license for sharing the market is obtained. Part of these 
regulations applies to the ecological characteristics of a vehicle. 

 
Figure 3 Regulations concerning vehicle registration 

 
Similar, but not the same requirements exist in the United States, Japan, Australia and other countries. 

Exhaust emission 
The first legislation on the limitation of exhaust emissions from passenger vehicles were passed in California, 
in 1966. They have a pioneering role in the development of the vehicles in all the countries of the world. 
Nearly over the past 50 years, they have evolved considerably in their shape, complexity and application 
areas. 
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The first directive on limitation of exhaust emissions of passenger vehicles in Europe was adopted in 1970 
(Directive 70/220/EC). Since then, it has been changed ten times and is obligatory for all EU member states. 
 
Directive 98/69/EC defines limit values for the following components of the exhaust emissions of Otto and 
Diesel engines:  

• Carbon Monoxide (CO)  
• Unburned hydrocarbons (HC)  
• Nitrogen oxides (NOx)  
• Solid particles and soot, particulate mas (PM) and particulate numbers (PN) 

 
With the application of Directive 75/2007/EC, a request for further reduction in emissions is set in the EU 
through so-called Euro 5 and Euro 6 limit values (Table 2 and Table 3). 
 

Table2 EU - Exhaust Emission Limits for passenger vehicles with gasoline engines 
Introduction 
year 

 CO 
[g/km] 

THC 
[g/km] 

NMHC 
[g/km] 

NOx 
[g/km] 

PM 
[g/km] 

PN [N/km] 

2000 Euro 3 2,3 0,2 - 0,15 - - 
2005 Euro 4 1,0 0,1 - 0,08 - - 
2009 Euro 5 1,0 0,1 0,068 0,06 0,0045 - 
2014 Euro 6 1,0 0,1 0,068 0,06 0,0045 6x1012 

 
 

Table3 EU - Exhaust Emission Limits for passenger vehicles with diesel engines 
Introduction 
year 

 CO 
[g/km] 

HC+NOx 
[g/km] 

NOx 
[g/km] 

PM 
[g/km] 

PN [N/km] 

2000 Euro 3 0,64 0,56 0,50 0,05 - 
2005 Euro 4 0,50 0,30 0,25 0,025 - 
2009 Euro 5 0,50 0,23 0,18 0,0045 6x1011 
2014 Euro 6 0,50 0,17 0,08 0,0045 6x1011 

 
Starting with Euro 4 regulation, all parts of the vehicle that affect exhaust emissions must prove their useful 
lifetime for 100.000 km, and starting from Euro 5 regulations, their lifetime was extended to 160.000 km. 
 
Situation in the field of legislation in the United States has become difficult to overview due to the parallel 
legislations in California and 49 other states, but also due to many special rules and extensive lists of 
possible combinations. 
 
In September 1990, the California Air Resource Board (CARB) has adopted a program called "Low 
Emissions Vehicle Regulations" (LEV). This program demanded continual introduction of a growing number 
of “clean vehicles” to market by the automotive industry, with continuous exhaust emissions control (On 
Board Diagnose, OBD). For the first time, four categories of vehicles were introduced which had to 
continuously meet the increasingly stringent legislation:  

• TLEV - Transient Low Emissions Vehicles (since 1995)  
• LEV - Low Emissions Vehicles (since 1988)  
• ULEV - Ultra Low Emissions Vehicles (1998)  
• ZEV - Zero Emissions Vehicles (2% by 1998, 10% since 2010) 

 
Since the demand for ZEV could not be reached until today, the law had adopted LEV II regulation in 1998, 
which introduced two categories of vehicles:  

• SULEV - Super Ultra Low Emissions Vehicles and 
• PZEV - Partial Zero Emissions Vehicles. 

 
New LEV III regulation was adopted in 2012, which tightens the limits for HC, NOx and PM, and applies to all 
vehicles from 2020. 
 
In almost all modern countries of the world, regulations on limitation of exhaust emissions are in force and 
are based on the legislations of the European Union, the United States or the laws of Japan (Fig. 4). 
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There is a common principle that the tests are carried out on the test bench and that they have their own, 
specifically prescribed pattern of driving. Differences in testing methods in the EU, USA, Japan, are 
increasing significantly the cost of development and homologation for producers who offer their vehicles to 
the global market. 
 

 
Figure 4 Exhaust Emission Regulations worldwide 

 
Desire to create the world's uniform, joint regulations penetrates very slowly the awareness of legislators. 
The first goal is to consent to a harmonized, valid for the whole world test for determination of vehicle 
exhaust emission and determination of vehicle’s safety. For years, there is a proposal for a unique cycle for 
determination of emissions, so called World Light Duty Test Procedure (WLTP) (Fig. 5). 
 

 
 

Figure 5 World Light Duty Test Procedure (WLTP, proposal) 

Fuel consumption and CO2 emission 
Fuel consumption is measured in parallel with the measurement of emissions. 
 
In the EU, fuel consumption is not directly limited, but, since 1978, the manufacturers are required to provide 
information on the amount of fuel consumption. The fuel consumption is indirectly limited through CO2 
emissions. Between CO2 emissions and fossil fuel consumption (B) there is the following dependency: 

• CO2 = 24 x B [l / 100 km] for vehicles with spark-ignition engine, 
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• CO2 = 27 x B [l / 100 km] for vehicles with diesel engines.  
 
With regulation 443/2009 EC, the average CO2 emission of a manufacturer's fleet must be reduced to 120 
gCO2 /km (about 5 l / 100 km) from 2012 to 2015. Until 2021, this value must be reduced to an average of 95 
gCO2 / km (approximately 3,5 - 4,0 l / 100km) (Fig. 6). 
 

 
Figure 6 Reduction of CO2 - Emissions and fuel consumption in the EU 

 
In the United States, the fuel consumption was limited to 27.5 mpg (8.55 l / 100 km) by so called CAFE 
standard (Corporate Average Fuel Economy) since 1978. In 2010, the United States adopted new rules for 
fuel consumption and CO2 emissions. Limit values for fuel consumption and CO2 emissions depend on the 
so-called "Footprint" or geometrical area of the vehicle (Fig. 7). 
 

 
Figure 7 CAFE footprint target for fuel consumption 

Vehicle noise 
In the EU, regulation 70/157 / EC on the limitation of noise of passenger vehicles applies since 1966. At 
regular intervals, permitted noise of the vehicle has been reduced from 84 dB(A) to currently valid 74 dB(A). 
In addition to the first source of noise, the engine and transmission, other relevant sources have been 
observed: aerodynamics, tires, road condition, etc. One of the proposals in the EU is to reduce tire noise to 

• 72 to 76 dB(A) for passenger vehicles and 
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• 76 to 79 dB(A) for commercial vehicles. 

Vehicle stationary emissions 
In order to reduce the overall emissions of unburned hydrocarbons emitted by a single vehicle, HC-
emissions of a parked vehicle, resulting from evaporation of fuel, rubber, plastic and various adhesives, must 
also be taken into account. 
 
Since 1983 in the United States and since 1993 in the EU, tests of vaporization of hydrocarbons of the entire 
parked vehicle have been effective, which are carried out in special chambers called SHED-test chambers 
(Sealed Housing for Evaporate Emission Determination) (Fig. 8). 
 

 
Figure 8 Source of the evaporative loses in a vehicle 

 

ENVIRONMENTAL PROTECTION ACTIVITIES IN AUTOMOTIVE 
PRODUCTION 

Automotive production is associated with the consumption of raw materials, energy, water and air. In addition 
to the desired product - vehicle, there are side effects like the resulting exhaust gases, excess heat, waste 
water and other waste. 
 
Impact on the environment (air, soil, water) during production has not yet been possible to avoid, but, today, 
the development of a product without considering its environmental impact on the entire journey from "cradle 
to grave" is no longer possible. Since the beginning of the 1980s, regulations on environmental protection 
during production have continually been tightened. 

Energy consumption 
According to data of different manufacturers and depending on the size of the motor vehicle, vehicle 
production consumes about: 
 1.6 to 7.2 MWh per vehicle 
 
out of which, approximately: 
 0.4 to 3.2 MWh of electricity and 
 1.0 to 4.5 MWh of thermal energy. 
 
During vehicle lifetime, about 10 to 15% of the total consumed energy is spent on vehicle production. In this, 
the largest consumer of energy is vehicle paint coating process. As energy costs account for about 30% of 
the vehicle production costs, the energy saving is one of the main aims not only in protection of the 
environment, but it also affects the reduction of production costs. 
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Exhaust emission 
Modern vehicle production is still accompanied by the exhaust emission. The following emissions are formed 
during vehicle production: 

• Carbon monoxide (CO), 0.2 - 1.7 kg/vehicle 
• Nitrogen oxides (NOx),  0.3 - 0.8 kg/vehicle  
• Sulphur dioxide (SO2),  0.0 - 0.8 kg/vehicle  
• Solid particles, soot (PM), 0.05 - 0.3 kg/vehicle  
• Organic substances (VOC), 1.0 - 7.9 kg/vehicle  
• Carbon dioxide (CO2),  1.0 -1.7 t/vehicle 

 
Since 2005, the industrial plants with power greater than 20 MW must seek permission for the maximum 
permitted amount of CO2 emission. 
 
Since September 1987, 87 world countries have signed the so-called "Montreal Protocol", which prohibits the 
use of fluorine-chlorine-hydrocarbons (FCHC), which are considered to endanger the ozone layer in the 
stratosphere. In air conditioning systems, FCHC were first replaced with R134a agent, which is not harmful 
to the ozone layer. But, as R134a has a greenhouse effect (Global Warming Potential, GWP of 1430), its use 
is prohibited by directive 2006/40/EC from January 1st, 2011. Instead of it, agents R-1234yf (GWP=4.0) and 
R744 (CO2, GWP=1.0) are being tested. 
 
Large environmental loads were noted during application of solvents based on hydrocarbons in the process 
of vehicle painting. Application of paints based on water solvents or based on powder (without solvent) and 
investments in new paint shops, have contributed to significant reduction in HC emissions in vehicle 
production (Fig. 9). 
 

 
 

Figure 9 Reduction of the VOC emission of German automotive manufacturer 
 

Water consumption 
Relatively large amounts of water are used during vehicle production: 

• 2.3 to 8.0 m3/vehicle in the production of passenger vehicles. 
 
Therefore, the rational use of water is one of the important aspects of environmental protection. 
 
In modern vehicle production, water is recycled and repeatedly applied. Every litre is used up to 120 times 
again, before it has been purified and released to sewage. 
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Waste 
Passenger vehicle production is accompanied by approximately 60 different types of waste. All waste must 
be included in the so-called "roundabout" (recirculation) of waste. Therefore, it is necessary to selectively 
collect waste directly at the source. 
 
The amount of waste generated in the passenger vehicle production share is: 

• 35-150 kg/vehicle of industrial waste and waste similar to household waste and 
• 0.5 to 15 kg/vehicle of water treatment waste (sediment, sludge). 

 
European Waste framework directive (2008/98/EC) defines only two types of waste: 

• waste for recovery and  
• waste for disposal. 

 
Main objective of ecological waste treatment is to reduce its quantity. True engineering solution is so-called 
"Technical waste reduction", which is achieved by the inclusion of ecological thinking in the planning, design 
and development of products (so-called "Design for environment"). The ideal goal of ecological production is 
“Zero emission and waste production”. 

Environmental audit  
Control the organizational and technical measures in the field of environmental protection in the vehicle 
production is done through so-called environmental auditing. European Union directives 1836/93/EC and 
1221/2009/EC speak of "voluntary participation of organizations in the common system for environmental 
management and environmental protection control". These directives are known as EMAS - "Eco 
Management and Auditing Scheme". In the foreground, there are "prevention, reduction and, if possible, 
avoidance of impacts on the environment, possibly already at the source, as well as the rational use of 
resources of raw materials and the use of clean technologies." 
 
EMAS represents a comprehensive survey of the environmental situation of enterprises and assessment of 
the ecological status and its impact on the environment (Fig. 10).  
The main element of the regulation on environmental auditing is to create a system of environmental 
management. This system should help the company to improve its efforts in the field of nature protection 
during the entire life of the vehicle. 
 
Prerequisite for creation of ecological management is the integration of the idea of protecting the 
environment into general goals and policies of the company. This system must include all parts of the 
company: research, development, procurement, production, sales, personnel department, finance 
department, quality control, work safety, etc. System for environmental protection must provide the fulfilment 
of all legal requirements and its own set of environmental goals. 
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Figure 10 EMAS: Impact of corporate activities on the environment 

 
In accordance with EMAS, companies are required to document their organization and activities in the field 
of environmental protection, at all levels. The regulation prescribes the exact method of auditing. The final 
process of eco-auditing is the publishing of "Environmental Report", which is checked by a neutral experts, 
whether the whole procedure corresponds to the European regulations. Based on the positively estimated 
"Environmental report", the company is entered into the eco-register and gets "Environmental certificate." 
The once obtained certificate is not valid forever, but must be renewed every third year. 

Table 4 EMAS and ISO 14000 
Criteria EC – eco audit ISO – Norm 14001 

Application All organization wishing to an 
environ-mental-oriented leadership 

For companies of any kind and 
parts thereof, not location 
related 

First environmental assessment required Recommended  

Review of the environmental 
management System 

Comprehensive environmental 
review required every 3 years 

Regular auditing prescribed , 
bat without Absolute time 
schedule 

What is covered? All environmental-related activities, 
products and services 

Environmental aspects that 
appear to be controlled  

Continuous improvement  
The corporate environmental 
protection in terms of reducing 
environmental impact 

Of  impacts on the environment 

Technical measures 

Application of “best  available, 
commercially  reasonable 
technology” to reduce the 
environmental impacts 

Taking into account “technical 
options” 

Environmental Report Must be created and declared valid  Not required  
Verification/acceptance Assessment with participation 

statement  Certification/Certificate 

Make public Obligation to publish the 
environmental report 

Obligation to publish the 
environmental policy 

Worldwide 

Across the EU, regulated by law, 
includes rules for authorization 
procedure for environmental 
experts 

Worldwide 

 
Regulation EMAS is not the only possible control of environmental measures. All organizations have a 
choice between the European EMAS regulations and international standard ISO 14001. Table 4 shows the 
similarities and the differences between these two systems of environmental auditing. 
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Organization of management of environmental protection system is similar to the organization of 
management of quality control. 

TECHNICAL MEASURES FOR REDUCTION OF EMISSIONS FROM OTTO 
AND DIESEL ENGINES 

Despite the intensive efforts and numerous attempts to find another power drive for motor vehicles, IC 
engine has remained the undisputed power drive, not only for vehicles, but also for many other application 
areas. For almost 140 years, Otto and Diesel engines show that they are the best response of engineers to 
offer of so far the most comfortable and the cheapest energy source - oil. No other power unit has so far 
succeeded to use the energy contained in fossil fuels with such high efficiency. 
 
Both engine versions will retain its importance as power units of motor vehicles for the foreseeable future. 
This means that the development in terms of reducing the fuel consumption and exhaust emissions will be 
intensively continued. 
 
In addition to the theoretically comparative Otto and Diesel engines cycles, which take into account only the 
engine’s economy, a new theoretical cycle was patented in 1975, which takes into account the reduction of 
exhaust emissions (HC and NOx) - the so-called thermodynamic cycle with isothermal expansion, as shown 
in Figure 11. 
 

 
Figure 11 Otto cycle and thermodynamic cycle with isothermal expansion 

 
It has been established that modern Otto and Diesel engines with multiple direct injection work according to 
this cycle. 
 
Since the first introduction of legislation on the restriction of exhaust emissions in the early 1970s, for the 
existence of engines it is crucial for them to meet all the existing and planned regulations on the reduction of 
negative environmental impact. Otto and diesel engines have shown incredibly great potential for 
development, which had provided their inviolability up until today. Measures for minimum exhaust emissions 
and reduction of fuel consumption (and, hence, CO2 emissions), include optimization of a large number of 
parameters and systems. The most important of them are summarized in Tables 5 and 6. 
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Table 5 Measures to reduce „Raw“ emission in the cylinder 

 
Table 6 Reduction of emission in the exhaust system 

 
In addition, all vehicles must have a tank with active carbon to reduce evaporation from the stationary 
vehicle, as well as a complete system for controlling exhaust emissions during exploitation (OBD). 
 
Discussion on the impact of CO2 emissions on possible climate changes has particularly intensified the 
efforts to reduce the fuel consumption, which follow the development of the engine from the very beginning. 
Development of new materials, the use of new production technologies and control and management of 
engine processes, constantly open new ways to reduce fuel consumption. 

Vehicle noise 
Among all the negative impacts on the environment, vehicle noise represents the most sensitive problem. 
The engine exhaust system has a special role in this, where specific task is the integration of the catalytic 
converter and muffler. Complex exhaust systems of modern vehicles require careful development, as well as 
all other systems for noise reduction and isolation (Fig. 12). 
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Figure 12 Modern engine exhaust system 
 

IMPORTANCE OF FUELS 

Solution to the problem of "Impact of vehicles on the environment" cannot be found only at the development 
departments of the automotive industry. A significant part of the solution is found at producers of energy or 
fuels for vehicle engines. Because "clean" engines require "clean" fuels. Therefore, the cooperation between 
the oil and automotive industries is of particular importance. 
 
Opportunities provided by new engine concepts and new technologies for exhaust gases after treatment, can 
be fully used only if the whole system is optimized. Fuel, as an important part of the engine, must be included 
in the system optimization. 
 
Major global automotive producers have set requirements that fuels must meet in order to be successfully 
applied in modern engines at the so-called "World Wide Fuel Charter". After the elimination of lead, reduction 
of the amount of aromatics, especially benzene, attention was paid to the reduction or complete removal of 
sulphur from the fuels, because the least amounts of sulphur have negative effect on the operation of the 
system for the exhaust gases treatment. 

VEHICLE IN TRAFIC 

When a new vehicle has successfully passed all the homologation tests and is put into traffic, the public 
begins to detect all positive and all negative vehicle features. 
 
Directive on consumer information requires that consumers must be informed on fuel consumption and 
CO2 emissions when vehicle is sold, because they can influence the decision to purchase the vehicle (Fig. 
13). 
 
Vehicle exhaust emissions and noise are controlled during the specified vehicle lifetime. Producers have to 
guarantee that their vehicles meet the exhaust gas regulations during the lifetime of 160.000 km (EU 
Regulation from 2010).  
 
In the first place, there is the reduction of evaporative emissions of fuel in transport, during pump station 
supply and during refuelling of the vehicle tank (Fig. 14). 
 
Control of vehicle exhaust emission in traffic is done by so-called On Board Diagnostics (OBD), which 
was first introduced in the USA in 1994 and in Europe since January 1st, 2000. OBD provides continuous 
electronic control of all vehicle parts relevant for exhaust emissions. 
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If any of the systems is not operating, the so-called MIL (MIL - Malfunction Indicator Lamp) lights up on the 
dashboard of the vehicle. Despite the presence of the OBD, in many countries, it is biannually checked by 
special examination (AU - Abgasuntersuchung) weather the engine is tuned according to the producer’s 
regulations. 
 
 

 
Figure 13 Information on fuel consumption and CO2 emission 

 

 
Figure 14 Reduction of evaporative emission during refuelling 

 
Vehicle noise control in traffic is carried on the parked vehicle with the engine running at idle speed, 
according to ISO 5130 standard. 
 
The traffic, especially the vehicle traffic, is the base for supply and existence of the economy and modern 
society and a prerequisite for a high standard of people, jobs and social security. 
 
In parallel with the development of transport, the growing desire of individuals and society for a life oriented 
toward environmental requirements has been observed in the last decade and without changing the existing 
structures of the economy, demand and desire for mobility. Everyone wants to be mobile, but does not want 
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to suffer the burdens arising from traffic. So, one of the primary tasks of the automotive industry is to improve 
the efficiency of transport systems, while minimizing burdens on the environment caused by it. 
 
Energy consumption is one of the first criteria for assessing the ecological characteristics of individual 
transportation system. In the first place, for its reduction, there is ensuring its smooth traffic flow. Traffic flow 
often forces the driving style, in which the fuel consumption, the exhaust emissions and noise are very 
unfavourable (Fig. 15). 

 
 

Figure 15 Influence of gear selection on fuel consumption 
 
The lower the average speed in urban traffic is, the greater the fuel consumption and exhaust emissions are.  
 
Prerequisite for traffic to fulfil its function is the existence of appropriate infrastructure. Traffic flow 
depends not only on the number of vehicles, but also on the state of the roads and on traffic organization. To 
organize the traffic by intelligent planning means its simultaneous environmental planning. It is often 
possible, for example in freight traffic, to realize the same transport capacity with much lower fuel 
consumption, that is with lower costs and less environmental loads (Fig. 16). 

 
Figure 16 Reduction of transport ways through route planning 

 
In many places, it is not longer possible to build additional traffic infrastructure. Great expectations in terms 
of solutions of acute traffic problems and the associated environmental loads lie in the systems of modern 
information and communication technology (telematics). Although this technology is still in its infancy, the 
following results were registered: 

• reduction of the number of traffic accidents for 20 to 30%, 
• 10% reduction in fuel consumption and CO2 emissions due to reduced traffic jams,  
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• 5% reduction in fuel consumption and CO2 emissions due to reduction of driving time in the search 
of target and  

• 5% reduction in fuel consumption and CO2 emissions through better links between individual and 
public transport. 

Besides all the technical improvements on the vehicle and its power unit, in the choice of vehicle size, in 
capacity utilization and the like, the individual driving style of each driver greatly affects the fuel 
consumption, exhaust emissions and vehicle noise. Modern, highly developed vehicles can develop their 
own features, only by their proper use. Misuse of technology can completely cancel many good vehicle 
qualities. 
 
At a certain constant speed, the fuel consumption can be doubled if the gear is not well chosen. The 
differences in fuel consumption up to 36% are often measured on the same vehicle, in the same traffic 
conditions, which were caused by a variety of drivers with different driving styles (Fig. 17). 

 
Figure 17 Driver’s behaviour is a key element of environmental protection 

RECYCLING 

The average lifetime of passenger vehicles in the EU is around 10 to 14 years. After that, the question is 
what to do with the old vehicle? It consists of about 10.000 different parts and 40 different materials. The 
largest portion of these materials are iron and steel, light metals (Al and Mg) and plastics. 
 
After the World War II, technologies for obtaining materials from old vehicles were developed in the world, so 
that the percentage of recycling amounted to about 75% of vehicle weight for a long time. 
 
The efforts of modern society to reduce the negative impact of human activity on nature did not leave the end 
of product functions outside attention. In October 2000 End of life vehicle (ELV) regulation was adopted 
which applies to all EU member states. In accordance with this regulation, vehicle makers were required to, 
first provide stations for free admission of worn out end of life vehicles 
Since January 1st, 2006, all new vehicles put into traffic must prove that their recycling quota amounts to 
85% of vehicle weight, out of which, only 5% may be thermally utilized and 15% of vehicle weight may be 
disposed on landfills. Since January 1st, 2015, new vehicles must meet a quota of 95% recycling, with up to 
10% of energy use. 
For all vehicles produced after July 1st, 2003, law prohibits, with some exceptions, the application of lead 
(Pb), cadmium (Cd), mercury (Hg) and hexavalent chromium (Cr VI). 
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For each vehicle, there has to be a manual for dismantling the vehicle with information on the treatment of 
the parts and components of the vehicle. Therefore, already at the stage of defining the structure of a new 
vehicle, requirements on recycling are also set. "Design for recycling" is a new branch of activities of 
designers in the automotive industry. As over 70% of vehicle parts are produced by the supporting industries, 
the cooperation between vehicle manufacturers and their suppliers is very important. For that purpose, the 
so-called International Material Data System (IMDS) has been developed in order to accurately describe the 
chemical composition of all parts of the vehicle, so the 95% quota can be met. 

Life Cycle Assessment 

Production system of the vehicle includes its development, production, exploitation and recycling of end of 
life  vehicles. A comprehensive instrument for assessing the environmental impact of the product throughout 
the whole lifetime is the ecological balance or Life Cycle Assessment (LCA). In accordance with the ISO 
14000 series, LCA is defined as "the systematics in the collection and analysis of data at the input and 
output of materials and energy into a certain system and of their impact on the environment, which are 
related to the function of the product throughout the life cycle" (Fig. 17). 
 

 
 

Sl.17 Life Cycle Assessment of Porsche 911 
 
The LCA should point to ways for further improvement of the environmental characteristics of vehicles during 
the whole of his "lifetime”. It is a new, relatively young scientific discipline, which is still in development. 

PROSPECTS FOR THE FUTURE 

All parameters now indicate that the vehicle will retain its primacy as a means of transport for the foreseeable 
future. Its replacement has not been found yet. Of course, all the demands placed before it by the increasing 
density of traffic, especially in large crowded cities, will still have to be met, with all the problems related to 
energy consumption and environmental pollution. 
 
Question of vehicle’s power unit will find its answer primarily in energy offer at the market. Predictions about 
the quantity of existing oil reserves do not change for decades. Even today, as well as half a century ago, it 
is said that they will last for another 30 to 40 years. But, regardless of the availability of the reserves, it is 
known that they are limited and, therefore, the search for other fuels is the constant companion of 
development in the automotive industry. 
 
The intensive search for alternative vehicle power units for more than 100 years had showed that none of the 
proposed systems, in the sum of their properties, could compete with a four-stroke IC engine. At the 
beginning of the 21st century, it is considered that the IC engine will be the main power unit for vehicles in 
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the next 20 to 30 years. The only alternative that does not replace but complements the IC engine is the so-
called hybrid drive, a combination of engine drive and additional electric drive. Vehicle with pure electric drive 
or drive based on so-called fuel cells will not be applied in mass transport for a long time. 
 
But, regardless of which power unit would drive the vehicles, the requirements of environmental protection 
will become increasingly stringent. The future power units, new materials and new fuels will also have to fulfil 
all environmental regulations at all stages of vehicle life cycle, from obtaining the raw materials to recycling 
the products. Because one thing would not change - the four elements on which the ancient world rested: air, 
water, earth and fire, will still remain of paramount importance for the survival of mankind. 
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Abstract: Historically, each stage of economic development has been accompanied by a characteristic 
transition from one major fuel source to another. Today, fossil fuels are dominant energy source, but in 
this century an unprecedented transition is moving world away from fossil fuels towards renewable 
energy sources. This report addresses major issues of such transition including many controversial 
concerns about new energy mix, market development under distortion by cost subsidies, need to 
internalize the external costs of the environmental impacts, geopolitical aspects and limits on 
conventional and implementation of the unconventional fossil fuel supplies, decrease of generation prices 
from renewable energy sources as their technology develops, their intermittency and need of coal to cope 
with it alongside with new energy storage technologies, etc. A particular attention is paid to the global 
views on the long-term energy strategies under transition and a variety of uncertainties governments are 
faced with, such as prevention of climate change, security of energy supply, and transition from robust 
('fail-safe') to smart ('safe-fail') energy infrastructures.  

Keywords: Energy transition, Security of supply, Renewable energy, Fossil fuel, Climate change, WEC. 

1. Introduction 

The history of civilization is a history of energy transitions. In less developed economies, people's basic need 
for food calories is provided through simple forms of agriculture, which is essentially a method of capturing 
solar energy for human use. Solar energy stored in firewood or other biomass energy meets other basic needs 
for home heating and cooking. As economies develop and become more complex, energy needs increase 
greatly. Historically, as supplies of firewood and other biomass energy proved insufficient to support 
growing economies, people turned to hydropower (also a form of stored solar energy), then to coal during the 
19th century, and then to oil and natural gas during the 20th century. In the 1950s nuclear power was 
introduced into the energy mix. During 21st century renewable energy sources are celebrating their reversal. 

Evidently, each stage of economic development has been accompanied by a characteristic energy transition 
from one major fuel source to another. Today, fossil fuels are by far the dominant energy source in industrial 
economies, and the main source of energy production growth in developing economies. However, the world 
is already witnessing the start of the next great transition in energy sources, away from fossil fuels towards 
renewable energy sources. This transition is motivated by many factors, including concerns about 
environmental impacts (particularly climate change), limits on fossil fuel supplies, prices, and technological 
change. Addressing climate change suggests that this needs to happen sooner rather than later, [1]. 
 
Mitigating climate change requires not only an increase in energy savings but also the promotion of 
progressive clean energy technologies in the electricity sector but also in the gas, heating and cooling sectors. 
The integration of different energy networks, so called hybrid networks, provide a potential solution for these 
energy supply challenges. The main goal of interacting networks is to cope with the demand, while achieving 
emission savings and establishing an efficient and flexible energy system. It describes a multi-functional 
energy system which utilizes the synergies of different technologies and energy forms.  

The increasing demand for energy services in conjunction with extensive climate protection targets requires 
significant changes within the energy sector. Consequently, a continuous transition from conventional and 
fossil fuel energy systems to low-carbon or even carbon-free systems is expected over the coming decades. 
However, the increasing contribution of renewable energy sources (RES), such as wind and solar, are subject 
to the specific characteristics of these sources, in particular to weather fluctuations as well as forecast errors, 
which lead to a volatile and intermittent energy supply. Furthermore, the growing share of decentralized 
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electricity generation leads to new grid structures with multidirectional flows of energy. Grid operation is 
therefore more complex and congestions within the transmission network result. Suitable measures such as 
flexible generation, energy storage and load management must be found to provide a secure balance between 
energy demand and supply. For an adequate security of energy supply, a transition from robust ('fail-safe') to 
smart ('safe-fail') energy infrastructures is necessary to cope with the extreme natural phenomena such as 
earthquakes, tornadoes and floods, [2], as well as with various geopolitical risks. 

2. Challenges and Drawbacks of Renewable Energy Sources 

2.1. An Overview of Renewable Energy Sources 

Renewable energy comes from sources that do not deplete over time. The various forms of renewable energy 
can be traced back to three primary sources: solar radiation, heat from within the Earth and gravitational 
forces between the Earth, the Sun, the moon and other stars. Most of the renewable energy potential stems 
from solar, though some forms are indirect solar forms. Renewable energy sources that do not depend on 
solar radiation are tidal energy which comes from the gravitational forces between the Earth, Sun and Moon, 
and geothermal energy which is heat from within the Earth, [3]. Renewable energy technologies convert 
those sources of primary energy to energy forms that can readily be used. There are numerous ways to 
convert primary energy forms into consumable forms of energy. Electricity is perhaps the most precious 
form of energy, as it is most versatile in usage. However, electricity cannot be stored and has to be consumed 
instantly. Due to the intermittent nature of many renewable sources, the issue of storing electricity is of 
particular importance. Surplus energy can be used to pump water up to mountain lakes or to re-charge 
batteries. Hydrogen produced by surplus energy is considered to be an energy storage form as well. 

2.1.1. Solar Energy 

Around one third of the terrestrial solar energy is consumed by the hydrological cycle of evaporation and 
precipitation, feeding rivers, which can drive turbines. Solar induced temperature differences on the Earth's 
surface cause winds, and ultimately waves. Also, plants convert solar radiation into carbohydrates 
(photosynthesis), which can be used as ‘bio’ - fuels, [3]. The solar radiation that is not consumed by the 
indirect uses, comes in three basic forms: 1) low temperature solar thermal, 2) solar electric or photovoltaic 
(PV), and 3) high-temperature solar thermal energy. Low-temperature solar applications include solar water 
heating and solar space heating. Low temperature solar energy typically uses simple and proven 
technologies. Solar water heating is already financially competitive with fossil fuels in many climates, [3]. 
Solar space heating is also possible, but a challenge with solar space heating economics is that monthly 
demand and supply are almost exactly opposite: the greatest demand is in winter, when there is the least 
supply of solar energy, and the most sunshine occurs in summer when demand for heating is lowest.  

Solar energy can also be used to produce electricity instead of heat. Photovoltaic (PV) cells employ 
semiconductor material to generate a flow of electricity when struck by sunlight. Though the technology is 
now well developed and reliable, it is expensive compared to current energy sources, perhaps three times as 
expensive as fossil-fuel generated electricity, depending on the specific circumstances being compared, [3]. 
Power density is about 1 kW/m² and annual generation ~128 kWh/m², [4]. Costs of solar PV have fallen 
considerably, and are projected to fall further. In contrast to other renewable energy sources, solar PV is 
sustainably available in almost infinite quantities, and in almost any location. The solar PV can be employed 
almost anywhere. The space required for solar PV is significant. Solar cells are typically mounted in modular 
panels, which are installed in arrays that can be ground, pole, or roof mounted. Arrays range in size from a 
few panels on a rooftop, to a roof made entirely of solar panels, to a field of many hectares covered by 
panels. Supplying much of world’s electricity from solar PV would require a considerable amount of space.  

High-temperature solar energy is another means to generate electricity or to provide process heat for 
industrial applications. In a typical installation, the Sun’s rays are concentrated by a mirrored collector. The 
concentrated sunlight is directed at a point where energy is absorbed and passed to a transfer medium such as 
oil. The high temperature oil then makes steam to generate electricity in conventional turbines, [3]. Though 
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such systems are more complex than solar PV, with many moving parts, on a large scale they may produce 
electricity (~30kWh/m²) less expensively than PV in some locations, [4]. But since concentrating solar 
electric systems are not yet in widespread use, long-run costs are not known, and their estimates vary widely. 

While the total quantity of solar energy reaching Earth each day from the Sun is enormous, available energy 
at any specific point is modest, [3]. The amount of energy derived from solar panels depends on the ambient 
solar level as well as on collector energy conversion efficiency. The angle at which collectors are installed 
also affects energy production and space requirements: panels arranged perpendicular to solar rays gain the 
most energy but require space between them to avoid shading, and panels laid horizontally gather less energy 
per panel but require the least amount of total space, [3]. 
 
2.1.2. Energy from Biomass 

Biomass is humanity’s original energy source, in use since the discovery of fire. It still accounts for 10% of 
world primary energy supply and is the world’s largest single renewable energy source, since much of the 
world’s population uses wood, charcoal, straw, or animal dung as cooking fuel, [3]. Fossil fuel was also once 
biomass, but in the ancient past. Contemporary industrial economies may use biomass energy in several 
different forms. There is an array of biomass utilization technologies, [5]. In its most basic state, biomass in 
the form of wood pieces, chips, or saw-dust can be burned. Similarly, grass and crop residues can be 
compressed into pellets or bricks to be burned. Biomass combustion can be used for heat, or it can generate 
electricity in a power plant, just like burning coal. Chemical processes can also turn biomass into fuels like 
ethanol and methanol, and some crops yield vegetable oil as another fuel. Also, when biomass decomposes 
anaerobically, methane gas is generated, which is yet another potential fuel, [3]. All of these energy sources 
are derived from biomass plant matter. 
 
There are two prominent features of biomass economics. First, the solar-driven plant photosynthesis that 
creates biomass is a relatively inefficient way to collect solar energy, i.e. most of the available solar energy 
falling on plants is lost. For each unit of electricity generated, the biomass forest required 70 times more land 
area than the PV panels (though the biomass electricity was still less expensive than PV), [3]. The economics 
of biomass energy are thus largely dependent on land economics. Using land for biomass energy production 
always has an opportunity cost, since the same land could be used to produce food. The second fact about 
biomass is that the total quantity of biomass energy available is finite (based on the available land) and small 
in relation to the current energy consumption, [3].  
 
2.1.3. Hydropower 

Water power is the world’s largest source of renewable electricity, generating about 16% of global 
electricity, [6]. Where conditions are favorable, hydropower can be an inexpensive source of renewable 
energy, often cheaper than fossil fuels. Thus hydropower has already been extensively developed in many 
parts of the world. Hydropower requires precipitation and elevation change to produce energy. The total 
energy available from hydropower depends on the volume of water available (flow), and its vertical drop 
(head). Head and flow are substitutes for producing hydropower: a given amount of power can be obtained 
with relatively low flow and high head, or with high flow and low head, [7]. The best hydropower sites have 
both high head and high flow, [3]. Such sites provide a large amount of electricity at relatively low cost. 
However, the number of such sites worldwide is finite.  
 
Extent of hydropower development varies greatly by country. Where hydropower has long historical roots, 
many of the best sites have already been developed, and additional development will come at higher cost. 
But in a renewable energy world, energy prices may rise, which in turn would make more sites feasible for 
hydropower development, [3]. The other major question in hydropower economics is external costs, 
particularly those attributable to dam construction, [8]. Environmental externalities of hydropower can be 
mitigated, but at a cost. Losing land to dam development is costly, environmentally damaging, and 
potentially unjust to those affected, [3]. Yet a large quantity of electricity can be produced at low cost, and 
without CO2 emissions from burning fossil fuels, [9].  
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2.1.4. Wind Energy 

Wind power is generated by the energy in moving air, and available energy varies with the cube of wind 
velocity (doubling wind velocity results 8 times more potential energy, [4]). Like biomass and hydropower, 
wind power has been used since ancient times. On the best sites, modern electricity production from wind is 
very close to cost parity with sources like coal and nuclear power. But there is a big difference between wind 
power cost on the best sites and on less suitable sites. More potential energy generally means lower cost for a 
given quantity of energy, [3]. The windiest sites are thus much better than less windy sites. Not only does 
average wind power vary greatly by site, but power available at any particular moment also varies greatly 
with wind speed. Much more energy is available on windy days than on calm days. This intermittency 
characteristic is common to most renewable energy sources, but is particularly challenging with wind, given 
the extent to which potential energy varies with wind speed, [3].  

To date most wind power development has been land-based, but off-shore wind power has a number of 
advantages. Off-shore winds are both stronger and more consistent than on-shore ones, with energy potential 
of 300 kW/m2 (at 9 m/s speed), [4]. Greater wind consistency increases the wind energy capacity factor and 
reduces the need for energy storage. And the potential off-shore wind resource capacity is enormous. In 
addition to having access to more wind energy, off-shore installations do not compete with other land uses as 
on-shore generation sites do(~200 kWh/m2), [4]. Off-shore turbines may ultimately be larger than on-shore 
turbines, since larger turbine components can be moved more easily by water. Developing wind power off-
shore is also more expensive than developing wind power on land. Anchoring towers to the sea-floor is one 
significant expense, which increases with water depth, [3]. Grid infrastructure must be extended under sea to 
capture the energy generated by off-shore turbines. Maintenance is also more expensive off-shore, as is 
building turbines to withstand a harsh marine environment.  

The capacity factor, defined as the ratio of actual energy produced to maximum energy production potential, 
for wind power on a good site might be 30%, with much lower factors on poor wind sites, [3]. While wind 
power is sometimes criticized because of its inherently low capacity factor, this is only an issue to the extent 
it relates to cost. Like all energy sources, wind power has its own externalities. The main ones of concern are 
aesthetic impact of the wind turbines, noise related to wind in turbine blades, and bird mortality from 
collisions with turbine blades, [3]. Noise and bird mortality may be mitigated by appropriate siting of wind 
facilities, though wind power is not completely flexible in siting, given the need to be in the windiest 
locations. Off-shore wind energy is with the potential for fewer negative externalities than on-shore, [8]. 
 
2.1.5. Geothermal Energy 

Like ‘biomass’ and ‘solar’, the term ‘geothermal’ actually refers to a number of different technologies, 
distinguished primarily by the temperature of the geothermal resource, [3]. The temperature of the Earth 
increases steadily with depth, and the core of the Earth is actually molten. For geothermal energy utilization, 
the key questions are how high the temperature is, at what depth, and how easily the heat can be extracted. In 
the most pure and most economical form of geothermal energy use, temperatures high enough to boil water 
are found near the surface of the Earth. Though there are a number of costs of dealing with natural steam, 
such geothermal energy is relatively low cost, and has the advantage of being able to operate continuously. 
But this possibility is limited to active seismic areas. Binary cycle power plants rely on boiling of a non-
water liquid like ammonia, operating at lower temperatures than steam turbines, and useable in many more 
locations, [3]. At the next level on the thermal gradient, some areas have geothermal water too cool to 
generate electricity but hot enough for space heating. Areas with geothermal water of sufficient temperature 
for heating are more common than areas with steam for generating electricity, but are still relatively unusual 
in the world. Hot water could be found in a deep enough well at any place on Earth, but such wells would 
need to be extremely deep in most places, and the cost of drilling wells makes such energy very expensive. 

The term ‘geothermal’ can also be applied to a system using ground-water ‘heat pumps’ technology. In such 
systems, water is circulated through the ground at temperatures too low to heat buildings directly, usually 
around 10oC. But there is still energy in 10oC water, and heat pumps use refrigeration technology to 
concentrate this heat and bring it up to a useable temperature for heating a building (e.g. 45oC), [10]. Heat 
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pumps require electricity to run their compressors, but heat output is up to four to five times more than 
electrical energy input. Thus, while the heat technically comes from the Earth, it is more accurate to think of 
ground-water heat pumps as a very efficient way to use electricity for heating, [11]. 

2.2. Economics of Renewable Energy Sources 

2.2.1. Market Uptake of Renewable Energies 

The world currently gets about 80% of its energy supplies from fossil fuels because these sources generally 
provide energy at the lowest cost, [12]. However, the cost advantage of fossil fuels over renewable energy 
sources has been decreasing in recent years, and certain renewables can already compete with fossil fuels 
solely on financial terms. Renewable energy costs are expected to decline further in the future, while fossil 
fuel prices will likely rise. Thus even without policies to promote a transition toward renewables, economic 
factors are currently moving us in that direction. Cost challenges for producing renewable energy include 
renewables’ net energy, their intermittency, and their capital intensity, [13]. 

The role of fossil fuels is changing as a result of the increasing deployment of intermittent RES. Thermal 
power plants are moving from mostly ‘baseload’ to a more flexible operation. The changes occurring to this 
operation as a result of an increasing deployment of intermittent RES are associated with new requirements 
that this places on thermal power plants, [9]. It is clear from the experience around world that existing 
thermal power plants (coal, lignite, gas and biomass) are capable of balancing the variability of demand and 
of intermittent generation whilst meeting environmental limits over their full load range. However, many 
existing thermal power plants are less than optimum, because they are less efficient than the best available 
technology (BAT) at full load, and are frequently being operated at reduced efficiency at part-load, [14]. This 
reduction of efficiency at part-load pushes the cost of electricity up through the sub-optimum use of fuel and 
has an impact on CO2 emissions. Also, the cycling of plants reduces the plant life, with the lifetime 
determined by the number of cycles rather than by the total operating hours. Historical evidence shows that 
changes which lead to higher energy efficiency can lead over time to higher energy usage a rebound effect 
which offsets the potential gains from actions to increase energy efficiency, [15]. 

Coal is the most abundant fuel in the world, but its use is currently discouraged in a global attempt to curb 
greenhouse gas emissions. Instead, renewable power is increasingly promoted by guaranteed prices and 
dispatched to the grid before conventional power sources. Society will eventually adopt renewable energy, 
since fossil fuels are limited in supply and only created over geologic time. Thus the question is not whether 
society will shift to renewable energy, but when, [3]. Fossil fuel reserve lifetimes may be extended by new 
technologies for extraction, but the need to minimize the damaging effects of climate change is a more 
immediate problem than fossil fuel depletion, [11]. If the worst impacts of rising temperatures and climate 
alteration are to be avoided, society needs to switch to renewable energy sources while much fossil carbon is 
still safely buried in the Earth’s crust, [16]. However, a huge infrastructure would be necessary. Table 1 
shows the infrastructure requirements calculated for a hypothetical case if all global energy requirement in 
the year 2030 could be supplied from RES, of which 50% from wind and 40% from solar energy, [3].  

 Source: D. Timmons et al, [3] 

Table 1. Infrastructures needed if all global energy demand in 2030 could be supplied by RES only 
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Price is the most important measure of performance for new energy technologies, [17]. The greenhouse gas 
reductions policy has given a new sense of urgency to energy technology. In order to make available 
environmentally effective technologies which are price competitive, governments support these technologies, 
both through funding of research and development and through price subsidies or other forms of deployment 
policy. Such support is considered legitimate because prices are expected to fall as producers and users gain 
experience. Crucial questions concern how much support a technology needs to become competitive and 
how much of this support has to come from government budgets, [10].  

Which one of the renewable energy technologies is the best depends on circumstances such as geographic 
location, availability of space, capital costs, operational costs, and environmental concerns. Hence, the 
renewable energy technologies do not necessarily compete with each other purely based on price, [1]. 
Governments have supported the development of new energy technologies (feed-in tariffs, quotas), and these 
efforts have provided more energy-efficient, cleaner technologies. Many of these technologies, however, are 
still too expensive for commercial deployment, and the policy focus is therefore shifting from publicly 
supported research and development to measures to bring the technologies to the market, [18]. The changing 
focus raises questions regarding government deployment programmes and the role of such programmes in 
CO2-mitigation policies. Transition from support schemes to market integration of RES requires policy 
measures in place to support the market uptake. In the long term support schemes are a means to integrate 
RES into the market for energy, [3].  

2.2.2. Analytical Tools 
 
Analytical tools such as ‘experience curve’ are often required to resolve these dilemmas. Experience curves 
demonstrate that investment in the deployment of emerging technologies could drive prices down so as to 
provide new competitive energy system for stabilising concentration of CO2. This process of technology 
‘learning’ requires long-term, stable policies for energy technology. An example of PV technology is given 
here to demonstrate the use of the experience curve methodology for policy analysis. The experience curve 
in Figure 1 is a fit of a power function to the measured points indicates how learning acquired through 
cumulative production reduces the cost of PV modules. The price curve is described by c = co•P–e, where co 
corresponds to the installed capacity P = Po = 1 MW, and e is an experience parameter, which characterises 
the inclination of the curve. Price decline for doubling capacity is called ‘progress ratio’. Figure 1 shows 
break-even points for PV modules with progress ratios of 80% ± 2%, [19]. The shaded area indicates the 
remaining ‘learning’ investments necessary to reach the break-even point with fossil fuels.  

 
 

Figure 1. Making photovoltaics break-even  
 
The experience curve is a long-range strategic rather than a short-term tactical concept. It represents the 
combined effects of a large number of factors it cannot be used reliably for operating controls or short-term 

Source: C-O Wene [19] 
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decision making. Existing data show that experience curves show that cumulative energy production for the 
market reduces prices. Assessments of future prospects are therefore particularly important in developing 
deployment policies for environmentally friendly technologies.  
 
Cost comparisons between different energy sources are also made by calculating the levelized cost of energy 
(LCoE). LCoE is the present value of building and operating a plant over its lifetime, expressed in real terms 
to remove the effect of inflation, [20]. The levelized construction and operations costs are then divided by the 
total energy obtained to allow direct comparisons across different energy supply options. LCoE is calculated 
as  

1 1(1 ) (1 )
i L i Li i

i ii i

C WLCoE I
d d

= =

= =

   
= +   + +   

∑ ∑ ,  

 
where I is the initial investment, Ci is total costs in the year i (i = 1,2,...L), L is the plant’s lifetime, d is 
discount rate and Wi is electricity output in the year i. 

2.2.3. Additional Criteria for Comparison 
 
To compare RES with the energy sources that require fuel, assumptions are made about future fuel costs, 
often including an internalization of external costs. Figure 2 shows that external costs might be quite high, 
particularly those induced by burning fossil fuels, [8]. Another criterion is ‘net energy’ or ‘energy return on 
energy invested’, normally expressed as a ratio of the energy available for final consumption divided by the 
energy required to produce it. Table 2 shows the net energy ratios for various energy sources, [3]. Net energy 
ratios for the same source can vary significantly depending on specific production technology and conditions 

 
 

Figure 2. Externality cost of various sources in the EU 

as shown by difference in net energy ratios for 
various forms of biomass energy (last four rows). 

 

 
When burning a fossil fuel, a large portion of the total energy cost is from purchasing fuel, and these 
purchases are spread out over a long period of time. After being built, RES have low operating costs: there is 
little additional cost for producing energy each year. While this is an operating advantage over fossil fuels, it 
comes at the cost of higher capital expenditure, [3]. Also building a renewable energy plant is similar to 
building a fossil energy plant plus buying all the fuel that the fossil plant will use over its lifetime. Compared 
to fossil fuels, most renewable energy sources require large capital investments, [21]. The high capital cost of 
most renewable energy sources means that renewable electricity cost is sensitive to interest rates. High 
interest rates make renewable sources significantly less attractive when compared to fossil fuels, while low 
interest rates make renewables more attractive, [3]. Changing interest rates effectively changes the cost of 
renewable energy, since interest rates determine the cost of borrowing for initial capital investment. For 
comparing sources with different capacity factors, the equivalent investment per expected kW as 
($/kW)/(capacity factor), or the capital cost to produce the same amount of electricity as one kW of capacity 
running continuously. In that case the intermittent renewables would be rank ed low, Table 3, [3].  

Table 2. Net energy ratio for various sources 

Source: D Timmons et al, [3] 

(1) 
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3 An Approach to Composing World Energy Futures  
 

3.1. Energy Trilemma 
 

There is a disagreement about what the ‘trilemma’ actually is. In philosophy, a trilemma is a choice between 
three unfavourable options, in economics it is also known as the 'impossible trinity': a trade-off between 
three goals, in which two are pursued at the expense of the third. The old trilemma of the energy industry 
includes decarbonisation, energy security and affordability. Finding a solution to this trilemma increases 
industry costs which are then passed on to the customer. It is presented as an “either/or” model, in which one 
element is selected as most important and privileged over the other two: decarbonisation is in law, whilst for 
people, affordability is the top, and for the country, energy security is extraordinarily important, [2]. In this 
context the solution is perhaps not even reachable. While in this context the trilemma is indicated as inability 
to address existing problems, some treat it as a challenge, ie. something difficult that is ultimately solvable.  

The world is set to face several significant challenges in balancing global energy needs in addressing the 
triple challenge of the energy trilemma over the next four decades. The energy security, social impact and 
environmental sensitivity are often considered as conflicting aspects of energy production. The World 
Energy Council (WEC), a UN-accredited global energy body, has developed an approach designed to help 
stakeholders to address the ‘energy trilemma’ of achieving environmental sustainability, energy security, and 
energy equity and hence putting forward different policy options, [22]. History shows that there is no single 
preferred method for achieving a balance across all three dimensions. If a country focuses too much on one 
dimension, it is very difficult to address the other two dimensions, [22]. For example, if a country has an 
abundance of affordable energy it can lead to excessive use which can undermine a country's energy security 
and have a negative impact on the environment or result in a subsidy system that is painful to unwind. At the 
other end of the spectrum, countries that focus solely on providing clean energy that is expensive may 
struggle to maintain economic competitiveness and provide their citizens access to energy at an affordable 
cost. Balancing the three dimensions of the energy trilemma is not easy even if a higher share of the energy 
mix comes from low-carbon energy sources, such as hydro power and nuclear power. Evidently, no single 
form of energy satisfies all three of the energy trilemma criteria. Fossil fuels continue to beat renewable 
forms of energy in terms of both affordability and reliability. Solar and wind power are much cleaner, but 
still operate intermittently and continue to be more expensive than conventional energy. As a result, energy 
policymakers have facing the conflicting agendas inherent in prioritizing different forms of energy, [23]. 

It is very important for countries to set a course now which is sensitive to all three dimensions. The WEC 
energy trilemma comprising 'energy security, social equity and environmental impact mitigation' appears to 
be different: meeting it requires achieving all three goals, although within the parameters of the particular 
wishes or interests of the actor in question, [24]. Creating policies that simultaneously deliver secure, 
affordable, and clean energy is one of the most important challenges facing policymakers today. Energy 
security refers to the effective management of primary energy supply from domestic and external sources, 
the reliability of energy infrastructure, and the ability of energy providers to meet current and future demand. 

Table 3. Captal costs of renewable and non-renewable electricity sources 

Source: D Timmons et al, [3]  
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Energy equity includes the accessibility and affordability of energy supply across the population, [22]. 
Environmental sustainability encompasses the achievement of supply and demand side energy efficiencies 
and the development of energy supply from the renewable and other low-carbon sources.  

Such a different approach combines the three elements not as a list, but as a process that moves towards a 
solution. The biggest energy security challenge is to create one of the most competitive and attractive 
investment markets in the world that drives the transition to a cleaner, low-carbon energy system. Increasing 
competition will increase affordability, and be part of the transition to decarbonised energy, which in turn 
will provide greater energy security with home-grown energy sources. There is an agreement on the basic 
components constituting the trilemma, but quite different approaches to it. There are policy debates across all 
three dimensions of the energy trilemma, but many countries are expressing energy security as the reason for 
switching to renewables and other low-carbon technologies. It is possible that the global energy and climate 
debate is more aspirational and less accountable to customers, or voters. However the research shows that 
few countries perform well on all three dimensions. It is difficult for countries to attain sustainable energy 
systems, although policymakers struggle to improve performance across all three of these dimensions, [22]. 

3.2. World Energy Scenarios 
 

While most widely known energy development scenarios are ‘normative’, used to drive the world towards a 
specific objective such as a particular level of concentration of harmful gases in the atmosphere, the WEC 
has adopted a different, ‘exploratory’ approach, [6]. In contrast to ‘normative’, the WEC’s two ‘exploratory’ 
scenarios, one consumer-driven named ‘Jazz’ (J) and other voter-driven named ‘Symphony’ (S), attempt to 
provide decision-makers with a neutral fact-based tool that they will be able to use to measure the potential 
impact of their choices in the future, Table 3, [25].  
 

Table 3. WEC exploratory scenarios in support to ‘energy trilemma’  
 

Scenario Consumer driven ‘Jazz’ (J) Scenario Voter-driven ‘Symphony’ (S) Scenario 

Focus 
Focus on energy equity by achieving 
individual access and affordability of 
energy through economic growth. 

Focus on achieving environmental 
sustainability through internationally 
coordinated policies and practices. 

Structure Flexible rhythmic structure with solo 
and ensemble improvisations 

Fixed structure with a conductor and 
‘orchestra’ members with specific role  

Drivers 
Consumer focus on achieving energy 
access, affordability and quality by the 
use of best available energy sources 

Voter consensus on environmental 
sustainability and energy security through 
corresponding practices and policies. 

Strategies Free-trade strategies which lead to 
increased exports. 

Nationalistic strategies result in reduced 
exports/imports 

Promotion Renewable and low-carbon energy 
grows in line with market selection. 

Renewable and low-carbon energy 
actively promoted by governments 

Subsidies Energy sources compete on basis of 
price and availability. 

Selected energy sources are subsidized 
and incentivized by governments 

Carbon market 
Carbon market grows more slowly 
from bottom up based on regional, 
national and local initiatives. 

Carbon market is top down based on an 
international agreement, with 
commitments and allocations 

GDP growth Higher GDP growth Lower GDP growth 

Convergence 
Due to faster convergence across 
countries, higher competition, and low 
environmental constraints 

Due to less convergence, more 
environmental constraints and a more 
capital-intensive growth pathway. 

Main players 
Multi-national companies, banks, 
venture capitalists, and price-
conscious consumers 

Governments, public sector and private 
companies, NGOs, and environmentally 
minded voters. 

Technologies Technologies chosen in the markets. Governments pick technology winners. 
 Source: WEC, [25] 
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The WEC scenarios J and S are typified by characteristics, which, each from their own perspective, may 
comprehensively describe large parts of the world energy scene in 2050. Scenarios are alternative views of 
the energy future which can be used to explore the implications of different sets of assumptions and to 
determine the degree of robustness of possible future developments. Although the WEC scenarios J and S are 
both ‘music based’, they are completely different in nature. Clearly, each policy option or scenario has some 
cost associated with it. The cost of one scenario versus the other must not only be considered in terms of 
necessary capital investments and the impact on and of gross domestic product (GDP) growth, but the overall 
environmental benefits and avoided climate change adaptation costs also need to be taken into account, [13]. 
This means that one scenario is not necessarily better than the other and should not be judged as such, and a 
wider view needs to be adopted when assessing the overall implications of each of the possible options.  
 
According to WEC, the energy landscape in 2050 will be quite different from how it looks today. The WEC 
estimates that world population in 2050 will increase from about 7.2 billion today to 8.7 billion in the J 
scenario and to 9.4 billion in the S scenario, and that meeting future energy demand of this population will be 
a key challenge, [25]. Up to 2050, the reality will lie between the J and S scenarios in terms of energy 
supply, energy demand increases and GDP growth, but it might also go beyond the levels indicated by these 
two scenarios. The energy demand is set to double by 2050, driven by non-OECD growth. To meet this 
growing demand, total primary energy supply is set to increase by between 61% and 27%. WEC shows that 
despite significant growth in the relative contribution of renewables from 15% today to between 20% in the J 
scenario and 30% in the S scenario in 2050, while the volume of fossil fuels used to meet global energy 
demand will increase by 55% in the J scenario, but only decrease by 5% in the S scenario by 2050, [25]. 
 
WEC scenarios to 2050 show that energy efficiency and energy conservation are absolutely crucial in 
dealing with demand outstripping supply. Energy efficiency will increase significantly so that primary 
energy intensity, measured in energy use per unit of GDP, will decrease by 50% and 53% in J and S 
scenarios respectively by 2050, [25]. Hence, only half the amount of energy will be needed to produce the 
same output. Evidently, the primary energy consumption in 2050 is higher in the J scenario than it is in the S 
scenario. WEC expects that electricity generation from RES will increase around four to five times by 2050 
in comparison to 2010, [25]. This increase is expected to be stronger in the S scenario: electricity generation 
from hydro doubles, for biomass the increase is eight-fold, and for wind eleven-fold when comparing figures 
for 2010 with 2050. Solar PV has the highest increase of approximately 230 times between 2010 and 2050, 
[25]. Globally, almost as much electricity in 2050 will be produced from solar PV as from coal.  
 
The WEC also estimates that the future economic growth will shift from developed countries to developing 
and transition economies, in particular in Asia. Of all the eight regions considered in their scenario study, 
Asia will be characterized by highest economic growth both in relative and absolute terms, [25]. The share of 
Asia on total primary energy consumption will increase from 40% in 2010 to 48% in J and to 45% in S 
scenario, Europe and North America will consume about 30% of total global primary energy in J and 31% in 
S scenario (in 2010: 44%), while Africa and the Middle East will account for 15% in J and 16% in S scenario 
(in 2010: 11%) and Latin America and The Caribbean for 8% in J and 7% in S scenario (in 2010: 5%), [25].  
 
The WEC expects that energy landscape in 2050 will be quite different from how it looks today. Energy 
systems will remain complex with substantial system integration costs due to a large proportion of 
renewables requiring increased network expansion costs in both transmission and distribution systems, [2]. 
Energy efficiency and energy conservation are crucial in dealing with demand outstripping supply and 
require a change in consumer priorities and have cost implications across industries. Both in the J and S 
scenarios, electric mobility comes somewhat later than originally expected. Because the energy mix in 2050 
will mainly be fossil based, policymakers and industry need to undertake great efforts to promote the share 
of renewables in electricity production which otherwise will not be increasing enough to ensure 
environmental sustainability in the long run, up to 2050 and beyond, [16]. 
 
The WEC’s scenarios show that in 2050 fossil fuels will still play a crucial role for both power generation 
and transportation. Coal is going to play an important role in the long run, especially for power generation in 
China and India, [25]. Natural gas supply, especially from unconventional sources, will play an increasing 
role and gain more importance in the energy share. Oil will continue to remain dominant for transport with 
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an increase of unconventional sources (in particular oil sands, and oil shale), [4]. Obviously, in this complex 
world there is no global solution to the energy supply issue. Instead, reaching a solution relies on solving 
each of the individual parts to reach the global goal of sustainable, affordable and secure energy supply for 
all. WEC expects governments to play a crucial role in determining and establishing frameworks for markets 
to function in both (J and S) scenarios. Critical uncertainties remain, especially with regard to carbon capture 
and storage (CCS) and energy storage technologies that are scalable in economic terms, [13]. 
 
The global economy will also be challenged to meet the carbon dioxide (CO2) atmospheric concentration 
target of 450 parts per million (ppm) equivalent to 2oC global temperature rise above its preindustrial level, 
[16]. The WEC’s scenarios to 2050 indicate that these large reductions in CO2 emissions are possible when 
governments are acting and industry players and markets are given right incentives to provide suitable 
technological solutions to achieve this. However, current signals indicate that the global economy is not on 
track to meet the 450 ppm target, [22]. In the S scenario, CO2 emissions begin to drop from 2030, but fall 
short of the 450 ppm target. In light of these energy realities, even in the best case the world will see a near 
doubling of greenhouse gas emissions at 490-535 ppm CO2 equivalent by 2050 compared with 1990 levels. 
At worst, emissions could increase to between 590 and 710 ppm, [25]. A significant reduction of CO2 
emissions is possible after 2020 in the S scenario, but emissions will be double compared to 1990 levels. 
 
A low-carbon energy is not only linked to renewable and CCS technologies, but also to consumer behaviour 
which needs changing. CCS is a suitable technology to reduce CO2 emissions and, given a CO2 price signal, 
it can play an important role after 2030 as a cost efficient CO2 mitigation option, [10]. Such a price for CO2 
has to be high enough to provide an adequate incentive for CO2 reduction. Issues such as technical feasibility 
at a large scale, public resistance and the upfront infrastructure cost remain to be solved. Yet, change in 
consumption habits is necessary, as it can help the energy system to balance these issues to a great extent. 
 
4. Concluding Remarks 

Contemporary energy systems are still away from being sustainable. After decades of work to advance 
sustainable energy solutions, an energy gap is growing as energy systems around the globe are put under 
significant strain by the rise in energy demand and the unpredictable changes in energy supply. At the same 
time, there are huge opportunities ahead in the energy industry. Improving the security of energy supplies 
demands the better utilisation of indigenous resources, the efficient use of all resources and increasing the 
capacity of low carbon and renewable resources. Nevertheless, the 21st begun with a great transition in 
energy sources, away from fossil fuels and towards renewable energy sources. This transition is motivated by 
many factors, including concerns about climate change, limits on fossil fuel supplies, prices, and 
technological change that are often conflicting and not easy to deal with.  
 
Despite many controversies, society will eventually adopt renewable energy, since fossil fuels are limited in 
supply and bear burdens of huge environmental impact. Thus, the question is not whether society will shift to 
renewable energy, but when. A complete transition to renewable energy is likely to take many years and the 
energy mix by the year 2050 will remain fossil based. To the extent that fossil fuel resources continue to be 
used, one of their most valuable applications will be in balancing renewable energy supply with demand. 
 
The climate concerns, geopolitical instability and limits on fossil fuel supplies accelerate the implementation 
of renewable energy sources which show a decrease of generation prices as their technology develops. 
However, their intermittency calls for clean coal technology to cope with it alongside with new energy 
storage technologies. The speed of energy transition towards renewable energy sources may be enhanced 
with rising fossil fuel costs by implementing policies to internalize externalities to reflect the environmental 
and climate change impact. Renewable energy will be adopted when fossil fuels have become scarce enough 
that they are more expensive than renewables. Therefore, raising fossil fuel prices with corrective taxes to 
reflect their externality costs is likely the only way to accomplish a rapid renewable energy transition in the 
near future, and may also be the only option with potential to avoid disastrous effects of climate change. 
Thus, addressing climate change suggests that this needs to happen sooner rather than later. Nevertheless, the 
fossil fuels will remain a dominant energy source in the long-term global energy mix. 
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ABSTRACT: 

 

Energy Efficiency has been described as the EU’s biggest energy resource and one of 

the most cost effective ways to enhance the security of its energy supply and decrease 

the emissions of greenhouse gases and other pollutants. Regarding future benefits of it, 

based on the data that for every 1% improvement in energy efficiency - EU gas imports 

fall by 2.6%, European Governments treats energy efficiency as a main driving force of 

strategic development. This impressive fuel of the future will create different business 

opportunities for European companies such as construction firms and manufacturers of 

energy-using equipment, and create new jobs in construction, manufacturing, research, 

and other industries investing in energy efficiency. But actually reality shows, that the 

activities in energy efficiency are still quite low, compared to what is going on in the 

renewables sector. Learning Energy Efficiency Networks (LEEN) could be a way to 

increase energy efficiency, which we need on the local level for the municipalities, 

small and medium companies, and public utilities. Results from networks in Switzer-

land, Germany and Austria show that companies and cities using LEEN concept dou-

bled their yearly progress in energy efficiency compared to the industry average. Hence, 

it can be assumed that high-quality energy-audits compared with a guided mutual ex-

change of experience by energy managers of medium sized companies or municipalities 

can be considered as a new and effective policy instrument. LEEN concept can be de-

fined as alchemy of the sustainable, strategic development of the Western Balkans re-

gion. This article is devoted to the new understanding how to realize most effectively 

energy efficiency or renewable energy potentials intensifying the activities of regional 

actors in the Western Balkans countries. 
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Potentials of energy efficiency in Serbia and Germany in industry, trade, and ser-

vices  

The German industry uses around 2,600 PJ final energy each year. Final energy intensi-

ty, the relation between final energy demand and gross value added, had been quite suc-

cessfully reduced in the 1990s, however very little improvement was achieved between 

2000 and 2013. In order to achieve the energy efficiency target, specified by the Ger-

man Federal Government – doubling the energy efficiency between 1990 and 2020 – 

energy intensity of the German industry has to be improved by 2.3 % annually between 

2014 and 2020. This is a tremendous challenge, but not impossible.  

Many national and international studies outline the existence of large energy efficiency 

potentials in the industrial sector (Eichhammer et al. 2009; Fleiter et al. 2013). Own 

empirical analyses from 366 energy audit reports came to the conclusion that more than 

3,000 profitable energy efficiency investments with an average internal rate of return of 

31% would reduce the companies’ final energy demand by around 10% within four 

years. The internal rate of return varied from 12 % (minimum rate) to more than 100% 

in many cases. Obviously, the situation observed by Romm (1999) 20 years ago did not 

change: “Consulting engineers usually return from on-site visits in companies with sub-

stantial energy efficiency potentials that are easy to realize and usually have high rates 

of internal return”.  

The present knowledge about the profitable energy efficiency potential of the German 

industry, trade and service sector that could be realized between 2015 and 2020 is some 

400 PJ. It would reduce energy cost of the two sectors by 9 Billion € in 2020  

(-10%) reduce the CO2 emissions by about 35 Mill. tones and would generate additional 

40,000 jobs (net) mostly in the investment goods industry and the installers sector for 

installing and maintenance.  

On the other side, Republic of Serbia is preparing a new strategy of energy policy for 

2015-2025/2030. Regarding the EU Progress Report 2014 and its Energy Community 

obligations, Serbia has taken on the target of achieving 27 % of its energy demand from 

renewable sources in 2020. In the area of energy efficiency, the second action plan for 

energy efficiency, for 2013-2015, was adopted in October 2013. The Energy Efficiency 

Fund established by the Law on energy efficiency became operational in January 2014. 

Administrative capacity in this area needs to be strengthened.  

Regarding the actual situation and energy efficiency indicators in Serbia, the country 

has an primary energy intensity of 5,257 kWh/€ (2005), the ratio between primary 

energy and GNP, related to GNP at purchase power parity of 2.593 kWh/€ (2005). The 

primary energy consumption per capita in Serbia is 36.5 MWh/capita, and in Germany 

45.7 MWh in 2014. The experience of the EU member countries, especially Germany, 

shows that if one aims to realise significant increases in energy efficiency strong 

governmental support but also initiative by companies is essential. In the mentioned 

new strategy for energy, the Serbian government said that it will take the public sector 

as a main example of accelerating energy efficiency by means of policy measures.  
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Two prority activities in the strategy are (1) energy modernization of construction sector 

in buildings, and (2) the introduction of an energy management system in the public 

sector. Because, in Serbia and Western Balkan region, energy efficiency is oriented to 

energy consumption, and, it is not easily achievable because there are various 

stakeholders, i.e., participants at the energy efficiency market are different. They should 

be encouraged to accept energy efficiency as a way of doing business and finally, as a 

way of living. This requires a change in a way people think.  For both priority activities 

and mentioned challenges, the LEEN methodology provides enough elements which 

makes it to a powerful driver to accelarate energy efficiency in industry and the service 

sector in any country.  

Obstacles and unused supporting factors  

The limited realization of profitable energy efficiency potentials in industry and the ser-

vice sector has been the subject of discussions about obstacles and market imperfections 

for more than two decades now (IPCC 2002), and the heterogeneity of these obstacles 

and potentials has been tackled by sets of several policy measures and instruments (Lev-

ine et al. 1995, DeCanio 1998). 

Surveys and interviews show that often the attention given to energy efficiency invest-

ments in companies is very low and heavily influenced by the priorities of those respon-

sible for the company or the production site (Rahmesohl 2000, DeGroot 2002, Schmid 

2004). The reasons for this low attention to energy efficient solution are many depend-

ing on factors such as the size of the company, its energy intensity, the ownership, and 

the consciousness and leadership of the management. Classical obstacles are (see also 

Jochem et al 2014):  

• lack of knowledge and sufficient market survey of energy managers, particularly in 

SMCs, but also of consulting engineers, architects, installers, or bankers;  

• in order to overcome these lacking knowledge, high transaction costs of the energy 

manager (for searching solutions, tendering, decision making, installation; (Oster-

tag 2002)) and high cost for professional training for the other groups of actors are 

perceived;  

• lack of own capital, fear of lending more capital for investments of off-sites or rely-

ing on the competence of a contracting company; energy efficiency investments are 

generally not considered as being a strategic investment (Coremans 2011) 

• technology producers or whole sale often pursue their own interests opposing the 

possible innovation steps of efficient solutions; 

• 80% of companies using only risk measures (payback periods), but not profitability 

indicators (e.g. internal interest rate, present net value) for their decisions.  

Beside economic reasons for this priority setting of companies there are also psycho-

social, motivational, and behavioral aspects, which have scarcely been analyzed except 

by some sociologists and psychologists in the 1990s (e. g. Stern 1992, Jochem et al. 

2000, Flury-Kleubler et al. 2001). The authors call them “scarcely used supporting fac-

tors”: 
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 Traditional investment priorities steer the motivation and behavior of the staff and 

determine the career of the young engineers and their efforts; energy engineers often 

have difficulties to “make a convincing case” to the management (Schmid 2004). 

 The co-benefits of energy-efficient new technologies are rarely identified and not 

included in the profitability calculations by the energy or process engineers due to 

the lack of a systemic view of the whole production site and possible changes relat-

ed to the efficiency investments (Madlener/Jochem 2004). 

 Management is often not aware that the workforce may suffer from criticisms made 

by friends or relatives that they are working in a “polluting” or wasteful industrial 

site.  

Social relations such as competitive behavior, mutual estimation and acceptance not 

only play a role between enterprises, but also internally within a company. Efforts to 

improve energy efficiency are influenced by the intrinsic motivation of companies' ac-

tors and decision makers, the interaction between those responsible for energy and the 

management, the internal stimuli of key actors and their prestige and persuasive power 

(InterSEE 1998, Schmid 2004).  

The complexity of obstacles to and the scarcely used supporting factors of energy effi-

cient solutions in companies demand for a bundle of policy instruments which is rarely 

known and considered by policy makers in administration or the management in indus-

trial associations or companies. However, a Swiss consulting engineer, Thomas Bürki, 

“invented” an activity with eight companies in Zürich: the EnergyModel of Zürich in 

1987 (Bürki 1999, Graf 1996): After an energy audit for each participant, the energy 

managers of the companies met four times a year exchanging their experience on their 

energy efficiency investments and organizational measures in a structured manner – one 

topic, well prepared, eventually with one presentation of an external expert, moderated 

by an professional moderator. The performance of each company is monitored at least 

once a year.  

The results of this first energy efficiency network were so convincing that the Federal 

Office of Energy of the Swiss Government funded this new idea in several pilot net-

works as EnergyModel Switzerland for industry and the service sector. The average 

annual energy cost savings were 165,000 CHF per company. The very positive results 

of speeding up the progress of energy efficiency in companies participating in those 

networks were confirmed (Kristof et al. 1999, Konersmann 2002).  

A few years later, companies which reduce energy-related CO2 emissions by a negotiat-

ed target and accept a yearly evaluation can be exempted from a surcharge on fossil 

fuels. This was first introduced at a level of 12.- CHF per ton of CO2 in 2008, it will be 

72.- CFH in 2016 approved by the Swiss Parliament in line with the Swiss CO2 law. 

The Swiss Energy Agency for Industry, EnAW, is acting as an intermediary to negotiate 

target agreements on CO2 reduction between companies and the Federal Government. 

The target agreements are mostly based on energy efficiency improvements over a giv-

en period of time, e. g. four years, or substitution options for fossil fuels such as indus-
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trial organic wastes, renewables, or electricity (which is almost CO2 free due to 60 % 

hydro power and 35 % nuclear power generation in Switzerland). 

The Concept of the Learning Energy Efficiency Networks, LEEN  

The generation and operation of energy efficiency networks is usually considered in 

three major phases of activity you can see in the Figure 1.  

1. Acquisition of the network: the initiator, who may be represented by the president of 

the regional Chamber of Commerce or industrial association, the major of a larger 

city, or the CEO of an utility, motivates regional companies to join the planned net-

work. The network operator supports this activity and considers the question who 

should take up the role of the consulting engineer and the moderator in the planned 

network. This phase is the crucial challenge. If a network is started, experience and 

evaluations show that all participants remain quite satisfied with the gains they take 

from the exchange of experiences and the network’s service.  

2. Energy audit and targets: In Phase 1, every participant receives an energy audit by 

an experienced engineer who also suggests and mid-term efficiency target for each 

participant (confidential) and a joint target as a commitment publically communicat-

ed. The energy audit has to be performed according to a detailed scheme of identify-

ing energy efficiency potentials and their economic evaluation in all areas of cross 

cutting technologies and organizational measures. The entire process including the 

report is in compliance with ISO 50,001.  

 
Figure 1: Three phases of generating and operating an energy efficiency network 

 

3. Regular meetings and yearly monitoring: In Phase 2, the essential cornerstone of a 

network’s success is built upon the regular meetings during at least three to four 

years inducing the exchange of experiences not only during the four meetings per 

day, but also bi-laterally when an energy manager is consulting his colleague in spe-

cific cases of investments and planning. The meeting well prepared by the modera-
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tor generally covers one topic of an energy efficient solution which may also be 

covered by a presentation of an invited external expert, fooled by a deep discussion. 

Each meeting also includes an onsite visit of the inviting participant. Continuous 

monitoring of the measures that have been implemented permits the tracking of re-

duced energy cost and its contribution to higher profits. At the level of the network, 

the consulting engineer can also report on the network’s progress of energy efficien-

cy or CO2 mitigation keeping track of the mid-term target the network had decided 

upon in the phase 1.  

The concept of the Learning Energy Efficiency Network was based upon the Swiss En-

ergy Model. However, from the beginning in the first German network, two differences 

were added to the Swiss concept.  

- A professional moderator prepares and moderates the regular meetings and writes the 

minutes; so he is not technically biased as the consulting engineer could be, but he is 

specialized to calm down to extroverted participants and to invite the introverted partic-

ipants to report on their experiences. The moderator may also moderate the yearly meet-

ing when the report of the monitoring is discussed with the board or management of the 

company.  

- The medium term network target for efficiency progress and CO2 mitigation was in-

troduced to use it internally for generating a team spirit and an atmosphere of sportive 

competition among the energy managers and to use it externally for public relations of 

the participating companies and the network being engaged in climate protection and 

resource efficiency.  

The major components of the underlying theoretical concepts for the local learning net-

works can be summarized as follows: 

 The heuristic approach of innovation systems is used to demonstrate the network of 

actors who are involved in bringing about an innovation (Kuhlmann 2001). An in-

vestment in new energy-efficient technologies does not come about due to a decision 

of the management of a company, but is the result of an complex interplay between 

many actors who may have different weights in influencing a decision in a particular 

case: consultants, equipment suppliers, installers, architects, outside maintenance 

staff, key accountant of energy suppliers or the cooperating bank, investment deci-

sions of competitors or of management colleagues in the region.  

 One element of the concept follows the dynamics of a product or investment cycle, 

applying them in two dimensions: (1) new and reliable efficiency technologies just 

being introduced to the market are presented on the initiative of the senior engineer 

and (2) changes to the production and product quality at the production site caused 

by the efficiency investment are analyzed in order to identify risks and co-benefits 

which are often neglected in energy efficiency investment considerations.  

 The concept also considers aspects of innovation research, i. e. the concept of first 

movers, followers, and late applicants with the competences and motivations of those 

types of companies and their management, as well as the size of the company and its 

potential to engage specialists in the field of efficient energy use as internal staff or 

external consultants.  
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 Finally, the concept also integrates approaches of social and individual psychology: 

social dynamics such as mutual affirmation and acknowledgement within a company 

and among energy managers of several companies or administrations, social cohe-

sion, responsibility and sanctions once a common target has been agreed upon, low 

competitive behavior in acquainted groups as well as individual behavior such as the 

motivation of professional careers, the motivation of experts to share their 

knowledge with colleagues often working in small and medium-sized companies, or 

the motivation of management with regard to achieving a good acceptance of the 

company at its production location (Schmid 2004, Flury-Kleubler et al. 2001).  

The particular form of the energy efficiency network, called the Learning Energy Effi-

ciency Network (LEEN) was developed in Germany between 2002 and 2014. The 

LEEN management system has now more than 100 useful elements to support the net-

work operator, the consulting engineer, and the moderator, but also initiators or multi-

plicators such as trade associations, chambers of commerce, or business developers. 

These elements may be recommendations how to approach and acquire potential partic-

ipants, or on the agenda of an first informational event, the description and division of 

tasks for the network operator, the consulting engineer, or the moderator, master con-

tracts for all actors, including the participating companies, recommended reporting for 

energy audits and yearly monitoring, training material for consulting engineers and 

moderators, and many other assisting material including 20 calculation tools for the 

technical and economic evaluation of energy efficiency options of cross cutting tech-

nologies such as boilers, compressors, electrical motors, or pumps.  

The achievements of LEEN-Networks in Germany from the perspective of partici-

pating companies  

The 366 companies participating in 30 pilot energy efficiency networks between 2009 

and 2014 have been evaluated by several analyses including the results of their energy 

audits, the yearly monitoring as well as questionnaires at the beginning and the end of 

the four years’ first operating phase you can see in the Figure 2.  

 
Figure 2: Evaluations of the performance of 30 pilot energy efficiency networks with 366 com-

panies 
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The participating companies were asked about their past involvement in energy effi-

ciency and their expectations at the beginning of the network and their judgment about 

the performance of the network and their gains from it at the end of the four years peri-

od. The systemic nature of the energy efficiency networks contributes to the fact, that 

many obstacles of energy efficiency mentioned in section 2 get reduced, and that often 

unused supporting factors (such as motivation, acknowledgement, or self-responsibility)    

are applied during the meetings and site visits or in the meetings the board or manage-

ment discussing the results of the yearly monitoring.   

On average, the efficiency progress doubled compared to the average the non-

participants of the branch resulting in an efficiency increase of 2.1 % per year. The av-

erage savings per participant (with yearly energy cost of around 2 Mill €) were 180,000 

€/a inducing investments of almost 600,000 € during the four years period. Of course, 

the average figures do not reflect specific situations of companies, of branches, and sta-

tus of efficiency at the beginning of a network or the engagement of the participating 

company during the four year period of the network’s operation. Two networks im-

proved their efficiency by less than one percent per year, but two networks improved by 

more than four percent per year, 14 networks between 1 and 2 % and 10 between 2 an 

3 % annually.  

The investments in the additional energy efficiency achieved also substantially varied 

depending on the type of investment (e.g. economizer of a boiler, heat exchanger added 

to an air compressor, high efficiency motors instead of a normal motor, pumps or venti-

lators) and its size depending on energy services or energy demand in the production 

site or the building or factory (see Table 1). About 80 % of all net investments were 

below 50,000 €. However, one has to consider the basic re-investment which usually 

goes with the net efficiency investments such as a new boiler, a new air compressor, a 

new normal pump, ventilator or normal efficient electrical motor. The value of this 

basic re-investment is several times as high as the net energy efficiency investment, but 

not reported here. This is important from the aspect of financing those investments by 

third parties like contractors or banks.  

 

Table 1: Distribution of net energy efficiency investments  

Range of net investments  

in Euro 

Number of net investments Share of total net invest-

ments % 

< 5,000 1,387 39.8 

5,000 to 50,000 1,511 40.4 

50,000 to 250,000 474 13.6 

250,000 to 1 Mill.  96 2.8 

> 1 Mill.  17 0.5 
 

Given the impressive success of the LEEN networks in the industrial sector, the German 

Federal Government decided in 2014 to set up a funding scheme for energy efficiency 
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networks for cities and counties between 20,000 and 200,000 inhabitants (BAFA 2014). 

The concept for this target group was based on the LEEN management system for com-

panies and was adapted to the situation of public bodies and more building-focused 

technical topics. The funding conditions requested the applicants to respect the rules of 

the communal energy efficiency networks.  

The grant scheme was unexpectedly fast accepted: by the end of August 2015, more 

than 35 communal networks are being acquired to convince the necessary eight com-

munes or cities forming an energy efficiency network. Five networks are already operat-

ing and further five networks started in September.   

Transferring the LEEN-networks to Serbia, first steps, and the prospects  

During the past five years of active communication with the different stakeholders in 

Serbia, a team of experts of the center Teslianum concluded that, if the Government 

wants to achieve defined goals and targets in the Strategy of Energy of Republic of Ser-

bia 2015-2025/2030, the country needs an integral methodology securing enough inter-

relations and interconnections between governmental bodies, big companies, SMEs, 

faculties and local municipalities.  

According to the analyses of the different concepts, methodologies and programmes for 

improving energy efficiency, the experts found that the LEEN managements system is 

an excellent and appropriate concept for the Serbian three main target groups:  

 Local municipalities: during the next two years, the Serbian Government plans to 

establish energy managers in 100 cities with more than 20.000 habitants who will 

assist the local administration with energy balance sheet defining and data collec-

tion,  

 Big public and private companies: which have to be modernized and restructured in 

Serbia according to the EU standards and directives,  

 SMEs: they are recognized as a main engine of the country’s sustainable develop-

ment.  

The main problem for the correct strategy realisation is the absence of a system struc-

ture in Serbia through which different stakeholders can communicate, coordinate and 

cooperate. This 3C rule is absolutely in accordance with the operational concept of 

LEEN.  

The LEEN management system with its large experience and development of more than 

ten years in companies, communal administrations and training activities is the only one 

estimated from different stakeholders in Serbia as an integral tool well suited to help 

them to establish a so necessarily needed balance of motivation, education, and infor-

mation between top management and employees, especially within technical teams. 

Formal education on the Serbian and West Balkan universities is not sufficient to pre-

pare neither the engineers neither the managers for the adoption of the new modern 
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standards, technical, technological and know-how expertise, such as EUD2012/27/EU 

about energy efficiency or ISO 50,001. 

The multiple benefits of energy efficiency approach defined by the International Energy 

Agency (IEA) reveals a broad range of potential positive impacts on the economy, soci-

ety, and the environment of a country (see Figure 3). 

 
Figure 3: The multiple benefits of energy efficiency improvements-Source: IEA 2014 

 

An IEA (2014) analysis concluded that energy efficiency has the potential to support 

economic growth while reducing energy demand, as large imports of energy is substi-

tuted by domestically produced investment goods and services. The induced economic 

growth enhances social development, speeds up environmental and climate protection,  

supports tendencies of sustainability, and ensures a secure energy system of a country.  

The LEEN methodology concretises elements that support companies and cities to help 

the country to obtain remarkable economic development. Increasing the share of renew-

able energies as an additional element to energy efficiency is also regarded as a major 

technical element of the LEEN management system.  

For a country such as Serbia and others in the Western Balkan region, after more than 

twenty years of continues weak development and with the strong dependency from en-

ergy policy of other countries, a methodology like LEEN can be the right choice to in-

crease the employment of young people, to reduce rural and city migration, to strength-

en and enrich the basic education system, and stabilise economic and energetic depend-

ence from foreign countries.      
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Conclusions 

The fact that almost all companies that started since the first established LEEN network 

in the region of Hohenlohe in Baden -Wurttemberg in Germany in 2002, are still active 

in their networks or similar newly founded (including internal efficiency networks of 

large companies), shows that company benefits obtained by LEEN network participa-

tion in Germany, Austria, and Switzerland are well recognized by them.  

This also explains why utilities, consulting engineers, chambers of commerce, and re-

gional governments, or energy agencies in Belgium, the Netherlands, Sweden, Den-

mark, Brazil, Mexico, and other countries are presently considering introducing the 

LEEN system in their industries and service sectors. They are checking whether the 

LEEN methodology gives sufficient added-value to a better strategic positioning of the 

companies (including competitiveness) or cities. This is needed to identify well operat-

ing drivers for sustainable development in a country or region. 
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Abstract: Better insulation having low thermal conductivity is a significant contributor for new 
construction and retrofitting existing buildings, when the emphasis is on energy efficiency. A family of 
composite cool thermal insulation materials has been developed as part of the DICOM research project. 
The objective of the project was to provide optimized building materials for the retrospective insulation of 
existing buildings and contribute to the reduction of cooling loads in summer in countries with temperate 
climates. In order to determine the impact of the thermal insulation materials in buildings an integrated 
evaluation was carried out in during 2013-2014. Specifically, in vitro and in situ measurements was done 
with a perspective to evaluate the materials’ performance and the thermal comfort conditions in an 
existing building, located in Thessaloniki, Greece, before and after the retrofitting. Last but not least, the 
environmental impact was also evaluated after the measurements with the implementation of a Life Cycle 
Analysis. 

Keywords: Composite, cool, thermal insulating materials, measurements. 

1. Introduction 
The use of cool materials constitutes an appealing idea, in order to achieve reduction of cooling loads, 
especially in horizontal building elements, a goal that it is prerequisite for achieving Nearly Zero Energy 
Buildings goal set by the Energy Performance of Buildings Directive 2010/31/EC [1]. 
In this frame, a national research project was carried out, concerning development and application of 
composite cool thermal insulating material. During this project two composite materials were developed, to 
be used in flat roofs and in vertical construction elements. The base of those materials is an improved 
generation of extruded polystyrene board (XPS); in  case of the flat roof the final coating is a ceramic tile 
with high reflectivity to solar radiation (SR=58%), while in  vertical construction elements as final coating a 
photocatalytic plaster (SR=71%) is used. In both cases SR are higher up to 25% compared to traditionally 
used materials.  XPS used, is a new generation of material, characterized by an improved water vapour 
permeability expressed by a low water vapour diffusion coefficient μ up to 17% and a thermal conductivity 
coefficient around 0.033-0,034 W/(mK). A pilot implementation of those materials took place in an existing 
building in the area of Thessaloniki, Greece, as part of its refurbishment and a series of measurements were 
conducted, in order to be evaluate the materials [2]. 
Finally, a Life Cycle Analysis (LCA) of new materials was carried out at the production process, in order to 
evaluate their environmental impact, together with an appraisal of their feasibility, so as to assess their 
competitiveness on the market. LCA is a popular environmental tool that has been applied since the early 
1980s to a plethora of products and processes, examining environmental performance of selected reference 
systems from ‘cradle to grave’ or ‘cradle to gate’ [3]. 
 

2. Measurements  
In order to achieve an integrated evaluation of the composite materials a variety of in vitro and in situ 
measurements were carried out for over two years. The parameters evaluated by in vitro measurements, were 
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thermophysical properties of the new composite materials and specifically thermal conductivity, vapour 
diffusion, their emissivity and their reflectivity. Ιn  situ measurements took place in a multi-family residential 
building constructed in 1987 in Thessaloniki, which was built according to the Greek Regulation of Building 
Insulation of this period. The thickness of insulation used, was approximately 3cm for both horizontal and 
vertical construction elements while  insulation thickness of the new materials are 7cm and 10cm for  vertical 
and horizontal construction elements respectively  in compliance with the existing legislation. The 
parameters measured were the local microclimate, the surface temperature in the consecutive layers of the 
building elements with a HOBO UX120-006M and the air temperature and relative humidity in the interior 
with HOBO U14 and UX100. The measurements were done by means of surface and embedded sensors, 
thermo- and hygrometers, as well as an infrared camera to document and visualize the surface temperature 
distribution values. The embedded sensors were placed between the existing construction and the new 
composite materials.  
The measurements were conducted both in summer and winter, before and after the application of the new 
composite materials at the construction. During the summer period and after the application of the materials 
(12.07. -31.08.2014) 25% of the temperature values which were mentioned, were over 31°C and 34.8°C 
while the maximum were 36.88°C and 44.73°C with a maximum temperature difference between indoor and 
outdoor conditions up to 6.52K and 15.22K for the vertical construction elements and the flat roof, 
respectively. It is obvious from Fig.1a that despite the intense temperature range during the day, the indoor 
temperature during the summer and after the placement of the new materials, remains on low levels taking 
into consideration that the country is characterized of a temperate climate and also improves greatly the 
thermal comfort sensation of the users. Furthermore, for a period of 17 days (12.07-28.07.2014) 
measurements have been carried out at the construction before (2013) and after (2014) the application of the 
materials. Sensor-loggers were used to determine the indoor conditions of three areas of the house (Bedroom 
(BR), Living room (LV) and Office (OF)) while the outdoor conditions were set through a weather station. 
All the under evaluation areas have a southwest surface, except from the office and living room areas which 
have a southeast and a northwest surface respectively. From the collected measurements (Fig. 1b) a reduction 
of 2.3K and 2.6K is observed in case of the office area and the living room-bedroom areas, respectively. 
Generally, a 12% reduction of the indoor temperature is mentioned after the placement of the new composite 
materials in the construction. This temperature reduction contributes to a mitigation of the cooling cost of the 
areas during the summer and an improvement of the indoor living conditions for the users [4, 5]. 
 

   
                                        (a)                                                                                        (b) 

Fig. 1. (a) Temperature values specified by a variety of loggers sensors (in the surface and embedded) after the 
application of the materials during winter and summer; (b) Indoor temperature values during summer before and after 

the application of the new composite materials. 
 
This temperature reduction is significant, though in order to achieve a better evaluation of the results a 
statistical analysis was conducted, taking into account the temperature difference between the indoor areas of 
the house and the outdoor conditions before and after the placement of the new materials. From the 
nonparametric Wilcoxon analysis depicted in table 1, it can be deduced that the new composite materials 
affects the temperature in the areas of the house in correlation to the outdoor temperature with confidence 
interval of 99% (p-value<0.001). 
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Table 1. Correlation values among the parameters that have taken into consideration. 

Temperature Difference Sig. (2-tailed) 
Bedroom-External air 0.000000454 

Living Room-External air 0.000000645 
Office-External air 0.000000398 

 
During the winter period (Fig.1a) and after the application of the materials (11.12.2014-17.01.2015) the 
sensor-loggers specified that 50% of the temperatures were below 9.1°C and 5.1°C while the minimum were 
-2.6°C and -14.0°C. Also, the temperature differences between the indoor and outdoor conditions were very 
wide as the maximum were up to 22.72°C and 32.75°C for the vertical construction elements and flat roof, 
respectively. It is clear from Fig.1a that despite the great temperature range of the outdoor temperature of the 
horizontal and vertical construction elements, the indoor temperature were not affected and the thermal 
comfort sensation of the users is very high.  
Except from the data collected by the sensor-loggers, a thermal camera (FLIR E40) was used to monitor the 
temperature difference among the different types of final coating in case of the flat roof (Fig.2). As expected 
the flat roof constructed with the new composite material has cooler surface temperature in contrast to the 
one with a conventional material as well as the one with the asphalt topcoat. Specifically, the surface 
temperature at the new composite material has decreased up to 15% compared to the conventional flat roof 
and 21% when asphaltic membrane is used as final coating. 
 

 
Fig. 2. (a) Flat roof with the new product (XPS with cool ceramic tile); (b) flat roof with a conventional material (XPS 

– cement tiles); (c) a conventional flat roof with asphalt topcoat membrane. 
 

3. Environmental evaluation: Methodological approach and results 
The concept of LCA is based on (a) the consideration of the entire life cycle which includes raw material 
extraction and processing, the production, the use of the product, up to the recycling and/or disposal, (b) the 
coverage of all environmental impacts connected with the products’ life cycle, such as emissions to air, water 
and soil, waste, raw material consumption or land use and (c) the aggregation of the environmental effects in 
consideration of possible impacts and their evaluation in order to give oriented environmental decision 
support. LCA therefore offers a comprehensive analysis which links actions with environmental impacts. At 
the same time it provides quantitative and qualitative results and taking into consideration the link between 
system’s functions and environmental impacts it is easy to identify the issues that need improvement. 
Necessary input data, namely raw materials and energy flows, were by monitoring the production process of 
the materials. For the output data, namely emissions from mining, production, packaging, storage and 
transportation at the inventory phase, two software tools were used for the results’ reliability control: the 
SimaPro LCA software, which is a life-cycle analysis model with embodied EcoInvent LCA database [6] 
and the Global Emission Model for Integrated Systems (GEMIS) [7]. At the environmental impact 
assessment phase (normalization and weighting) two set of indicators were used, one derived from CML 2 
baseline 2000 m method [8] and the other from Eco Indicator 95 method [9]. The functional unit selected for 
the materials’ environmental evaluation is kg emission/kg building material and MJ/kg building material for 
the embodied energy.  
The system boundaries studied for extruded polystyrene, consisted of two main subsystems: production 
processes of the material, including the extraction of raw materials and energy use, auxiliary activities, 
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product’s packaging, storage and transportation. The system boundaries defined a “cradle to gate” approach 
for the LCA implementation [10, 11] which means the use of a simplified reference system that consists of 
mining, production, packaging and transport processes. The reason for choosing a “cradle to gate” approach 
has to do with the quality and reliability of the initial data used for the inventory analysis. In order to 
determine the electricity generation emission factors, the total annual electricity generation mix was taken 
into account. It was based on the energy mix of the Greek electrical systems, which consists of lignite, oil, 
natural gas and renewables and is published every month by the Hellenic Electricity Market Operator [12, 
13]. The output data provided information about specific air emissions from raw materials extraction, 
production processes, transportation and storage procedures such as CO2 equivalent, SO2 equivalent, PO4 
equivalent, SPM equivalent, C2H4 equivalent and environmental impacts like climate change, acidification, 
eutrophication. 
The extruded polystyrene’s production process consists of the following steps: supplying the production line, 
which consists of two extruders, supply the first extruder with styrol and additive substances, mixing and 
increasing the mixture’s viscosity, infuse the mixture under high pressure condition and temperature 
(200°C), mixture’s diffusion, complete additives diffusion in the polymer’s mass and control progressive 
refrigeration of the mixture in the second extruder, change the material’s flow from cylindrical to flat form in 
the head drawing, mixture’s exit in atmospheric pressure conditions, mixture’s expansion at the appropriate 
thickness to form the forming plates, cutting and freezing the final product at ambient temperature, product’s 
packaging and temporary storage and product’s transport. The environmental evaluation process pointed out 
the procedures which cause the most significant environmental impact. Based on the LCA evaluation, which 
is depicted in Fig. 3, results the production procedures contribute mainly to air emissions and more specific 
to CO2 production.  
Energy consumption from the production processes came up to 85-95%, from the mining process 5-10%, 
while transportation contributes to the final energy consumption up to 6% and packaging only 0.04% based 
on the outputs depicted in Fig.3 and table 2. The transportation parameter was calculated taking into 
consideration an average of, 20km distance needed for raw materials transportation from the local sources to 
the factory. The normalization results at the impact assessment phase are presented in table 3. The functional 
unit used was 1kg of insulation material produced. In case the functional unit is changed to the mass of 
insulation material needed for insulating 1m2 of surface taking into consideration the thermal resistance R of 
the building element the results are slightly different.  
 
Table 2. LCA implementation - Categorization results based on GEMIS and SimaPro software 

Material Density 
[kg/m3] 

CO2eq 
[kg] 

SO2eq 
[kg] 

PO4eq 
[kg] 

C2H4eq 
[kg] 

Embodied Energy 
[ΜJ] 

Extruded polystyrene 
(GEMIS) 

30.00 
2.170 0.01303 0.00132 0.00059 24.90 

Extruded polystyrene 
(SimaPro) 4.045 0.01646 0.00125 0.00088 92.38 

 
Table 3. Impact Assessment - Normalization data for Extruded Polystyrene (XPS).  

  Normalization  Normalization 
Impact category Total Impact category Total 
Abiotic depletion 2.85E-13 Human toxicity 1.33E-14 

Acidification 5.09E-14 
Fresh water aquatic 
ecotoxicity 1.61E-13 

Eutrophication 9.38E-15 Marine aquatic ecotoxicity 8.99E-13 
Global warming (GWP100) 9.18E-14 Terrestrial ecotoxicity 2.67E-14 
Ozone layer depletion (ODP) 6.66E-17 Photochemical oxidation 8.42E-15 
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Fig. 3. Extruded polystyrene production process flow chart. 

 
As it was determined by the study the use of resources is a major aspect considering the materials’ 
environmental impact. It is therefore necessary to promote the use of best techniques available and to 
promote innovative solutions in the production processes in order to reduce the depletion of natural finite 
resources. At the same time considering the waste generated in different stages of the production process a 
firm commitment to reuse and recycling is beneficial in a double way namely in minimizing the use of raw 
materials and the production of waste. Another point that emerged from the study is the need to minimize the 
transport of raw materials which is responsible for significant environmental burden. In that sense promoting 
the use of resources locally available is one of the most important measures to reduce transport emissions 
and not to forget costs. The results indicate that the new materials’ environmental impact is not different than 
that of the traditional insulation materials (conventional XPS, stonewool) and in some cases, depending on 
the construction process, it is even smaller, as the mass flows and the weight of the new materials is reduced 
[14]. 

 

4. Conclusions 
A careful study of the requirements in the building envelope’s thermal protection leads to the conclusion, 
that there is a market for materials with a double purpose: to reduce heating loads in winter and cooling loads 
in summer. Furthermore, given the large building stock with inadequately insulated buildings, those 
materials should be handy and easily adaptable to meet the necessities of deep refurbishment. The composite 
materials developed and produced within the frame of the DICOM project meet those requirements: They 
feature all the good thermal insulation properties of extruded polystyrol, which are highly effective in 
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reducing heating loads, and at the same time they contribute significantly to the reduction of the cooling 
loads in summer, due to their cool material properties. This has been verified by a series of measurements, 
both in the laboratory and in a real building. The real world application also demonstrated that the materials 
are user-friendly in the construction site, which is important for their commercial success. Finally, as the Life 
Cycle Analysis of the products showed, their environmental impact is similar to, and in some cases better 
than those of conventional insulation materials. 
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“Abstract”. Scope of the study is to compare the most commonly used heating systems in the residential 

building sector in Greece, using as criteria equipment efficiency and fuel cost. Due to the insufficient thermal 

protection in the majority of buildings, space heating is the major energy consuming activity in the building 

sector. Τhis fact, combined with the current economic crisis as well as the high cost of energy carriers, has 

caused a great concern regarding heating expenses in buildings. Therefore over the past five years the cost of 

energy is usually the most dominating factor in determining the selection of a heating system. Nowadays a 

variety of technologies are available, with each heating system having distinct advantages and disadvantages, 

therefore it is necessary to examine various alternatives before the final selection and installation at a house. 

Selecting an appropriate heating system, either as a replacement or for a new home, requires a basic 

understanding of the different types of systems, their pros and cons, their efficiency ratings and running costs. 

This study aims to facilitate this selection by describing and comparing different heating systems, by 

identifying their advantages and disadvantages, and by giving a classification based on their running cost. 

Keywords: heating system; residential building; efficiency; fuel cost; operating cost 

1. Introduction 
Buildings worldwide constitute one of the biggest energy consumers with 32% of the total final energy 

consumption, while in terms of primary energy consumption they represent around 40% in most countries 

according to the International Energy Agency. In the United States commercial and residential buildings use 

almost 41% of the total primary energy consumption [1]. The same trend is also evident in Europe as the 

building sector accounts for 40,7% of the total final energy consumption (1.103,8 million tons of oil 

equivalent in 2013) in EU-28 of which 295,8 million tons of oil equivalent in residential buildings and 152,3 

in non-residential buildings. Space heating represents 69% of total household consumption, followed by 

water heating at 11% for 2013 [2]. Moreover, residential buildings are the fourth largest source of CO2 

emissions in the EU and account for 9,9% of total emissions in 2007, while emissions from non-residential 

buildings are ranked fifth and account for 3,9% of the total CO2 emissions in EU-27 [2].  

The residential sector in Greece was responsible for 29,44% of the total final energy consumption in 2012 

[3]. According to a recent survey [4], every household in the country consumes, on average, 10,2 MWh of 

thermal energy, for space heating, hot water production and cooking and 3,75 MWh of electricity for the 

various electrical appliances.  
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According to the same survey, almost every house (98,9%) in Greece has some form of space heating with 

the majority using diesel heating oil (Type 2 diesel) as their fuel of choice and electricity, natural gas and 

biomass following with less than 12% each. As most buildings date before the 1980’s they are either not 

thermally insulated or poorly insulated. In most parts of the country, a home's heating and cooling system is 

its largest energy user, so it's important to have an efficient, economical and reliable system. 

A number of different studies have dealt with the energy consumption of households and its correlation with 

various socio-economic parameters for various countries worldwide [5, 6, 7, 8]. In these studies the main 

parameters that were considered were the average household size, their income and the thermal 

characteristics of the building. In other studies, various heating systems were compared and evaluated with 

the use of exergy and environmental analysis [9, 10]. For Greece in particular, previous studies include the 

statistical analysis of the Greek building stock with emphasis on the cities of Northern Greece [11], as well 

as an assessment of energy, economic and environmental performance of heating systems in Greek buildings 

[12] in the mid-2000. According to the latest Greek Regulation of the Energy Performance of Buildings 

(KENAK) [13], as well as Directive 2009/28/EC [14], Greece, in line with all member states in EU, should 

increase the use of renewable energy sources along with energy efficiency and savings by 20% until 2020.  

Nevertheless, during the last six years Greece is facing a severe economic crisis which is characterized by a 

reduction in energy consumption for heating and a trend of contraction of the households’ budget spent for 

domestic heating purposes, as a consequence of the inhabitants’ income reduction [15].  There is also a 

tendency of changing the central heating systems to individual ones and a shift to alternative heating systems, 

not always the greener or the most sustainable ones, but with either low installation cost or low fuel price.  It 

is noteworthy that diesel oil and electricity consumption for heating was decreased between 2011 and 2013, 

while natural gas installations (in cities with natural gas grid infrastructure) and the use of biomass as an 

energy source for heating were impressively increased [16]. The hours of heating systems’ operation as well 

as the indoor temperatures were also reduced. 

In that sense, the selection of a heating system has become a subject of great concern. Selecting an 

appropriate heating system, either as a replacement or for a new house, requires a basic understanding of the 

different types of systems, their pros and cons, their efficiency ratings and running costs. In this work, a 

simple analysis is performed for the estimation of running cost of various heating systems, based on their 

efficiency and the fuel cost. 

2. Scope and requirements of heating systems 
Heating systems are installed to provide warmth to a closed space or to the whole interior of a building. 

More precisely, the purpose of a heating system is to maintain a comfort indoor environment during cold 

periods, so that a thermal equilibrium exists between the human body and its environment, and buildings’ 

occupants feel thermally comfort and physiologically pleasant. The main physical parameters that affect 

humans pleasantly or adversely are: air temperature, mean radiant temperature, relative humidity and air 

velocity, which constitute the thermal environment of a closed space.  
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Heating systems usually affect two of these factors, namely the air and radiant temperature of the 

surrounding surfaces. The weighted average of these two parameters’ values into a single one is the operative 

temperature, usually the most important indicator of thermal comfort. Relative humidity and air velocity, as 

well as indoor air quality, may be precisely controlled only by Heating Ventilating and Air Conditioning 

(HVAC) systems, which are considered most appropriate for creating a “perfect” indoor environment. 

In general, a heating system must ensure the following: 

1) The operative temperature within the thermal comfort zone must be as uniform as possible, in the 

range of 20 to 23°C, with a small vertical and horizontal asymmetry.  

2) Temperature must be adjustable in a way that the occupants have the ability to adjust the operative 

temperature in heated spaces within certain limits, depending on their desire. The room temperature 

should reach quickly the desired limits, namely the heating system must have a quick response time.  

3) Indoor air quality must be maintained in acceptable levels. The system must neither release dust, 

harmful gases and odors nor create air draughts or noise.  

4) The use of the system must be easy and the maintenance simple.  

5) The operation of the system must not put in danger the building and its occupants, even in the most 

adverse conditions.  

6) The investment and operation costs should be low and the lifetime of the equipment satisfactory. 

Various heating systems fulfill these requirements to a greater or lesser extent. Nowadays a variety of 

technologies are available for creating and keeping a comfortable and healthy environment in the interior of 

buildings with safety and sufficient cost. Each heating system has advantages and disadvantages therefore it 

is necessary to examine various alternatives before the final selection and installation at a building. The final 

choice depends on various criteria like the space or building use, operation time, fuel availability, initial 

investment, easiness of installation, reliability, operation and maintenance cost as well as on the systems’ 

environmental impact. This study aims to facilitate this selection by describing and comparing different 

heating systems, by identifying their advantages and disadvantages, and by giving a classification based on 

their running cost. 

3. Classification of heating systems 
Heating systems differ in their source of energy, location of the equipment, heat carrier, and method of heat 

transfer in heated spaces. Based on the location of the device that provides the heat, heating systems are 

classified in local, central and district heating systems. Most systems have as a source of energy solid fuels, 

gaseous fuels, diesel oil or electricity. In solar heating systems the main source of energy is solar radiation 

while certain systems use waste energy. The heat carrier is water, air or electric current, and heat is 

transferred in the heated space with convection, radiation or by delivering heated air throughout the room.  

Installing a good heating system in a space or building is a very important decision, especially in colder 

regions. Generally there is a large variety of system options in relation to the size, the number of appliances 

from which they are composed, the operation mode, the control system and the efficiency. Therefore, 
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understanding the operation and performance of space heating systems becomes crucial in improving 

occupant comfort while reducing energy use. The most commonly local and central heating systems used in 

the residential building sector in Greece are described in the following paragraphs. 

3.1 Local heating systems 

Local heating systems produce heat only in the heated space. The heat is transferred directly to the room 

without any distribution system. They are suitable for small and intermittently used areas. Advantages are 

fast installation without additional distribution systems, simple operation and low initial cost. The main 

disadvantages are that they usually do not achieve uniform temperature distribution in space and that each 

heater needs individual maintenance. Sometimes heaters are also hard to regulate. The most known and 

widespread local heating systems are: 

3.1.1 Open fireplace 

Open fireplaces are basically low-efficiency home heating units (only about 10-20% efficient) unless 

extensive modifications are made in their design and/or operation to reduce the amount of heat lost up the 

chimney. In actual operation, most of the effective heat from an open fireplace is radiant heat directly in 

front of the fire. About 80-90% of the heat output goes up the chimney and is discharged outdoors. 

3.1.2 Fireplace with room air circulation chamber 

An open fire’s efficiency can be greatly improved by installing an air circulation chamber, usually with inlets 

under the firebox and outlets between the firebox and the ceiling. The cold room air passes through the inlets, 

circulates behind the firebox and returns warm back in the living area. When equipped with tight-fitting glass 

doors and a blower to force air from the room through the heat exchanger, these fireplaces increase their 

efficiency up to 30-40%. Room air can also be warmed with curved tube convection heaters, located below 

the fire grate and burning logs, and usually equipped with a blower.  

3.1.3 Fireplace with embedded heat exchanger 

An internal water-to-air heat exchanger mounted in the flue gas stream can absorb large amounts of heat 

energy, otherwise wasted through the chimney. Water passes through the heat exchanger and is circulated 

through a pipe network to radiators or to an underfloor heating system in the heated areas.  

Another alternative is the gas-to-air heat exchanger with an air duct system through which hot air is 

distributed from the fireplace to selected rooms through a network of flexible insulated ducts. Fireplaces with 

embedded heat exchangers may have an output efficiency of up to 70-80% and may be considered as central 

heating systems. In such systems a control system is necessary while in the water system the installation of a 

buffer tank is suggested. This is also of importance in order to amortize rapid changes of the demand, as the 

fireplace cannot be switched off like a burner. All fireplaces require manual filling and ignition.  
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3.1.4 Wood and pellet burning stoves 

Wood burning stoves with correct air flow and ventilation can offer an efficiency of about 75% which may 

increase up to 85% if they contain underneath or to the side an oven that is used for baking. Wood burning 

stoves often deliver a high heating effect but for a limited time period, thereby creating temperature spikes in 

the surrounding space. Pellet burning stoves are more efficient, about 85 to 90%, and offer more convenience 

by way of automatic pellet ignition and a built-in fuel store at the rear of the stove. Automatic pellet feeding 

from the storage container with a feeder device, like a large screw, ensures an autonomous running for a 

number of hours, depending on the size of the stove and of the outside temperature. Most pellet stoves cycle 

themselves on and off under thermostatic control and have a small computer to govern the pellet feed rate. 

They need to be cleaned more rarely that the wood stoves and fireplaces since they produce less ash output. 

They also require electricity to run fans, controls, and pellet feeders. A typical room stove supplies heating to 

a single space through forced air ventilation. Some models have a back boiler for heating water which 

circulates to a piping/radiator circuit in a number of heated spaces.  

Generally, in all wood or wood-derived biomass fuel heating systems a storage room is required. Another 

disadvantage is that the combustion of wood releases particulate matter and soot. Emissions, caused mainly 

by incomplete combustion, include particulate matter (PM), carbon monoxide (CO), sulfur oxides (SOx), 

nitrogen oxides (NOx), and volatile organic compounds (VOC). The design of pellet stoves achieves a better 

and more efficient combustion, thus less emissions are released.  

3.1.5 Electric heaters 

Electric heaters convert electric current to heat. Various types of electric heating devices are available.  

Storage heaters take advantage of cheaper, off-peak electricity tariffs during low demand periods such as 

afternoon and night. A storage heater stores heat in clay bricks and then releases it during the day when 

required. A room thermostat monitors room air temperature and regulates heat delivery as needed.  

Electric panel heaters supply heat through a combination of radiation and natural convection. About 90% of 

the heat comes from convection, while only 10% is radiated from the front of the panel. A thermostat is 

controlling the operation and the heat release. 

Radiant electric heaters heat surfaces, objects and occupants via infrared radiation emitted by the heater.  

They do not heat the air within the room directly, namely only surfaces in a direct line of sight to the element 

are heated. The room air starts to be heated, as long as the temperature of the surrounding surfaces will rise 

above the air temperature. Radiant heaters can be useful for heating briefly and intermittently occupied 

spaces or large size spaces where they provide heat locally to the occupants, i.e. in production halls.  Their 

effectiveness decreases drastically in non-insulated rooms, especially if there are problems with moisture and 

condensation. 
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There are also various other types of electric heaters like portable infrared heaters, convection oil-filled 

heaters, electric fireplaces and underfloor heating.  The efficiency of all electric heating devices, from the 

consumer’s point of view, is considered 100% since almost all purchased energy is converted to heat.  

3.1.6 Room air conditioners 

These devices are electrically driven air-to-air heat pumps that operate on the vapor-compression 

refrigeration cycle. They draw low-grade heat energy from outside air and move this heat into the space to be 

heated. During summer the refrigeration cycle is reversed so that the interior space is cooled and the warm 

air is discharged outside. Heat pumps can deliver three or four kWh of heating energy for every kWh of 

electricity purchased, with the amount of heating energy delivered being a function of equipment efficiency 

as well as the temperature difference between the outdoor air and the building interior.  The efficiency of air 

source heat pumps is measured by the coefficient of performance (COP). In very mild weather, the COP is 

above 4 (in models with inverter technology), but as the external temperature falls, it may drop significantly.  

Air-to-air heating systems are amongst the most widespread in Greek buildings, especially in those without 

any other heating system, since they are used for both heating and cooling. They are much more energy-

efficient than other types of electric heaters, especially in regions with mild winters.  Table 1 shows the main 

characteristics as well as the advantages and disadvantages of local heating systems. 

3.2 Central heating systems 

In a central heating system, heat is produced from a single apparatus which is located in a central place of a 

single house or apartment (not necessarily at the “central” geometric point), or in a mechanical room for a 

large building. There are two main categories of central heating systems: hydronic or “wet” systems and 

forced-air or “dry” systems. Generally, a central heating installation consists of three separate parts:  a unit 

where heat is created, a distribution system for the heat produced, and a control system that regulates the 

operation of the various devices.  

The most popular and widespread heating systems in the Greek residential sector are hydronic systems. They 

consist of a set of interconnected devices and instruments, namely from a boiler, a burner, a circulation water 

pump, a fuel tank (for oil), piping, radiators, various safety devices and the control equipment. Hot water can 

be produced by a variety of heating equipment: natural gas or oil burning boiler, biomass (wood or pellet) 

boiler, heat pump, solar collectors or a combination of them. The water is circulated by a pump via steel, 

plastic or copper pipes and distributes heat. The required energy is transferred to the heated spaces by 

various types of baseboard radiators and convectors, or through pipes enclosed in the floor slab which then 

radiate the heat evenly throughout the room. A control system consisting of sensors, actuators and software 

algorithms controls the on and off switching of the boiler, and often also the boiler feed temperature, for the 

purpose of achieving the predefined room temperatures. 
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Table 1. Local heating systems. Characteristics, advantages and disadvantages 

OPEN FIREPLACE 
FIREPLACE WITH ROOM 

AREA CIRCULATION 
CHAMBER 

FIREPLACE WITH 
EMBEDDED HEAT 

EXCHANGERS AND 
AIR OR WATER 
CIRCULATION 

WOOD-BURNING STOVE PELLET STOVE 

Low efficiency 10-20% 
Serves usually as 
supplemental heating system 
Manually wood filling 
Release of particulate matter 
and smoke 
Need for space ventilation 
Constant supervision because 
of the risk of fire 
Provides only radiant heat to 
a small area in front the fire 
Continuous ash release 
Requirement of a large wood 
storage room 
Takes up living room 

Efficiency 30-40% (with a glass 
door) 
Serves usually as supplemental 
heating system 
Manually wood filling 
Release of particulate matter and 
smoke 
Need for space ventilation or 
combustion air duct 
Safer than open fireplace 
Warms the air of living area 
either by natural convection or 
with a fan 
Continuous ash release 
Requirement of a large wood 
storage room 
Takes up living room 

Efficiency 70-80%  (with a 
glass door) by installing 
internal heat exchangers 
which absorb heat from flue 
gas stream and transfer it to 
circulating air or water. 
Air circulation with fan / 
water circulation with a 
pump for heating of more 
than one spaces 
Need of a control system 
Water systems need a 
buffer tank 
Manually wood filling 
Release of particulate 
matter and smoke 
Requirement of a large 
wood storage room 
Takes up living room 

Efficiency ~ 75% or 85% 
(with a cooking oven) 
Heating of a single space 
Manually wood filling 
Need of a chimney 
Release of particulate matter 
and smoke 
Continuous ash release 
Need for space ventilation 
Routine cleaning of stove 
pipes and chimney because of 
the risk of fire 
Requirement of a large wood 
storage room 

Efficiency 85-90% 
Good heating quality 
Automatic pellet feeding 
from a storage container and 
a fuel hopper ensures limited 
autonomy 
Low emissions 
Low ash production 
Automatic ignition and 
thermostatic control 
Heating either a single space 
through forced air ventilation 
or more rooms through water 
circulating to a pipe/radiator 
circuit. 
Requirement of a pellet 
storage room 

ELECTRIC PANEL 
HEATER 

ELECTRIC RADIANT 
CEILING/WALL HEATER 

ELECTRIC STORAGE 
HEATER 

ELECTRIC PORTABLE 
RADIATIVE HEATER 

ROOM AIR 
CONDITIONER (AIR-TO-

AIR HEAT PUMP) 
Efficiency 100% 
Satisfactory  thermal comfort 
conditions 
Thermostatic control 
Possible need for new 
electrical installation 
Low investment cost 
High operation cost 
 

Efficiency 100% 
Provide only radiant heat (infra-
red radiation) 
No air warming 
Need for new electrical 
installation 
High investment cost 
High operation cost 
Occupies no interior space 

Efficiency 100% 
Satisfactory thermal 
comfort conditions 
Thermostatic control 
Need for new electrical 
installation 
High investment cost 
Need for electricity lower 
cost “night tariff” 

Efficiency 100% 
Low thermal comfort 
conditions 
Thermostatic control 
Low investment cost 
High operation cost 
 

COP 2-2.5 for common 
devices, up to 4 for inverters 
Thermostatic control 
Powered by electricity 
Moderate thermal comfort 
conditions 
COP decreases in low 
temperatures 
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Radiators are the most common used heat emitters in hydronic systems. Usually radiators are connected to 

the heat generation device with two types of piping system: one-pipe and two-pipe systems. In a one-pipe 

heating system all radiators are connected to the same pipe, which acts as both supply and return pipe. This 

means that the temperature decreases along the pipe, and the radiators along the pipe line should increase in 

size correspondingly to provide the same heat output. The one-pipe system has the advantage of providing 

autonomy in heating to individual apartments, by placing a two- or three-way valve at the central 

supply/return pipes of each apartment, enabling thus measurement of heat consumption. The two-pipe 

system was particularly popular in the 1970s, but it is no longer installed in new buildings (other than private 

houses or where autonomy is not needed i.e. hospitals and schools). With a two-pipe system, two separate 

pipes go to each radiator, one feeding the radiator (flow) and other taking water back to the boiler (return). A 

general characteristic of a two-pipe system is that the radiators are dimensioned for the same flow 

temperature and the same temperature difference, and that it can be balanced properly. Its disadvantage is 

that it can neither ensure the autonomy in each independent property nor the possibility of measuring the heat 

consumption. 

Radiators supply heat through a combination of radiation and convection, depending on the type of radiator. 

The majority of the systems are sized with supply/return temperatures of 90/70°C nevertheless during the last 

years the trend is to size the systems for lower temperatures, in order to reduce heat losses and to take 

advantage of the higher efficiencies of low temperature or condensing boilers. The size of the radiators 

increases with the decrease of the supply/return temperatures. The inside temperature can be controlled either 

with a thermostat in a representative point of the house or with thermostats and control valves in each 

radiator. Generally there is a big variety of control systems that ensure a comfort environment, an automatic 

and safe operation as well as energy conservation. 

Another popular hydronic system, which has also the advantage of providing autonomy in heating to 

individual apartments, is the radiant floor system. In this system the heating surface is the floor of the heated 

space, and heat transfer takes place mainly by thermal radiation. Hot water is pumped through tubing laid in 

a pattern underneath the floor. The tubing is embedded in the concrete foundation slab, or in a lightweight 

concrete slab on top of a subfloor. The temperature in each room is controlled by regulating the flow of hot 

water through each tubing loop via a system of zoning valves or pumps and thermostats. The thermostat can 

be set several degrees lower, relative to other types of central heating systems, providing in this way energy 

savings, but the system does not respond quickly to temperature settings due to high thermal inertia. Fuel use 

may be reduced even more, with sophisticated types of controls which sense simultaneously the floor, 

outdoor, and room temperature, keeping the home comfortable despite the weather changes.  

Radiant floor systems operate with low supply/return water temperatures of 40/30°C. These systems are best 

suited for connection with air-to-water or water-to-water (geothermal) heat pumps, with gas-fired condensing 

boilers, even with solar panels.  Low temperatures at these levels offer the opportunity for higher COP in 

heat pumps, and higher efficiencies in condensing boilers and solar panels. 
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Other types of heating devices in hydronic systems are fan convectors and fan-coil units. Both consist of a 

finned-tube heating coil, filter and fan section. The dominant heat transfer method is forced convection and 

heat is distributed into the room by means of the fan. Fan convectors are used in heating only systems while 

fan-coils can provide cooling as well as heating. Both may introduce outdoor air for ventilation, if they are 

mounted on outside walls. The desired room temperature can be set using an electronic thermostat. The 

convector/fan-coil electronics compare the set temperature and room temperature and adjust the three fan 

levels automatically to reach the set temperature. They can also be controlled manually. In comparison to 

conventional hydronic systems, it is thereby possible to achieve a high heat transfer, even at low flow 

temperatures. Their low flow temperatures make fan convectors particularly suitable for use in combination 

with low-temperature heating systems such as heat pumps.  

There are also various other types of heating units which transfer heat by radiation, convection, forced 

convection or a combination of these heat transfer methods. The above mentioned are the most frequently 

installed in heating systems in residential buildings.  

Forced-air central heating system use air as heat transfer medium. Generally, they consist of a gas, oil or 

biomass furnace, and a system of ducts which distributes warm air to heated spaces through wall, floor or 

ceiling diffusers. An air blower gives the necessary pressure to air to overcome the resistance caused by 

ducts, dampers and other components of duct system. Like any other kind of central heating system, 

thermostats are used to control the operation of forced air heating systems. Instead of furnaces, heat pumps 

may be installed. The main advantage of air heating is that room air is heated quickly, unlike a water-based 

system of radiators and/or underfloor heating. Usually these systems are used in spaces with high occupancy, 

where large amounts of outdoor fresh air are needed, or in rarely heated large spaces where the rapid 

adaptation of the environment to temperature requirements is important. On the contrary, forced-air heating 

is not commonly installed in Greek houses, where hydronic heating predominates. This happens mostly 

because hydronic piping can be placed in the walls and easily routed around the home, unlike air systems 

that require extensive ductwork and occupy usable space. Likewise, hydronic heating equipment is more 

silent than forced air system devices. 

In all central heating systems, the device that provides the heat can be an oil- or gas-fired or a biomass boiler. 
Efficiencies of modern boilers are higher than 90%. In low water temperature systems, the use of condensing 
boilers increases the efficiency to more than 100%. The heat source of central systems may also be an 
electric boiler or an electric heat pump. In regions with mild climate, air source heat pump can achieve a 
seasonal performance factor of more than 3. In colder climates, geothermal heat pumps are more favorable, 
with seasonal performance factors between 3.5 and 4.5. The systems with heat pumps can be individually or 
hybrid (boiler and heat pump). A hybrid heating system is the combination of an air source heat pump 
(ASHP) or ground source heat pump (GSHP) with a boiler. Hybrid heating systems offer the ability to use 
both a high-efficiency heat pump and a high-efficiency condensing boiler to improve the overall system 
efficiency.  
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Another option is the use of solar thermal systems. Solar hot water heating systems for sanitary use are the 
most common ones. A variety of different systems can be employed to produce hot water such as: 
thermosiphon, direct and indirect circulation systems and air systems. In order for the systems to be used 
without any issues when the air temperature is below freezing indirect circulation systems are usually 
employed. Common systems consist mainly from flat plate solar collectors, a storage tank with a mounding 
base and the necessary plumbing. Average annual system efficiency for the conversion of solar radiation to 
useful energy in the form of hot water varies between 30 – 40%, depending mainly on the type of solar 
collector used [17, 18] and can achieve annual coverage of as much as 80%, even for locations with harsh 
winters while exhibiting a payback period of as little as 3 to 4 years, as long as proper sizing for the thermal 
load needed is achieved [19, 20]. 

The same layout can be used in order to cover both space heating and hot water for sanitary uses with the 

only difference being the larger solar collector area and storage tank as well as the possible use of evacuated 

tube solar collectors. These systems are usually called “Solar Combi”. According to a number of studies [21, 

22, 23] the use of a “Solar Combi” system enables the minimization of energy costs as the systems analyzed 

were proved to be capable of covering more than 42% of the total load and as much as 95% while exhibiting 

a payback period of less than 10 and as low as 4,4 years in some cases [24]. 

4. Heating System Selection 
Choosing an appropriate heating system which fulfills the functional and aesthetic requirements and ensures 

an economic operation is not always an easy task. Besides the investment cost, the reliability and the 

durability of the system, the operating costs should as well be one of the primary decision criteria. Needless 

to say that thermal comfort and indoor air quality conditions are also important, thought they fall out of this 

paper’s scope. The two main factors affecting the operative cost of a heating system, which are also the 

dominant monetary factors for the selection, are fuel costs and the efficiency of the system. The efficiency of 

the heating appliances has increased over the recent past due to advances in technology. Furthermore the 

availability of the fuel needed is of the outmost importance, electricity and diesel for instance is available 

throughout the country, while natural gas is an option in less than 50% of the country yet. On the other hand 

solid fuels although generally are available countrywide require either a permit for their storage or large 

spaces making their use difficult in many cases. 

Table 2. Cost of various fuels and electricity in Greece, November 2014 (including taxes) 
FUEL €/unit* kWh/unit €/kWh 

Wood 0,12 ~ 0,16 €/kg 4 kWh/kg 0,03 ~ 0,04 
Pellet 0,32 €/kg 4,5 kWh/kg 0,071 
Diesel oil 1,01 €/lt 10 kWh/l 0,101 
Natural gas 0,80 €/m3 10,3 kWh/m3 0,078 
Electricity (night tariff) 0,12 €/kWh - 0,12 
Electricity (day tariff) 0,19 €/kWh - 0,19 
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When there are more than one alternative that fulfill the set functional requirements, the deciding factor is 

usually the operating cost that is the cost of the useful thermal energy unit (kWh) and the payback period for 

the heating system. The operating cost is a function of the fuel cost (€/kWh), the efficiency of the heating 

system and of the specific heating requirements of the building (kWh/m²). If all of these factors are 

correlated, a comparative evaluation of the different heating systems regarding their operational cost is 

possible, making the decision of selecting a heating system easier.  

Table 3. Operative cost of various heating systems (€/kWhth )- November 2014 (maintenance and pumps operation 
costs not included) 

FUEL HEATING SYSTEM Seasonal COP €/kWhth 

Wood Open fireplace 0,15 0,230  

Fireplace with room air circulation 
chamber  

0,35 0,100 

Fireplace with embedded heat 
exchangers (gas to air/water)  

0,70 0,050 

Wood stove 0,80 0,044 

Pellet Stove 0,85 0,083  

Water circulating stove 
Hot water boiler 

0,90 0,079 

Natural gas Hot water boiler 0,88 0,089  

Condensing hot water boiler 1,015 0,077  

Diesel oil Hot water boiler 0,86 0,117 

Electricity (night tariff) Storage heater 1,0 0,120  

Electricity (day tariff) Panel heaters, infrared heaters, 
radiative heaters, electric boiler, 
electric fireplace 

1,0 0,190  

Air-to-Air/Air-to-Water heat pump 3,0 0,063 

Ground source heat pump 3,7 0,050 

Electricity (night+day 
tariff) 

Panel heaters, infrared heaters, 
radiative heaters, electric boiler, 
electric fireplace 

1,0 0,150  

 Air-to-Air/Air-to-Water heat pump 3,0 0,050 

 Ground source heat pump 3,7 0,041 

 

The input data that have been used for the heating systems investigated in this study are given in Tables 2 

and 3. Fuel prices are averages for November 2014. Table 2 lists the cost of various fuels and the electricity 

tariff for domestic use (including taxes) in Greece. In the first column, the cost per unit of each fuel is given, 
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in the second the corresponding average calorific value, and in the third the cost of kWh produced by each 

fuel.  

The electricity tariffs are determined by the Public Power Corporation, which is serving the household sector 

in a monopolistic market. In the case of the natural gas, retail prices have been determined according to 

Thessaloniki Gas Supply Company pricelist. Table 3 lists the values of assumed average annual 

efficiency/COP of all heating systems considered in this study, likewise the corresponding operative cost 

(without taking into account the annual maintenance cost or the cost of any secondary equipment needed). 

 
Figure 1. Operational Cost per kWh for the different heating system options (maintenance and pump operation costs 

not included) 

The final operative cost in Euros per thermal kWh is calculated by taking into account the average seasonal 

efficiency or COP for each system. Operative cost values for the different heating system options are 

presented in Figure 1. Of course, this shorting could change depending on price fluctuations of the different 

fuels. Ιt should be noted that solar systems were excluded from this research due to the high installation costs 

and the relatively long payback period. 

5. Conclusions 
In this study, a simple analysis for the estimation of running cost of various heating systems commonly used 

in the residential building sector in Greece was performed, based on their efficiency and the fuel cost.  

According to the results, geothermal heat pumps appeared with the lowest cost while electrical heating had 

the highest with diesel heating coming up second. Geothermal systems can be installed easier in detached 

houses because a piece of land is needed. Other solutions for houses in the country are wood stoves and 

fireplaces with embedded heat exchangers. Their operation cost is comparable to that of geothermal heat 

pumps (with day-time electricity tariff) or of air-to-air and air-to-water heat pumps (with a mixture of night 
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and day-time electricity tariff), but a manual filling of wood is needed. Pellet hot water boilers and pellet 

stoves have almost double operation cost as compared to geothermal heat pumps but their cost of installation 

is lower. In comparison with wood stoves they have the advantage of autonomy for a certain time period. For 

buildings inside towns, where the use of biomass is prohibited, the most economic and environmentally 

friendly solutions are condensing natural gas boilers, in low water temperature systems, followed by natural 

gas boilers in high water temperature systems, a fact that explains its rapid penetration in the cities where it 

is available. 

The use of natural gas is constrained by the existence of the natural gas distribution grid. In areas without 

natural gas grid, systems with diesel oil are still widely used, despite the higher fuel price. As a rule electric 

heating is used as a solution for individual room heating, when no other central heating system exists or 

when the operation time of the central system is not sufficient for maintaining thermal comfort in the interior 

of the buildings.  

Despite the results concerning the operative cost, the final decision of a heating system should be based on 

other criteria as well, like availability of fuel, initial investment, ease of installation, maintenance cost, 

payback period, and environmental impact. On the other, since the annual cost for heating is defined by the 

heat demand of the building, the priority should be the thermal insulation and air-tightness, even before 

installing a new heating system, an investment that enables to render energy sources more economical. 

Finally, one should not fail to notice, that distortion in the final prices of competitive energy sources, i.e. due 

to taxation, have long-lasting impact on the energy sector, frequently leading to irrational solutions 

considering the efficient and rational use of energy. 

References: 
[1] US Energy Information Administration. (2014). Annual Energy Outlook. 

[2] http://ec.europa.eu/eurostat/web/energy/data/main-tables, last accessed September 16th, 2015 . 

[3] YPEKA, “National Energy Statistics” (in Greek), 2014. 

[4] Hellenic Statistics Authority, “Survey on Energy Consumption of Households 2011-12”, 2013. 

[5] A. Schuler, C. Weber, U. Fahl, Energy consumption for space heating of West Germany households: empirical 

evidence, scenario projections and policy implications, Energy Policy 28 (12) (2000) 877–894. 

[6] E. Yamasaki, N. Tominaga, Evolution of an aging society and effect on residential energy demand, Energy Policy 

25 (11) (1997) 903–912. 

[7] D. Ironmonger, C. Aitken, B. Erbas, Economies of scale in energy use in adult-only households, Energy 

Economics 17 (4) (1995) 301–310. 

[8] H. Liao, T. Chang, Space-heating and water-heating energy demands of the aged in the US, Energy Economics 24 

(3) (2002) 267–284. 

[9] A. Abusoglu, M. S. Sedeeq, Comparative exergoenvironmental analysis and assessment of various residential 

heating systems, , Energy and Buildings 62 (2013) 268–277. 

[10] S. Obyn , G. van Moeseke,  Comparison and discussion of heating systems for single-family homes in the 

framework of a renovation, Energy Conversion and Management 88 (2014) 153–167. 

65

http://ec.europa.eu/eurostat/web/energy/data/main-tables


[11] I. Theodoridou, A. M. Papadopoulos, M. Hegger, Statistical analysis of the Greek residential building stock. 

Energy and Buildings, 43(9), (2011), 2422-2428. 

[12] A. M. Papadopoulos, S. Oxizidis, G. Papandritsas, Energy, economic and environmental performance of heating 

systems in Greek buildings. Energy and Buildings, 40(3), (2008), 224-230. 

[13] YPEKA, EK407/B/9.4.2010, “Regulation on Energy Performance in the Building Sector – KENAK”, 2010. 

[14] Directive 2009/28/EC, “On the promotion of the use of energy from renewable sources”, 2009. 

[15] T. Slini, E. Giama, A.M. Papadopoulos, The impact of economic recession on domestic energy consumption,  

International Journal of Sustainable Energy, 34(3-4), (2015), 259-270. 

[16] T. Slini, E. Giama, A. M. Papadopoulos, Energy Consumption in Greek Households During the Economic 

Recession, International Journal of Monitoring and Surveillance Technologies Research, 2(4), (2014), 25-39 

[17] DeWinter, F. (1990). Solar collectors, energy storage, and materials (Vol. 5). MIT Press. 

[18] Tsilingiridis, G., Martinopoulos, G., Kyriakis, N. (2004). Life cycle environmental impact of a thermosyphonic 

domestic solar hot water system in comparison with electrical and gas water heating. Renewable Energy, 29(8), 

1277-1288. 

[19] Tsilingiridis, G., Martinopoulos, G., & Kyriakis, N. (2004). Environmental performance of thermosyphonic 

domestic solar hot water systems under different climatic conditions: a case study for Greece. Global Nest: the 

International Journal, 6(3), 183-195. 

[20] Brinkworth, B. J. (2001). Solar DHW system performance correlation revisited. Solar energy, 71(6), 377-387. 

[21] Argiriou, A., Klitsikas, N., Balaras, C. A., & Asimakopoulos, D. N. (1997). Active solar space heating of 

residential buildings in northern Hellas—a case study. Energy and buildings, 26(2), 215-221. 

[22] Badescu, V., & Staicovici, M. D. (2006). Renewable energy for passive house heating: Model of the active solar 

heating system. Energy and buildings, 38(2), 129-141. 

[23] Marcos, J. D., Izquierdo, M., & Parra, D. (2011). Solar space heating and cooling for Spanish housing: Potential 

energy savings and emissions reduction. Solar Energy, 85(11), 2622-2641. 

[24] Martinopoulos, G., & Tsalikis, G. (2014). Active solar heating systems for energy efficient buildings in Greece: A 

technical economic and environmental evaluation. Energy and Buildings, 68, 130-137. 

66



Development of new traceable European capabilities in thermal 
metrology 

Jean-Rémy FILTZa, Narcisa ARIFOVICi, Mohamed SADLIc, Guillaume FAILLEAUa, Bruno 
HAYa, Dubaltach MAC LOCHLAINNh, Ales BLAHUTb, Jovan BOJKOVSKIj, Nedzadeta 

HODZICf, Lenka KNAZOVICKAb, Nenad MILOSEVIĆk, Slavica SIMIĆd, Danijel SESTANe, 
Radek STRNADb, Emese THURZO-ANDRASg, Davor ZVIZDICe 

aLaboratoire national de métrologie et d'essais, Paris, France 
bCesky Metrologicky Institut, Brno, Czech Republic 

cConservatoire national des arts et metiers, La Plaine St Denis, France 
dMinistry of Economy, Directorate of measures and precious metals, Belgrade, Serbia  

eFakultet strojarstva i brodogradnje, Zagreb, Croatia 
fInstitut za mjeriteljstvo Bosne i Hercegovine, Sarajevo, Bosnia and Herzegovina 

gMagyar Kereskedelmi Engedelyezesi Hivatal, Budapest, Hungary 
hNational Standards Authority of Ireland, Dublin, Ireland 

iTurkiye Bilimsel ve Teknolojik Arastirma Kurumu, Gebze/Kocaeli, Turkey 
jUniverza v Ljubljani, Ljubljana, Slovenia 

kInstitut za nuklearne nauke „Vinča“, Belgrade, Serbia 

Abstract: This paper deals with a new European project in which the overall objective is to enhance the 
availability of facilities in the field of thermal metrology (e.g. high temperature contact thermometry, 
non-contact thermometry and thermo-physical properties of materials characterisation) in European 
emerging National Metrology Institutes (NMIs) and Designated Institutes (DIs), where access to these 
types of facilities is currently limited. 
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1. Introduction 
A number of thermal related areas have been identified where metrology capacity building would be 
beneficial. Development in these areas is driven by the grand challenges such as energy environment and 
health, and also by specific traceability requirements to support industrial production. 

Thermal metrology appears as a key factor for improving the efficiency and environmental impact of 
industrial processes and also for other needs or applications including population health.  

This paper deals with the description of a plan for improving the measurement capabilities of metrological 
infrastructures in European NMIs/DIs, mainly in Ireland and from Central and South-East of Europe in that 
field, with the scientific and technical support of more experienced NMIs. 

The primary needs identified up to now with the assistance of potential industrial or public stakeholders are: 

- developing measurement capabilities to a satisfactory level of quality and beneficial to industries 
working in the temperature range from 300 °C to 2000 °C (e.g. metallurgy industry) 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
 

 

 

67



- establishing traceability in the field of thermo-physical properties measurements (e.g. insulating 
materials for buildings) to an acceptable international level, beneficial to European and International 
trade. 

2. Consortium overview and technical topics 
The consortium brings together leading European NMIs/DIs and emerging NMIs/DIs in a complementary 
metrology structure. A research institute working usually closely with this consortium and companies that 
bring support with their specific knowledge and experience participate also in this project. In total, 10 
NMIs/DIs (LNE-France, CMI-Czech Republic, CNAM-France, HMI/FSB-Croatia, IMBiH-Bosnia & 
Herzegovina, MKEH-Hungary, MoE-DMDM-Republic of Serbia, NSAI-Ireland, TÜBITAK-UME-Turkey, 
UL-LMK-Slovenia), one Research Institute (VINČA-Republic of Serbia) and at least 11 companies or public 
authorities are included within this project. 
The project is performed within the framework of EURAMET/EMPIR (European Metrology Programme for 
Innovation and Research) and is divided into five work packages including, three technical and scientific 
work packages, and two work packages for the impact and management [1]. The content of the different 
work packages is summarized as follows: 
WP1: Improving measurement capabilities for high temperature contact thermometry 
WP2: Improving and developing references for radiation thermometry 
WP3: Improving traceability and capabilities for the measurement of thermal properties of materials 
WP4: Creating impact 
WP5: Management and coordination 

3. Objectives overview 
The project addresses the following scientific and technical objectives: 

3.1. Contact Thermometry 

The general objective is to improve the accuracy of high temperature measurements by contact thermometry 
in the range 960 °C to 1084 °C in participating NMIs with limited metrology research capacity [2] through 
the following activities: 

• Knowledge transfer in high temperature contact thermometry via establishment of calibration procedures 
and uncertainty evaluation methods. 

• Construction of artefacts (Ag fixed point cells) for use as standards with the objective of disseminating 
the temperature unit. 

3.2. Radiation Thermometry 

For this part of the project, mainly based on the significant experience of CNAM [3-4], the main objective is 
to develop references for radiation thermometry in participating NMIs seeking to establish a research 
capability in this field through the following activities:  

• Knowledge transfer in radiation thermometry for the realisation of the ITS-90, by organising training 
workshops and by establishing a guide to best practice. 

• Inter-laboratory comparison of radiation thermometer calibrations in order to improve calibration 
techniques and to assess the uncertainties of measurements. 
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• Provision of assistance to capacity building in radiation thermometry in the framework of technical visits 
of experts from the consortium. 

3.3. Thermal Conductivity 

The general objective of the technical work is to consolidate the traceability and capabilities [5-7] for the 
measurement of thermal conductivity by Guarded Hot Plate (GHP) in emerging European NMIs through the 
activities below:  

• Transfer of knowledge from experienced laboratories to the NMIs of the Central and Western Balkan 
countries, through training courses, tutorials and workshops. 

• Implementation of thermal conductivity measurements by the GHP method in emerging NMIs by 
participating in an inter-laboratory comparison whose main objective is to assess the coherency of 
measurements among the laboratories involved. 

3.4. Scientific and Industrial Impacts 

This task will allow a contribution to creating impact via dissemination of research outputs to end-users 
through conferences, papers, guidelines, etc. 

4. Research Highlights 
Based on a significant experience in the area of contact and radiation thermometry, especially for the 
realization of the ITS-90 scale and also in the metrology of thermal properties of materials for the realization 
of derived thermal quantity scales, the consortium is starting this cooperative scientific work according to a 
tight timeline. The following examples enable to highlight some research that will be done during the three 
year duration of the project. 

4.1 Contact Thermometry 

TÜBITAK as work package leader will assist selected partners (IMBiH, HMI/FSB) in the design of a batch 
of silver fixed point cells. In parallel, FSB-HMI will prepare a guideline for the construction of the cell 
including 3D models and drawings. After the construction of the batch, the Ag fixed point cells will be tested 
in adapted furnaces. Finally the objective will be to draw up the uncertainty budget. Uncertainties of less 
than 8 mK is expected. 

4.2 Radiation Thermometry 

CNAM, as work package leader will perform a technical audit of the capabilities and facilities developed by 
the partners seeking improved capabilities (namely NSAI, HMI/FSB, MoE-DMDM) in radiation 
thermometry over the whole temperature range (300 °C – 2000 °C). 

Specific practical training will then be organised through the visit of experts from the most advanced 
NMIs/DIs to the laboratories in the process of developing new capabilities and methods. For instance: 
CNAM will assist HMI/FSB in developing new facilities for the calibration of radiation thermometers and 
the implementation of fixed-point blackbodies. Similar developments will be performed in parallel with 
other partners. 

The objective should be in a second stage to develop capabilities, for instance to cover the temperature range 
50 °C to 800 °C, with relative uncertainties less or equal to 8 % (k=2). 
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4.3 Thermal Conductivity 

The research objective is to transfer scientific and technical knowledge from the NMIs (LNE, CMI) which 
have acquired relevant experience in the field of thermal conductivity measurements, to the laboratories 
which are developing their own metrological infrastructure (MKEH, VINCA). 

The implementation of thermal conductivity measurements by the GHP method is performed by each partner 
in the framework of an inter-laboratory comparison. 

In particular, the objective is to assess the variability and coherency of thermal conductivity measurements 
performed by MKEH and VINCA. Initially, suitable materials will be identified, taking into account the 
particular capabilities and limitations of the GHP facilities involved. Subsequently, specimens of selected 
materials will be machined and will circulate between all the partners during the inter-laboratory comparison 
piloted by LNE, the work package leader. 

Again, the objective will be to draw up an uncertainty budget. For instance, the expanded relative 
uncertainties of less than 5% over the range 50 °C – 800 °C are expected. 

4.4. Scientific and Industrial Impacts 

Beyond the scientific and technical objectives described in the previous chapters, the general impact of this 
project is to assure an efficient knowledge transfer between the project partners and the stakeholder 
community which includes calibration service providers, testing laboratories, thermal equipment 
manufacturers and for example the metal industry and insulating materials manufacturers. 

5. Conclusions - Perspectives 
Thermal metrology is a key factor for improving the efficiency and environmental impact of industrial 
processes and also for other needs or applications including the health of populations. 

In the field of thermal measurements, Europe has several National Metrology Institutes of Excellence. 
However to accelerate and amplify the economic growth of countries located mainly in the central and south 
east of Europe, this Research project aims to: review the existing capabilities and needs, and based on this 
information, strengthen or upgrade the consortium’s metrology systems with new or better metrology 
capacities. 

These targets will be achieved within the framework of the 3 year project managed under the umbrella of 
EURAMET/EMPIR, the new European Metrology Programme for Innovation and Research. 
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Abstract: The paper discusses the temperature changes in mechanical jet tabs in a system of rocket motor 
thrust vector control, estimated by the simulation and experimental tests methodology. The heat transfer 
calculation is based on complex computational fluid dynamics simulations of both the nozzle and external 
tab flows, as the comprehensive integral flow zones with high flow parameters gradients. Due to a 
complexity of the model for flow calculations, the experimental estimation of the calculated results is 
carried out. The temperature is measured by jet tabs embedded thermocouples, and conducted through the 
rocket motor static tests. A good agreement of the calculated and measured results is achieved. The main 
aim of the developed method is to establish an approved calculation tool for designing new TVC systems 
in order to avoid disadvantages due to overheating. 

Keywords: Thrust Vectoring, Rocket Motor, Jet Tabs, Thermal Loading, Thermocouples, Heat Transfer, 
Computational Fluid Dynamics 

1. Introduction 
 The most important capability of the missile is its high maneuverability. [1]. This performance requires a 
high rate response control system . Among other Thrust Vector Control ,henceforth TVC system with, a 
mechanical jet tabs (fig. 1) has been chosen as the best solution since it has low mass, small size and requires 
low power actuators. High maneuverability is also achieved using the concept of flight control with 
command forces generated in the center of the gravity, which maximizes the dynamic response of the 
missile. The surfaces of the control tabs are plan-parallel to the nozzle exit area surfaces but rectangular to 
the jet main stream in aim to generate lateral control force. Between the tabs and the nozzle exit surface there 
is the gaps because of constructive and functional reasons, such as thermal dilatations, particles condensation 
of the combustion spaces, etc. But leaking of the products through this gap decreases the gasdynamic 
efficiency of the thrust vectoring process and generates additional thermal overloadings..  

 

      
Figure 1. Antitank missile in flight with thrust vectoring (left), and a detail of a mechanical TVC system with the jet tab 

in the command position (right). 

Calculations of these heat overloading represent heat transfer tasks joint with the rocket motor (RM) design 
process. A heat amount is released in a short period of time, in a construction which is limited in mass and 
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volume. The majority of parts of rocket motor systems must be optimized to withstand mechanical and 
thermal loadings [2]. The operation of TVC subsystems realizes the complex operational flow fields, as a 
result of comprehensive integral flow zones with parameters of the high flow gradients, where temperature 
fields are of the crucial importance for thermal loading predictions. The prediction of temperature changes in 
the jet tabs provides the first step in the estimation of their thermal loadings as a design requirement.  
The TVC technology was not in the focus in the past decades, and recently other TVC system types, such as 
fluidic thrust vectoring, have had priority [3]. The calculations realized using computational fluid dynamics 
(CFD) methods by the commercial FLUENT program [4] are shown in the papers [5, 6]. The authors point 
out a good applicability of the FLUENT program employed on the TVC vane subsystems immersed in the 
nozzle supersonic flow. The comparative measurements and the CFD simulations in the FLUENT program, 
employed on this type of TVC configuration, are reported in the papers [7]. Also, some previous papers refer 
to the experimental measurements of temperature fields in jet vanes using thermocouples [8] or infrared 
thermograph [9], as well as to the development of the heat transfer calculation methods. The main effort in 
the mentioned experimental supported papers, are the some other researches presented in [10, 11], orientated 
to determine the resistance of composite jet vane structures to hot flow erosion. The experience from these 
researches is very useful in this study, because TVC systems with jet tabs operates in similar environmental 
combustion spaces conditions.  

2. Experimental testing equipment 
The measurement of temperature changes during the rocket motor test is conducted using thermocouples 
embedded into the jet tabs. To realize such experiments, two main subsystems are composed: the first one is 
a testing object and the second one is a measurement-acquisition system. The main parts of the testing object 
are the executive elements of a TVC system – jet tabs, integrated with an experimental rocket motor, with 
operating conditions identical to those in a real missile in order to provide a non-scaled geometry model of 
the environmental conditions for the tabs. The dynamics of the tabs is excluded and they generate required 
continual command force in the nozzles. The jet tabs are fixed in the command position in order to estimate 
threshold thermal loadings in the full rocket engine operation time. An appropriate estimation criterion for 
the temperature increase is taken for the maximum time cycle of the tabs operation. 
The probes were, of type K thermocouples, a Nickel-Chromium / Nickel-Alumel combination, mounted in a 
coaxial grounded construction are embedded into the jet tabs at certain depths, at the back side of the tabs, in 
the position shown in fig. 2. The probes are fixed in this position using a special shield to avoid possible 
damage of the thermocouple wires by the stream jets. The thermocouple wires were  protected with inconel 
600 sheathing (fig 2). The empty space in the sheath is filled with magnesium oxide (MgO) powder 
insulation for the mechanical and thermal protection of the thermocouple wires. This design allows a fast 
response because the hot junction of the thermocouple has a direct contact to the outside environment. 

   
Figure 2. Testing object – a jet tab with the embedded thermocouples, in the command position (left). A detail with the 

exact location of the measuring points (middle). Small diameter probe with type K thermocouple, grounded in 
protective sheath design (right). 

Time constant of the thermocouples is defined as dynamic response on temperature shock. Thermocouple 
signals are measured after fast inserting of probe into measuring hole, in calibration jet tab which is 
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preheated at Т≈400° С. Analyzing recorded temperature – time curve, shown in fig. 3, time constant was 
Δt0.63=0.21 s as time period required to reach 63 % of expected referent temperature range of ΔТ=380° С. 
Time constant enables chosen thermocouples to accurately measure fast temperature changes, with frequency 
les then fT<10Δt0.63=2.1 Hz. Estimated frequency of process of jet tabs heating, during RM operation cycle, 
is around fT≈0.25 Hz. 

 

 
Figure 3. Thermocouple dynamic response determination curve. 

3. Heat transfer simulation test on the jet tabs 
The convective heat transfer of combustion products is the dominant heat exchange process on the jet tabs. 
For this reason, a key factor in precise heat transfer calculations is an accurate simulation of the combustion 
product flow through the RM domain as well as through the nozzles and in the zone of the TVC system 
executive elements. Simultaneously, the most complicated product flow process occurs in this zone. The 
commercial FLUENT software is chosen for this calculation, because it is suitable for solving this type of 
problems, and has post processing tools which enable the extraction of temperature changes as data in the 
chosen points of the jet tabs. The calculation is conducted in an unsteady simulation of all important 
processes in the experiment. All heat transfer processes in the simulation are calculated simultaneously with 
the product flow processes. The parameters of these processes and the material characteristics used in the 
simulations are defined and tested in the described numerical model. 

3.1. Simulations of a combustion product flow  
The simulation model of a combustion product flow consisted of the experimental RM parameters as well as 
flow domain geometry, internal ballistic operating regime, thermo-chemical characteristics of combustion 
products and turbulent characteristics of the internal RM flow. Each of them is considered in the next text. 
3.1.1. Flow domain geometry  
Model of the RM and TVC system components internal/external space is reproduced by the grid program 
performances (fig. 2). This geometrical shape has strong influence on the product flow, and, consequently 
the grid shape design has to be precise. The main influential geometry parameters on the TVC process 
effects are: percentage of the covered part of the exit nozzle plane with the jet tab (shadowed ratio), distance 
between the nozzle exit plane and the jet tab surface (tab gap), nozzle expansion ratio and nozzle divergence 
angle [12].  
3.1.2. Internal ballistic operating regime 
It determines the flow total pressure was extracted from the RM static test results as a parameter measured in 
the parallel experimental tests described in this paper, as well as in the previous similar tests given in the 
paper [13]. This parameter is introduced in the calculation as a flow inlet boundary condition. The additional 
measured RM thrust components are also simulated numerically and are used as parameters for the control of 
the calculation accuracy. 
3.1.3. Thermo-chemical characteristics 
Necessary characteristics for the calculation are: the combustion process and the physical characteristics of 
combustion gaseous products (fig. 4):  
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− estimated combustion temperature Tc = 2300 K, 
− molecular weight M = 23.5 kg/kmol, 
− specific heat capacity – cp, 
− thermal conductivity – k, 
− dynamic viscosity – μ.  

All these characteristics are obtained using the thermo-chemical calculation of the combustion products 
frozen flow presented in [14, 15]. The products are considered to be an ideal gas.  

 
Figure 4. Thermo-physical characteristics of the combustion products – specific heat, thermal conductivity and 

dynamic viscosity. 

3.1.4. Turbulent characteristics  
Turbulent characteristics of the internal RM flow are described using the transition SST turbulence model 
[4]. This model is chosen considering the previous tests in this research presented in the paper [12]. The 
turbulent intensity value [4] is:  

 
1
80.16 ReI

−

= ⋅  (1) 

where Re is the Reynolds number of the product flow, which can be calculated by a semiempirical equation 
for combustion chamber conditions [16]: 

 t c

g c

3.46Re D p
R Tµ
⋅ ⋅=

⋅ ⋅
 (2) 

with the parameters determined by : Dt – RM  throat diameter, рс – chamber pressure and Rg – specific gas 
constant of the products in the combustion chamber and for the  nozzle inlet (fig. 5). The diameter of the 
inlet tube of the nozzle is chosen as a hydraulic diameter value [4]. The intermittency factor is taken to be 1, 
because in a fully turbulent nozzle inlet flow, or at least transient, a boundary layer regime is achieved [4].  

The CFD model, with the described input data, determines the product flow parameters such as: 
velocity, pressure, temperature, density, turbulence parameters, etc. (fig. 5). A detailed mathematical model 
of calculation is described in the FLUENT literature [4] as well as in the previous research in the paper [12].  
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Figure 5. CFD geometry model: the RM nozzle and the TVC system parts – the tab in the working position and the 

deflector plate (left). Product flow velocity vector field (right). 

The profiles of temperature of the products stream through the nozzle and exterior are shown in fig. 6. The 
static temperature of the total flow field is shown without jet deflection (left), and with jet tab deflection 
(right). This flow field has a crucial impact on the heat transfer process on the tabs in the process of their 
thermal loading definition. 

 
 

Figure 6. Profiles of the static temperature of combustion products, in the axial direction nozzle plane cross section, 
without (left), and with jet tab deflection (right). 

The recirculation zone, formed by a jet tab insertion, is presented in fig.6. The product flow velocity 
in this zone is low and the static temperature approaches the total temperature. Fig. 7 shows the curves of the 
static temperature in the nozzle exit plane, in both models, with and without jet deflection. The value of the 
temperature of products, in the recirculation zone upstream of the jet tab, is close to the total temperature. 
This zone is the main heat source of jet tab thermal loading.     

 
Figure 7. Distribution of the static temperature of combustion products, in the nozzle exit plane, without and with jet 

tab deflection. 
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3.2. Simulation of heat transfer and thermal loading  
The amount of heat released in a combustion process primarily depends on propellant characteristics. 
Combustion temperature is a dominant factor in the heat transfer process and it also has a strong influence on 
flow parameters, flow velocity in particular. Three types of heat transfer are present in the RM operation: 
conductive, convective and radiative. All types are the result of combustion product evolution in RMs and 
their internal flow.   

3.2.1. Conduction  
Conduction process is estimated comprehensively by the energy equation, used in FLUENT, for a solid 
material of an accepted geometry, in the following form: 

 ( )( )h k Tt ρ∂ = ∇⋅ ∇
∂

 (3) 

Change in time of the enthalpy h and density ρ product, for each cell of the software calculating grid, within 
the calculating domain, is dependent on temperature gradients and material thermal conductivity. At a 
current temperature T, enthalpy is calculated as an integral of material specific heat change from the referent 
temperature taken as Tref = 298.15 K, i.e.: 
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T

T

h c T= ∫  (4) 

3.2.2. Convection  
This is a more complex process then conduction. It mainly depends on fluid and solid material thermo-
dynamic properties, similarly to a conduction process, as well as on local fluid flow parameters around a 
solid body and its temperature. As previously mentioned, CFD methods enable a precise calculation of flow 
and turbulence parameters in boundary layers, which is necessary for calculating the convection coefficient. 
Convective heat transfer from a fluid region on a solid tab is calculated as equilibrium of the heat fluxes from 
both sides, fluid and solid, respectively: 

 ( )f w fq h T T= −  (5) 

 ( )s
w s

kq T Tn= −
∆

 (6) 

where: hf –convective heat transfer coefficient; Tw, Tf and Ts – temperatures at the wall surface, calculating 
the cell centers in fluid and solid sides, respectively; ks - thermal conductivity of the solid material and Δn – 
distance between the wall surface and the solid cell center.   
With the obtained temperature profiles in the flow field, turbulent and other flow characteristics, eqs. (5) and 
(6), the fluid-side heat transfer coefficient kf is calculated by Fourier's law, applied on the walls: 

 ( )f
wall

Tq k n
∂=
∂

 (7) 

where n is the local coordinate normal to the wall.  
Solid material heat conduction process is dependent on material properties, such as thermal conductivity, 
specific heat capacity and density. The first two characteristics are given as a function of temperature for 
molybdenum, as a jet tabs material (fig. 8) [17].  
3.2.3. Radiation 
The P-1 heat radiation model is also applied. The radiation heat flux at the walls of the jet tab is calculated 
by the equation: 

 ( ) ( )4w
w w

w
4σ

2 2rq T Gε
ε

= − −
−

 (8) 

where: εw – emissivity of the wall surfaces, σ – the Stefan-Boltzmann constant and Gw - the incident 
radiation. 

77



 

 
Figure 8. Molybdenum thermal properties: the curves of specific heat and thermal conductivity versus temperature. 

The optical thickness of the products is near 1, and the P-1 is a recommended model for this case [4]. The 
inlet tube of the flow nozzle in a real RM has a small volume, so the quantity of hot gas, as a source of the 
radiation, is also small. The largest source of radiation is the inlet surface of the tube. Hot products from the 
combustion chamber radiate through the inlet tube and the nozzle throat in the axis direction (figs. 5 and 6). 
The small part of the tab is irradiated by this source of heat, and consequently, a small contribution of 
radiation in the total heat flux is expected. FLUENT enables a separated calculation of radiation and total 
heat flux. A comparison in several time steps shows that radiation heat flux is lower than a few percent, so 
radiation heat flux can be neglected.   

4. Comparative analysis and the discussion of the results 
A simulated temperature distribution on the jet tab surfaces is presented in fig. 10, occurring one second after 
the flow initiation from the domain inlet. The shadowed part of the jet tab is heated most intensely (left 
projection in fig. 9) and the temperature reaches the highest level. The temperature increase in the tabs depth 
is speeded up by conduction in all directions (center projection). Due to the large temperature gradients in 
the tab, after a second interval of localized overheating, the temperature increases significantly along the 
whole jet tab length (right projection). 
 

 
Figure 9. Temperature distribution contours on the jet tab surfaces, one second after the RM ignition. 

Fig. 10 shows the temperature distribution in the flow domain and the jet tab depth, in two perpendicular 
section planes in the first second. In the vicinity of solid surfaces (the jet tab and the nozzle walls) large 
gradients of temperature can be noticed. The gradients are positive in the shadowed part of the tab, and 
negative in the other parts of the tab, because the flow temperature is lower than the temperature of the tab.  
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Figure 10. Temperature distribution in the flow domain and the jet tab cross section (left) and the longitudinal section 

(right), one second after the RM ignition. 

FLUENT calculates the local heat transfer coefficient at each part of the solid surfaces, and its distribution is 
shown in fig. 12, left. The highest value of the coefficient is localized in the junction zone of the tab and its 
support, where the flow velocity of the products is highest. The heat flux distribution is shown in fig. 11, 
right. The highest values of the heat flux are in the shadowed part of the tab, due to the largest temperature 
difference, as well as in the junction zone where the heat transfer coefficient is largest.  

  
Figure 11. Heat transfer coefficient (left) and heat flux distribution (right) contours on the jet tab surfaces, one second 

after the RM ignition. 
In fig. 12, the temperature changes at the measurements points are shown as temperature-time curves, 
obtained in the experiment and the CFD simulation. A good agreement can be noticed comparing the 
experimental results with the calculated ones. This agreement can be considered as a verification of the 
applied CFD calculation method for this type of heat transfer problems.   

 
Figure 12. Measurement points temperatures-time curves, comparison of the experimental Te and the CFD simulation 

model Tm. 

In all parts of the tab, a high level of temperature is reached very fast. Consequently, the mechanical 
characteristics of the jet tab significantly decrease. The research work [18] has pointed out a drastic reduction 
in molybdenum strength with temperature increase. At high temperatures over 1000 K, the tensile strength of 
molybdenum decreases almost four times. It is expected that the jet tab bends under gasdynamic force.  
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5. Conclusions 
A calculation method using a CFD simulation is developed in order to determine the temperature fields and 
thermal loading of mechanical TVC system jet tabs. The verification of the CFD method is carried out by the 
measurement of temperature changes, using thermocouples embedded in discrete points in the tabs material. 
The comparison of the CFD simulation and experimental results has shown that the developed calculation 
method is accurate enough to provide necessary estimations for the thermal loading calculation in the design 
of new similar solutions. With the estimated temperature field, jet tabs should be designed optimally to 
withstand mechanical and thermal stresses during the process of hot gas flow and the generation of required 
lateral forces. 
The developed method of temperature measurement was partially successful. The temperature in the tabs 
reached 2000 K, under the condition of strong gasdynamic forces caused by strong secondary jets of RM 
combustion products. The applied thermocouples were not functional during the full RM operation cycle; 
however, they satisfied the required jet tabs measurement cycle. The threshold temperature loading in the 
measurement experiments was an expected monitored effect of thermal loading on the RM, inflicting 
reactive side force degradation caused by the deformation of components. [2].The threshold temperature 
loading in the measurement experiments was an expected monitored effect of thermal loading on the RM, 
inflicting reactive side force degradation caused by the deformation of TVC components. The main 
disadvantage of the applied TVC type is this effect, expressed in the form of efficiency decrease, increased 
thrust loss and decreased lateral force during operation [2]. Further research should concentrate on 
thermocouples with higher resistance such as the probes capable of covering the whole RM combustion 
process. Better materials of the jet tabs support are also necessary, in order to avoid the whole construction 
deformation as well as additional jet gap increase and gas flow leaking. 
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Nomenclature 
 

Latin symbols 
B – Relative side force (Fb/F), [-] 
cp – Specific heat capacity, [Jkg-1K-1] 
Dt – RM throat diameter, [m] 
fT – Frequency of temperature change, [Hz] 
F – Thrust, [N] 
Fa – Axial component of thrust, [N] 
Fb – Side force, [N] 
Gw – Incident radiation, [W/m2] 
h – Enthalpy, [J/kg] 
hf – Convective heat transfer coefficient, 

[Wm-2K-1] 
I – Turbulent intensity, [%] 
k – Thermal conductivity, [Wm-1K-1] 
M – Molecular weight, [kg/kmol] 
n – Normal direction, [m] 
p – Pressure, [Pa] 
q – Heat flux, [W/m2] 
Rg – Specific gas constant (R/M), [Jkg-1K-1] 
Re – Reynolds number, [-] 
t – Time, [s] 
T – Temperature, [K] 
   

Greek symbols 
Δ – Period, [-] 
ε – Emissivity, [-] 
μ – Dynamic viscosity, [kgm-1s-1] 
ρ – Density, [kg/m3] 
σ – Stefan-Boltzmann constant,  

(5.670373 × 10-8), [kgs-3K-4] 

 

Subscripts  
c – Chamber 
f – Fluid 
r – Radiation 
ref – Referent 
s – Solid 
w – Wall 

Abbreviations 
CFD – Computational fluid dynamics 
RM – Rocket motor 
TVC – Thrust vector control 

 

81



Experimental Measurement of the Temperature Field on the Barrel of 
Automatic Weapon 

Aleksandar Karia (CA), Nevena Stevanovicb, Momcilo Milinovica and Damir Jerkovicd 

a Military Academy, Belgrade, RS, aleksandarkari@gmail.com 
b Faculty of Engineering, Kragujevac, RS, nevenapipi@gmail.com 

c Faculty of Mechanical Engineering, Belgrade, RS, mmilinovic@mas.bg.ac.rs 

Abstract: The firing process of automatic weapon creates appropriate amount of heat overloading, which 
is mainly caused by interior ballistics of burned powder gases. Heat is transported as the internal 
conduction, convection and radiation process to the barrel wall. In the so-called burst fire, the barrel of 
automatic machine gun within a very short period can reach high temperatures. Paper describes the 
consequences arising from the barrel overheating of weapon and the possible ways of barrel cooling. The 
paper considered also the experimental testing of barrel overheating in different operational modes. The 
results are presented in tables and graphs and compared with the given theoretical presentation of barrels 
overheating.  

Keywords: Automatic weapon, Overheating, Experimental measurement, Consequences. 

1. Introduction 
The barrel is certainly the most important part of conventional weapon in which tumultuously reacts powder 
burning charge and its active burning spaces sets the projectile internal barrel motion to the muzzle velocity. 
In the internal ballistics of barrel dynamic, gunpowder conversion of the chemical in to the potential energy 
as well as into the kinetic energy of projectile is followed by the  thermal energy and heating  process in the 
short time intervals. Because of this, the barrel requires special attention in the design and manufacturing [1]. 
The barrel of automatic low caliber arms meet among others, with the additional heat loading requirements. 
Minimum barrel overheating during firing process, which provides higher intensity of fire and extends the 
lifetime of barrel exploitation. 
Experimental testing mentioned requirement is the subject of this paper. The paper describes the process of 
barrel overheating, as the consequences occurring during burst of fire, as well as, solutions used to reduce 
these effects regarding operational advantages and disadvantages. This paper is the review of experimental 
tests and the results of the barrel overheating measurements.  

2. Problem of Overheating the Barrel of Automatic Weapons 
Weapons must be efficiently and reliably to operate in a temperature range of environments from -40 to 
+50°C, , as well as the conditions of exploitation when exposed to a high degree of dirt (mud, water, sand, 
etc.). The barrels of the Weapons, especially automatic, are operating in extreme conditions, at which the 
pressure reaches a value of 300-400 MPa and temperatures of certain parts (inner barrel surface) reaches 
1000°C. Tendencies of development of armaments include continuously increasing firepower of arms 
accompanied by an increase in muzzle velocity, maximum pressure of powder gases, the charge weight and 
rate of fire. All the foregoing leads to intensive overheating of barrel wall in the process of firing. The trade 
off demands for more resistant structure, in terms of the complicated multi-axis mechanical and thermal, 
cyclic and impulsive stresses, but on the other side, as less weight of the structure and easy handling. This 
requires special attention to that precise analytical description of all phenomena which occurs in weapon, 
especially in the barrel as the most loaded element. The barrel of automatic machine gun must dispose a 
certain resistance, which provides resistance of the wall to the pressure of powder gases.  
The greatest part of the heat, which receives the barrel during firing appeared from the blazing powder gases, 
while a smaller part is a consequence of friction have been rifled and the motion of projectiles along the 
grooves of barrel. Part of the heat generated by gunpowder gas have, passes by convection (transition) and 
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radiation on the boundary layers of metal on the inner surface of barrel, which achieved a very high 
temperature. The heat is then transported by conduction to other layers of barrel and other parts of weapons. 
During the burst fire, time interval between two firing is very small (of the order of a few milliseconds). 
Therefore, the amount of heat received by the barrel cannot be completely by natural convection and 
radiation to exchange with the environment. As a result the gradual heating occurs, the first heating of barrel, 
and then the other parts of weapons [2].  
During the firing, the barrel is heated and its temperature rises depending on the number of firing bullets, in 
time, which carried out rate of fire and barrel dimensions. The consequences that arise due to overheating of 
barrel are: 

– Reduction of life (durability) of the barrel, 
– Reduction of mechanical properties of materials and reducing resistance of barrel, 
– Difficult to ejection of cartridge cases due to reduced elastic modulus and the worsening conditions of 

heat transfer from the cartridge to walls of the barrel, 
– Difficulty in sighting due to the flow of hot air between the rear and front sight, 
– buckling of barrel due to uneven heating of barrel wall, and as a result appears increased dispersion, 
– Increasing the caliber of barrel, which led to increased dispersion, 
– The possibility of self-ignition bullet, which is located in the chamber at break the firing  
– Restriction of practical rate of fire, and combat capabilities of weapons, 
– Difficulty in handling of weapons during shooting, especially when troubleshooting. 

Under normal conditions, the ignition of gunpowder charge is done by flame resulting from the activation of 
the initial charge at the time of firing, caused by the firing pin weapons. However, in the conditions when the 
bullet stay longer time in a heated chamber, the powder charge can reach temperatures of activation by 
absorption of heat through the walls of the cartridge and then create a phenomenon of uncontrolled 
deflagration of gunpowder. This phenomenon is commonly simply called the self-firing of bullet and could 
have negative consequences for the weapon and shoot gunner. Table 1 presents data on the number of self-
firing at machine gun 5.56 mm depending on rate of fire. The number of shots and the rate of fire as well as 
barrel temperature are given in the [2]. 
At a rate of fire of 240 bul. / min for 1 min, there is no self-firing, while shooting at a rate of fire of 80 
bul./min for 4 min was 42 self-firing, for approximately the same level of fire. It is concluded that the factor 
that most affects the occurrence self-firing time elapsed from the start of shooting. Risk of self-firing is 
diminished if structural solution of automatic weapons provides as short period of time since the introduction 
of the bullet in the heated chamber to firing.  
Table 1. Number of self-firing for different rate of fire 

No. Rate of Fire[bul./min] Number of bullets Time 
[min] 

Temperature of 
barrel [°C] 

Number of self-
firing 

1. 240 240 1 350 0 
2. 120 360 3 400 16 
3. 120 300 2,5 380 38 
4. 80 320 4 380 42 
5. 80 280 3,5 375 35 
6. 80 240 3 340 0 

The safety criterion of self-firing is a temperature limit of 250°C on the outer surface of the barrel, just 
before the start of riffled parts of barrel. If the temperature in that part of the barrel holds, only a few 
milliseconds before the barrel is cooled, to a temperature lower than 200°C, it is very likely does not come to 
self-firing. If the barrel temperature above 250°C for a period longer than 1 minute, there is a danger that, 
bullet stay in cartridge chamber, and lead to self-firing [2]. 
Heating of the barrel is not evenly along the length of barrel (Figure 1) and along wall thickness (Figure 2). 
The unevenness of the barrel heating is due to the different thickness of the barrel walls, unevenness of 
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temperature and pressure of propellant gas along the barrel length and differences in the length of time of 
action of powder gases in certain parts of the barrel. 

 
Figure 1. Change of barrel temperature depending on the number of firing 

 
Figure 2. Change of barrel temperature in time for different thicknesses of the barrel 

A way of reducing overheating of barrel (cooling) is selected depending on the practical rate of fire that is 
required by a given model of weapon. Used in practice for several ways for reduction of overheating of 
barrel, as well as:  

– Replacement of the overheated barrel with cold barrel, 
– Increase of the external surface of barrel for intensive heat transfer from the barrel, 
– Cooling barrel with liquid (usually by water), 
– artificial air circulation around the outer surface of barrel or through the inside of barrel, 
– The application of "heavy”, more robust, barrel. 

Each of these ways to reduce overheating of barrel has good and bad qualities and must be chosen depending 
on the type of weapon and its design characteristics. 

3. Experimental testing of barrel exterior overheating  
The experiment consists of measuring the temperature of the outer surface of the barrel of 5.56 mm 
automatic rifle M21A. The experiments were carried out at room temperature of 24.1 ° C with equipment for 
measuring temperature (Figure 3).  
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Figure 3. Equipment for measuring temperature 

The temperature of the outer surface of barrel was measured at three points on the barrel (Figure 3): 
– At the junction of barrel with a box of weapons (measuring point 1) 
– Around the opening for gases borrowing (measuring point 2) and 
– Around muzzle (measuring point 3). 

 
Figure 4. Location of measuring points on the weapon barrel 

First temperature measurement was performed after firing a bullet from the weapon. Measured temperatureс 
after firing a single bullet shown for all three places were equal and were 27°C.  

After that, 5 shots single fire were fired from the weapon measured temperatures are shown in Table 2. 

Table 2. Measured temperature after the second experiment 

Number of 
measurement Time [s] 

Temperature 
[°C] 

(measuring point 1) 

Temperature 
[°C] 

(measuring point 2) 

Temperature 
[°C] 

(measuring point 3) 
1. 0 43,7 41 41,1 
2. 40 39,5 39,2 40,3 
3. 80 36,8 41,4 39,2 
4. 120 34,9 39,8 39,7 

The third measurement was carried out after the shooting with all the bullets from the frame (30 rounds), 
where the first 5 rounds fired single fire, and other automatic fire in short bursts (3-5 bullets). Measured 
temperatures shown in Table 3. 
During the next firing five frames are utilized so that the first five rounds were fired from the the first frame 
with single fire and other bullets from the same frame by automatic fire in short bursts (3-5 bullets). Then the 
second frame by automatic fire in a continuous burst of 30 rounds. The third box is used for firing procedure 
as for the first frame, the fourth frame for the process of shooting as the second frame, and at the end the last 
frame as the first frame. Measured temperatures after firing are shown in Table 4. 
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Table 3. Measured temperature after the third experiment. 

Number of 
measurement Time [s] 

Temperature 
[°C] 

(measuring point 1) 

Temperature 
[°C] 

(measuring point 2) 

Temperature 
[°C] 

(measuring point 3) 
1. 0 113,5 113 115 
2. 49 95,3 106,8 104 
3. 77 92,1 113,4 102,3 
4. 105 78,2 99 98,6 
5. 136 77,2 98 96,4 

 

Table 4. Measured temperature after the fourth shooting 

Number of 
measurement Time [s] 

Temperature 
[°C] 

(measuring point 1) 

Temperature 
[°C] 

(measuring point 2) 

Temperature 
[°C] 

(measuring point 3) 

1. 0 270 303 293 

2. 56 220 262 274 

3. 82 204 278 237 

4. 114 190 262 228 

5. 150 180 248 207 

6. 187 170 236 204 

7. 223 159 226 203 

8. 251 149 215 202 

9. 276 143 205 183 

10. 300 131 186 183 

After the last experiment, temperature of barrel is measured every 5 minutes until the temperature of the 
barrel is not dropped to 50 ° C. The measurement results are shown in Figure 5. 

 
Figure 5 Cooling the barrel 
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In order to analyze the results obtained by measuring, in Table 5 and Figure 6 shows the maximum 
temperatures of the barrel after each experiment depending on the number of rounds fired. 
Table 5. Increase of temperature after each firing 

Number of measurement. Number of 
bullets 

Temperature 
[°C] 

(measuring point 1) 

Temperature 
[°C] 

(measuring point 2) 

Temperature 
[°C] 

(measuring point 3) 
1. 1 27 27 27 
2. 5 43,47 41 44,1 
3. 30 113 113 115 
4. 150 270 303 293 

 

 
Figure 6. The dependence of barrel temperature by the number of rounds fired 

4. Conclusion 
Based on  obtained results of measurements it is obviously that during burst fire barrel temperature of about  
300°C increased more rapid ,but the critical temperature point for the self ignition at the initial position of the 
bullet  launching ,is about 220 °C  which is less of the critical constrained on  250 °C. In the time interval of 
five minuets further heat transport to the out of barrel wall is slow and natural convective weapon cooling is 
unsatisfied.  
The important anomaly is the differences between overheating at the lip and in the middle of the barrel. 
Theoretically and practically greatest temperatures appeared on the lips of barrel on this kind of weapon but 
in this example the top temperature values are on the middle ,where the recoil motion of the part of gas 
products are taken for the new cycle  of automatic mechanism on the machine gun . 
This makes troubles with handling in operation where then rifleman support  weaopn with hand during burst 
fire. In addition, mechanical properties of the barrel are decreased in time of exploitation and general lifetime 
of the weapon is less. Further research have to show the cause of these anomaly and to prove reasons of the 
influences of ammunition caliber changes on the principle automatic burst mechanism design regarding 
overheating phenomena. 
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Abstract  In this paper, performances of run-time, cooling period, of Joule-Thompson cryocoolers used in IR receivers 
are displayed. Experimental settings for regulating of detector temperature regimes during cooling were analyzed by 
using nitrogen as the coolant. In experiments of desired temperature regulation and research duration of run-time, 
cooling period, three principal methods of the fluid flow regulation were used. The experimental results have 
reproduced significant differences in the quality of cooling period for IR detectors on the homing heads  integrated in 
cooling systems with or without coolant flow regulation and are measured on the special designed universal setup. 
Experiments are provided by the thermodynamically parameters which explain the real requirements of detector for 
cooling in IR homing head sensor applications. Scheme of the measurement accessories, control loops, and method of 
research and monitoring of desired temperature versus time in the cooling period (run-time regime) is presented. 

Keywords  Run Time Regimes, Joule-Thompson Micro-Cryogenic Coolers, Sensitive Element, Cryogenic Gasses, 
Temperature Measurements, Cryocooling Period 

1.Introduction 
Microcoolers are assemblies which usually provide very low temperatures and operate with a cryogenic 

coolant. Their function is to cool-down IR sensitive elements as receiver of out heat flux in different IR 
sensors assemblies and to keep that temperature during required operating run time. This have applications in 
both, military and civil products,[1] to[5], like for sensitive IR cameras, represented in paper[6], and other IR 
sensors[7], employed in the missiles and projectiles technologies[8],etc. Joule Thompson type cryocoolers 
are the representative assemblies of cryogenic technologies  and the most often deployed, to control and keep 
low temperature regimes. Device has to be operable within time interval known as the cooling period, in 
different environment conditions and under different external loads ranging between few ''g'' and up to 
several hundred, sometimes, thousands of ''g'' accelerations. This depends of flight and other operation 
regimes where system is employed. It is designed by respecting allowable dimensions of storage spaces 
which are usually, not more than several tens of mili-meters. Cooling device, as the part of sensor package is 
heat exchanger, which have to meet thermo-technical requirements rigidly changeable with operational 
conditions because of high sensitivity regarding small dimensions and very low temperature differences 
between environmental and operating conditions in the heat exchanging regimes. Tolerated values of cooling 
temperature which Joule Thompson cryocooler must provide on the detector as regulated element inside 
required operating  time interval, are very small but at the extremely low temperatures usually less than 100 
K,[9]-[14]. It depends of further integration performances required by sensor external functions linked with 
environmental employment demands. Regimes have to be achieved in the short time, less than a few seconds 
and are well known in the literature as the cool down periods well performed in the paper[1]. The subject of 
this paper is not achieving cool down regime regarding conditions of heat flow, but, comparative tests of 
detector temperature performances during  full cooling period[15], settled after cooldown, well known as the 
run time period. This performance provides operating time of sensor and its maintaining directed sensor 
quality in further exploitation. From the thermodynamically point of view this regimes is realized in the 
quasi continual process of heat exchanging more or less controlled within tolerated values  of main flow and 
state values conditions of coolant during run through  JT cooler sub-system. Experimental research of these 
sorts of subassemblies require very expensive laboratory equipment and laboratory manufacturing of precise 
components experimentally changeable on the integrated laboratory assembly. The aim is to develop the best 
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design solutions for the appropriate detector and sensor assemblies. This research roadmap is typical 
experimental optimization designing of components which, sometimes, require long term testing of fine 
manufactured components with variation of dimensions measured in microns. This paper deals with a design 
attempt of  laboratory equipment which can use these different components of real designed JT cryocoolers 
(Fig.1), designed Dewar vessels, and, their appropriate experimental integration. All assembly required 
simulation of detectors as expensive sensitive elements, usually made as classified technology regarding 
production realized with special materials which provides features and treatments, [7] of threshold sensor 
performances determined for operating capabilities in the exploitation. 

                                             
                                Figure 1.  Experimental Dewar assembly with Joule - Thompson cryocooler 

Equipment represented in this paper, provides best testing solution of all design components, without the 
use of real sensors detector technology. This is achieved by using simulation sample of temperature sensitive 
element, as the functional model of real designed expensive, mock-up detector. This kind of integrated 
assemble have been shown for the first time in the paper[1], where similar tests of cool down regimes have 
been also represented. 

Detector simulator assembly is joining within any type of Dewar vessel setups, Fig.1, and mounted in the 
internal space of cooler assembly. Performances of detector were simulated by the special cuprum sample, as 
the model, with calculated properties, which real sensitive element requires in operation. Simulation of 
detectors cooling rate, on the mock-up assembly, is achieved by the specific heat capacity of sensitive 
element sample, rearranged by the sample thickness, chosen by appropriate calculations. This is designed by 
corresponding to the rate effect of temperature diffusivity, taken as the equal as for the real detector 
elements.  

2.Experimental assembly of sensor subsystems 
The mounted experimental assembly of system is well known Dewar vessel [2] is prepared as vacuum 

system in the preliminary laboratory treatment. Dewar vessel includes setup of Joule Thompson cryocooler, 
as heat exchanger cooling package,[16], integrated with or without coolant flow regulator. Image of 
experimental, as well as real, design of Dewar vessel assembly, used as the base subsystem of  IR sensor, in 
this research, is given in Fig. 1. Heat exchanges variations in experimental detector simulator during heat 
simulation processes of detector, is designed in the mentioned subassembly (Fig.1, marked with S1 
subassembly). This was collected with components in the digital regulated direct current loop, with electric 
source, which provides minimum power of 50 mW. The source is connected with the simulated detector 
sample made of prepared copper plates and wire copper elements as the sample package. The difference 
between mock-up experimental assembly of Dewar vessels with coolers and the original assembly used on 
IR sensors is in this experimental sample. Joule Thompson cryocooler in this research used nitrogen as 
coolant but testing was also realized with argon and other cryogenic mixtures used for this sort of cryogenic 
micro devices [15]. 

JT cryocooler is universally used as a modular subassembly mounted in the Dewar vessel for testing 
purposes. Model of cooler, with, variable, regulated or unregulated test conditions, is required by sensor 
temperature performances. Required conditions are achieved by sensitive element through the loop 
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S1(Fig.2). The regulator in this subsystem is a special subassembly that is separately integrated in the 
mockup Dewar vessel in the cooler subassembly, as the designed module,[17]. 
Experimental testing of regulated and unregulated coolers was implemented in different sensors. By 
modifying the subassembly of cooler regulator, in the same unique and universally designed Dewar vessel, it 
was possible to make referencing testing conditions. Two representative regulators types were inserted in the 
unregulated cooler assembly. This provided experimental research of cooling performances in tests possible 
to be compared.

                               
                                          Figure 2.  Principallly scheme of experimental setup 

This designed approach of equipment provides testing of regulation efficiency regarding cooling quality 
processes, coolant efficiency, quality of control loops and corrections of designed changes at the beginning 
or in the exploitation. Degradation of performances in the real sensors is also possible to be measured. The 
full contribution of this testing approach is using of same cooling and sensor subsystem with or without 
coolant flow regulation. Representative regulator control subassemblies, used here, were self-regulation type 
(demand flow), dual flow and pulsing flow of coolant regulation in the continuous designed unregulated JT 
cryocoolers. Few types have been tested using nitrogen as the coolant and compared in the paper. The goal 
of testing was to research, optimum conditions of regulated or unregulated, run-time temperature regimes to 
choose best concept which avoid unsteady state temperatures behavior which degradation the cooling 
detector operation. 

3.Experimental setup for variable design solutions testing 
This universal experimental equipment was designed to enable modular Dewar assemblies and their 

modular subassembly devices in the cooldown and run time test conditions.  
Papers,[18]-[19], by Alexeev et al. and Luo at al., in considerations of mixed coolant and mixed Joule-

Thomson cycle for different micro-coolers types also presented the experimental assemblies. 
Equipment used in this research shown in Fig.2, consist of:  
- universal Dewar vessel assembly which could be mock-up types or real used types, with Joule Thompson 

cryocooler, in terms of different exchangeable coolant flow regulators, 
- control block and source of coolant supply,  
-equipment with capabilities to control performances,  
-Temperature transducer for detector temperature measurements, 
-Simulation of detector with variable heat capacity control 
-Testing type of coolant flow regulator inserted in a Joule Thompson cryocooler. 
Control functions were also guided by determined and desired environmental conditions, and required 

temperature closed behind the detector. Time development of detector temperature in the continual run-time 
performance, was the testing goal in these experiments. Exchangeable regulators requirements direct the 
number of input functions in the controlling block.  

The coolant, which supplies JT cryocooler subassembly, is distributed through the cooler components to 
the detector, over the nozzle, with fixed or dual changed cross-section in the regulated or unregulated regime. 
This system is shown as the experimental algorithm sketch for measuring principle, on Fig.2.  
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Pressure vessels as coolant suppliers were storages of nitrogen of 360 bars with volumes between 150 to 
700 ccm. Equipment was, supplied by system of valves that provides, gas discharging vs time as in[20] 
to[21]. Temperature transducers in all testing cases were attached on the detector by data fusion assembly 
with A/D converter and the PC. In the cases of self regulated JT coolers feedback measurement loop is 
controlled by back pressure regarding the temperature behavior of detectors measured vs time which 
understood that system was analogous control. 

To use the same loop in the measurement for the pulse regulated coolant flow, the additional PID regulator 
loop was designed as the experimental base for testing simulations. PID then implements short time 
displacement of executive body to open nozzle orifice which controls the flow by portions of coolant. 
Integrated control of temperature measurement in this case was realized using the PC in the loop.  

The full experimental loops flow chart, Fig.3, similar like equipment in paper[22], integrates next 
experimental subassemblies guided from one point, 

-Supply control loops for measuring the coolant discharging pressure and temperature.  
-Ambient conditions temperature control loop, and 
-three control loops of cryocooler performances consists of integration loop for detector temperature, 

control loop for cooler flow regulator and control loop for simulation of  heat loading on detector (Fig. 3).  

 
                                               Figure 3.  Control Loops of experimental setup 

The integrated loops enabled testing of different modular designed Joule Thompson cryocoolers and 
adjusted regulator assemblies, with different requirements of development, research or handling and 
maintaining process during exploitation. 

Joule Thompson cryocooler assembly has to meet the required dimensional demands regarding sensor on 
the missile or other observing equipment which uses Dewar vessel. Researching of improved cooling 
performances by developing new types of Joule Thompson cryocoolers using the same detector in Dewar 
vessel provides this experimental setup. 

-Regulation of current power of heat capacity simulator instead of real used IR detector can also provided 
simulation of detector types and their IR flux in different environmental conditions in the certain 
performances limits. 

-Special chamber which can simulated environmental pressure and temperature conditions, is responsible 
to simulate behavior of the sensor subsystem in the required environmental conditions. 

-different coolant types is, also, possible to simulated including mixed coolant variations. 

4.Thermodynamic flow chart of testing setup 
The quality of cooling and procedure of thermodynamically control applied to the Joule Thompson 

cryocooler, in order to achieve the desired value of cooling temperature, on the detector is represented 
through cycle on the Fig. 4. Representation is based on the values of state for the cryogenic coolant, taking 
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from the input point of coolant state 2 at the initial point of bottle discharging to the output point of coolant 
state 5, in the open end of Dewar vessel. 

This cycle is opened caused by flow of cryogenic coolant gas in the cooling expansion process. Process is 
changeable from the input to the output values, (cycles in Fig. 4), at the beginning of full bottle to the end 
with empty bottle, (dashed curves). 

Full cycle, is controlled by pressure state , while, temperatures , are required values of states guided by 
Joule-Thompson cryocooler subassemblies toward required temperature of detector value. Required 
temperature is achieved after gas state relaxation in the contact of detector surface T3 and heating to the exit 
temperature T4. The mass flow rate of coolant is the regulation performance, determined by density. This 
fact directed to use presentation, pressure , as the controlled value of state, and temperature as the 
guidance values of state  as the functions of density . 

Experimental results of temperature decreasing on the simulated detector Td (T4), Fig.4, are compared by 
period in, the so-called, run-time regime, as the main quality criteria for developing of sensor assembly 
endurance. This criterion determines sensor readiness capabilities to provide operating in required time of IR 
mode.  In the all designed cases of cryocoolers, quality performance reflected to the sensor is feature for 
establishing rapid desired detector temperature, and run time endurance of required temperature regime. The 
time of detector temperature maintaining, in the process 3-4, of thermodynamically cycle presented in Fig.4 
is the measured in this paper, on the experimental setup.  

 
                                                       Figure 4.  Thermal cycle of cooled gas 

The approval of quality for using noted types of regulators is to provide the best behavior of 3-4 process, 
after, the transient temperature regime. Also, quality approval is to maintain the temperature Td in the 
operating required values[10]. This depends of initial state of coolant values. Input flow in Joule Thompson 
cryocooler placed in Dewar vessel starts by the coolant state 1, Fig.4, and is finished by the output state 5. 
Therefore, the flow changes with the environment, is directed by the conditions in a nozzle, process 2-3, by 
the input and output state values of coolant. Changes of these magnitudes have different disturbances, for the 
cases of regulated and unregulated coolant flow. As was mentioned in the paper[1], same citation is valid in 
the form: ''They controls quality of run time processes stabilization after cooldown transient regime, as well 
as provide regulation possibilities to their diminishing, in run time temperature stabilization, after unsteady 
state transients. This is an essential item for any developing type of cooler subassembly consists of Dewar 
vessel with Joule-Thompson cryocooler aimed for purposes detector cooling''. 
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5.Results and discussion  
Temperature of the detector and discharging of bottle represents weaker performances under the same 

conditions used for three types of cryocoolers. The increasing of the average mass flow rate in run-time, 
cooling period, conveyed to the detector can provide shorter cooling. In the free volume of Dewar vessel, 
where the coolant and detector are interconnected, coolant expansion, establishes mass flow rate. Increment 
of mass flow, causes temperature and pressure increasing and reducing of latent heat of evaporation, also, 
affect the cooling of the detector. 

The worst performances, in cooling period regarding temperature maintaining, is the application of 
unregulated Joule-Thompson cryocooler. This type demand the longer time for full stabilization of run-time 
at the desire temperature, Fig.5; curve 1. The consequence was, occurring, the accumulation of coolant mass 
in free volume of Dewar vessel.   

The transfer of heat, in the free volume of regulated cooler (curve 2,3, Fig.5), can be achieved with less 
consumption of coolant by mass flow rate. Conclusion is that, effective control of temperature differences 
between coolant and detector, diminishing coolant accumulation and avoiding moisture level in the heat 
exchanger. The best control capabilities has continuous regulated cooler, because of, missing of time delay 
regarding signal information. This type cryocooler has enough quick response of regulator in their free 
volume zone (curve 2, Fig.5).  

 
Figure 5.  Comparative measured temperature profiles versus cooling period 

The pulsed regulated coolers have analogous-digital control loop, with time delay in transfer of signal 
information. This property causes longer time of response and reaching some shorter regimes operation in 
run-time mode (curve 3, Fig.5). Continuous regulator reaches the longest time of run-time regimes. 
However, respecting that the run-time period for same system depends of regulation temperature, differences 
of run time period duration appears but these can be neglected. They also can show inversely the proportion 
in time duration. Higher temperature of regulation changes run time period according longer time of 
duration. In Fig.5, variation is represented for two temperature magnitudes for both types of regulator. Curve 
2' and 3' represent the pressure drop in the bottle versus time during cooling period. The difference in the 
start pressure for cooling period, for regulated coolers, can be interpreted as a response characteristic of the 
regulator, at the end of cooldown mode.  

The standard deviation of ''run-time'' mode is the different for each type of applied coolers. For 
unregulated cooler assembly, the standard deviation is greater, and its approximately value amount
, than the regulated coolers assembly, . Relative error of a ''run-time'' mode, measured as the mean 
value, for all three types model assemblies, was less than 10%. All mentioned results have performed on 
unique experimental installation. Therefore, the systematic errors are homogeneous, which provides direct 
comparison of all subassemblies. This kind of universal installation shows the best parametrically different 
effects of design solutions. 
  

2.794σ =

1.75σ =

94



 
 

 

6.Conclusions 

The key question of Joule-Thompson cryocoolers is to ensure a stable temperature in a long time of 
cooling with small deviation. This was basically provided for test by new design of experimental setup. 
Then, this point of view, reliable measurement results are shown that the best behavior with the lowest static 
error has regulated coolers with membrane (bellows, self-regulated). This conclusion represents global 
selection of best design proved on experimental setup. The deviations of temperatures were within limits 
0.3K, which represents top level cryogenic tolerances for sensors detectors, measured on experimental setup. 
The desired temperature of the detector, regulated or unregulated cooler assemblies, depend of average mass 
flow rate of coolant, which also shows pressure rate curves measured in this experiments during cooler cycle 
runs. Mass flow rate of regulated cooler increases with reducing the pressure, and mass flow rate of 
unregulated cooler decreases with reducing the pressure taken as the control values of state in the 
experiment. The efficiency of heat exchanger drops in regulated cooler and rises in unregulated cooler, 
which experimental setup shows and tests effectively. 

Modern development of distance surveillance sensor systems requires high sophisticated detecting tools 
which basically can operate as passive rays collecting or active and semi-active rays lighting and reflecting 
systems. Aerospace engineering in defense and high distance space researches developed, last forty years, 
passive infrared (IR), detecting technologies, for observing heat and close light bandwidths characteristic of 
electromagnetic rays. These technologies inherently suffered of permanent and fast continual modernization, 
regarding demands for the sensitive recognizing higher distances heat rays in the high air environment 
altitudes and, also, for the huge cosmic distances in the surveillances of hot space bodies, both, artificial and 
natural rooted. The often used IR technology detectors, as the executive elements of IR sensors, have 
properties which extend many times their recognizing resolution capabilities, for both, distance and hidden 
low temperature objects beyond obstacles, regarding detecting heat ray sources, if the semi conductive 
detector performances would be leveling at the extremely low cryogenic temperatures. In that sense of 
meaning sensors developed for IR recognizing objects, usually are equipped with cryogenic coolers well 
known in the literature as the Joule Thompson micro cryocoolers. Surveillance sensors of aircrafts satellites, 
military and non military UAV (unmanned aerial vehicles) systems, but also, ground mobile and stationary 
surveillance sensors, are all usually equipped with cooled detectors which requires Joule Thompson 
cryocoolers. Micro heat exchanging systems, spread appeared in missiles aerospace engineering in their 
homing heads on the self guided missiles as unavoid subsystem. IR homing heads technology for the 
Antiaircraft defense, ballistic shields in the antiballistic missiles defense, and, also, tactical missiles for the 
ground tactical mobile targets, as it antitank weaponry, is impossible without cooling detectors on the low 
cryogenic temperatures, during sensors active operating time. Different coolant mixtures have been in use 
including Helium mixtures at about 4K degrees, for the most sophisticated missiles homing heads. Micro 
system is the top aerospace technology and it is possible to be mounted at the ammunition of aircrafts and 
rotary wings platforms on the calibers less than one inch. This depends on the coast benefits approvals of 
used appropriate guided sensors. Diminishing of cooling systems price and developing new generation of 
cooled and un-cooled detectors, will improve application spectra of micro cryocoolers technology in 
different sensors for civil and defense technologies, led by airspace actual applied researches.  
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Abstract: The need for compact heat exchangers has led to the development of many types of surfaces 
that enhance the rate of heat transfer, among them and perforated plate heat exchangers, also known as 
Matrix Heat Exchangers. The perforated plate heat exchangers consist of a series of perforated plates that 
are separated by a series of spacers. The present study investigates the heat transfer characteristics of the 
perforated plates package. Perforated plates were 2 mm thick, with holes with 2 mm in diameter and 
porosity of 25.6%. The package of one, two and three perforated plates was set in the channel of the 
experimental chamber at which entrance was a thrust fan with the ability to control the flow. The fluid 
flow rates, the temperatures of the fluids at the inlet and outlet of the chamber and the temperature of air 
between the plates, were measured at the pre-defined locations in the package and the experimental 
chamber. Based on the measurements, heat transfer coefficients for the individual plates, as well as for the 
packages of perforated plates were determined. In further research, an iterative analytical procedure for 
investigation of the heat transfer process and the overall heat transfer coefficient for the package of 
perforated plates was developed. Based on these analytical and experimental results, conclusions were 
drawn about the heat transfer in a package of perforated plates. 
Keywords: Heat transfer, Package, Perforated plate 

1. Introduction 
One of the most important properties of heat exchangers, a part of having a high effectiveness is the need to 
be very compact, i.e. they must accommodate a large surface to volume ratio. This helps in controlling the 
heat exchanger exposure to the surroundings by reducing the exposed surface area. A small mass means also 
a smaller heat inertia. This requirement is particularly important for small refrigerators operating at liquid 
helium temperature. The need of attaining high effectiveness and a high level of compactness together in one 
unit led to the invention of matrix heat exchangers (MHE) by McMation et al. [1]. Matrix heat exchanger 
consists of a package of perforated plates with a multitude of flow passages aligned in the direction of flow, 
allowing high heat transfer in a proper design unit. This exchanger can have up to 6000 m2/m3 surfaces to 
volume ratio [2,3].  
The convective heat transfer characteristics of any heat exchanger surface can be determined using the 
steady-state, periodic test and transient test techniques [2]. For a steady-state method, the temperatures of hot 
and cold fluids entering and leaving the heat exchanger, as well as flow rates are measured, and when steady 
state is achieved it is possible to determine heat flux, thus the overall heat transfer coefficient. In the transient 
technique method, after the steady-state is achieved the temperature of the fluid entering the heat exchanger 
is suddenly changed. The heat transfer coefficient can be determined from temperature-time history data. 
The periodic test techniques represent a variation of the transient method in which the temperature of the 
fluid entering the heat exchanger is continuously varied. 
The goal of this paper is to investigate thermal processes on the air side of an air/water perforated plate heat 
exchanger on the basis of steady-state method. The research was conducted in two directions: experimental 
research of the package of perforated plates with one, two and three plates and an analytical research of the 
package of perforated plates.  
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2. Experimental setup 
In this experiment, an MHE consisting of perforated plates with a porosity of 25,6%, 2 mm thick, with 
square arranged 2 mm in diameter perforations was tested. Each plate was divided into two sections: central 
section through which water flows and peripheral section, through which the air flows. Sections were 
separated by a gasket (Fig. 1). The plates were placed in the channel of the experimental chamber, at which 
entrance was a thrust fan with the airflow from 100 to 300 m3/h. The distance between the plates in the 
package was set to 5 mm in order to provide the access for the measuring equipment (Fig. 2). 

 
Figure 1. A perforated plate with a gasket 

As a heating fluid, water was used, while the heat source was the boiler with adjustable power. Hot water 
enters the collector and flows through the central part of the plate while the heat is transferred from the water 
to the plate.  

 
Figure 2. A package of two plates 

Exchanged heat is further transferred by conduction through the plate towards the edge of the plate, where it 
comes into the contact with the cooler air stream. The heat is then transferred by means of convection from 
the plate to the cooler air stream. 

 
Figure 3. Thermocouples positions on the perforated plate 

For the needs of the experiment, the thermocouples were set on the perforated plate. In total 11 
thermocouples were placed, 5 on each side of the plate (Fig. 3) and one as control thermocouple for the error 
estimation. Heads of thermocouples were covered with thermally conductive paste in order to ensure thermal 
contact between thermocouples and plate. Thermocouples were calibrated before the experiment. Also, the 
temperatures of air at the inlet and the outlet of the chamber were measured by thermocouples. 
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The cold end of thermocouples was obtained as a mixture of water and ice. During each experiment, the air 
flow, water flow, temperatures at the inlet and outlet of the chamber, plate temperatures, and temperatures of 
air between the plates were measured. Measurements were conducted when the thermal equilibrium was 
achieved, i.e. when the change of the water temperature was less than 0.1 K [4]. 
The scheme of the experimental setup is presented in the Fig. 4. During the experimental research the 
following assumptions were made: 

• The first plate in the package of two plates acts as the first plate in the package of two or more 
plates; 

• The second plate in the package of two plates acts as the last plate in the package of two or more 
plates; 

• The second plate in the package of three plates acts as the inner plates in the package of three or 
more plates.made: 

 
Figure 4. Experimental setup: 1 – boiler, 2 – pump, 3,4 – pt probes, 5 – ultra sonic water flow meter,6 – acquisition 

unit, 7 – fan unit, 8 – fan speed control, 9 – cold end of thermocouples, 10 – thermocouples,11 – Alonre balometer, 12 – 
millivoltmeter, 13 - chamber 

According to these assumptions the packages of one, two and three plates were formed. The convective heat 
transfer rate wQ  from the water side is equal to 

 .TcVQ wwwww ∆=  ρ  (1) 

Similarly, the heat transfer rate of air side is equal to 

 .TcVQ LpLLL ∆=  ρ  (2) 

The heat transfer rate for the perforated plate was calculated as the average value of water and air side as 
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For the analysis, only measurements with the error less than 10% were used [5]. The overall heat transfer 
coefficient α is defined as 
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where ΔΘ is the difference between the average air temperature and the average temperature of perforated 
plates while F is the overall heat exchanger surface on the air side. The partial heat transfer coefficients were 
determined on the basis of the air temperature difference on the upwind and downwind side of the observed 
plate and the average plate temperature 
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where iα represents heat transfer coefficient for the i-th and ∆Θi represent the difference between the 
average plate temperature and the average air temperature. The obtained results for the individual heat 
transfer coefficients have been presented on the fig. 5. 

 
Figure 5. Heat transfer coefficients on the air side for the a) package of one plate, b) the first and the second plate in 

the package of two plates, c) middle plate in the package of three plates 

3. Analytical research 
For the additional analysis of the heat transfer process an analytical model was established under the 
following assumptions: 

• The temperature of the perforated plate is constant; 
• Heat transfer coefficients for individual plates are calculated according to experimental data 

presented in figure 5; 
• The air temperature field in front of the package, between plates in the package and behind the 

package is constant. 

According to some researchers, the overall heat transfer coefficient for the package of n perforated plates 
could be calculated as [3,6,7] 
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In this way, it would be possible to calculate the heat transfer coefficients for the package of perforated 
plates in the function of air flow, a number of plates and their position in the package. For the analytical 
analysis the iterative calculation was done: 

1. The air temperature at the inlet (upwind of the first plate) was set; 
2. In the first iteration, the air temperature downwind the first plate is assumed to be equal to the 

temperature at the inlet; 
3. The plate heat flux value was calculated as  
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where heat transfer coefficient was set according to the results of measurement (Fig. 5). 
4. On the basis of the obtained value for the heat flux, the new corrected value of the air temperature 

downwind the observed plate is calculated as 
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The iteration procedure was carried out until the convergence criteria of 0,1% were achieved. In the further 
calculation, the obtained value of the air temperature downwind the first plate becomes the inlet value for the 
second plate and the new series of iterations are done. 

4. Results and discussion 
The comparison of measurements and analytical results for the air temperature in the package of three plates 
is presented in figure 6. The maximal deviation of experimental and analytical results was under 6,5%. 
Further in figure 7 are presented results for obtained heat transfer coefficient according to algebraic relation 
presented with the eq. 6, results of the of the analytical model and experimental results. 
As it could be seen there is a good agreement between these results with the acceptable margin of error, and 
the obtained result justifies the analytical model. 
The analysis have shown that with increasing number of plates the overall heat transfer coefficient becomes 
a constant, tending to the value of heat transfer coefficient for the inner plate (Fig. 5 and 8), what could be 
expected according to the eq. 6.  
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Figure 6 Air temperatures profile for the air flow of a) 100 m3/h, b) 200 m3/h, and c) 300 m3/h 

 

 
Figure 7. Heat transfer coefficient for the package of three perforated plates 

In the figure 8 are presented results for the package of three to eight plates and air flow of 200 m3/h. The 
analysis have shown that with the increasing number of plates the overall heat transfer coefficient becomes a 
constant, tending to the value of heat transfer coefficient for the inner plate (Fig. 5 and 8). 
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Figure 8. Heat transfer coefficient variation with increase of number of perforated plates 

5. Conclusions 
In this paper, an experimental and analytical research of the heat transfer process in the package of perforated 
plates was done. On the basis of experimental research, the heat transfer coefficient was determined for 
individual perforated plate regarding the air flow rate and its position in the package. In the second part of 
the research, the overall heat transfer coefficient was investigated. In order to conduct the research, a simple 
analytical model was derived. The results have shown that after the five plates in the package, heat transfer 
coefficient stabilize itself around the value of heat transfer coefficient for the inner plate. 
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Nomenclature 
 

Latin symbols 

 
– Heat capacity, in [Jkg-1K-1]. 

 – Area, in [m2]. 

 – Mass flow rate, in [kg s-1]. 

 
– Heat flux, in [W].  

 – Temperature, in [K] 

Greek symbols 

 – Heat transfer coefficient, 

in [W m-2K-1]. 

 – Density of the fluid, in [kg m–3]. 

Subscripts 

 – Average 

  Downwind 

 – Inlet 

 – Air 

 – Upwind 

 – Plate 

 – Water 
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Abstract: In this paper are presented results of an experimental research of the effects of adding a 
supplementary component on the combustion of the primary fuel at a gasoline engine. This research was 
done considering strict restrictions on vehicle exhaust emissions and campaign for developing fuel-
efficient vehicles. The experimental research was carried out under laboratory conditions on a gasoline 
engine of a passenger car equipped with a catalytic reactor that is used for generating the supplementary 
component that improves the energy value of the combustion process of the primary fuel which reflects in 
consumption reduction, emission reduction of harmful and toxic substances in exhaust gases, increasing 
engine performances and so on. The analyzed catalytic system was easily installed on the test car without 
some significant modifications of the engine. It does not additionally overload the vehicle electronic 
systems, and it is completely self-regulating because the amount of the produced gas should be directly 
dependent of the engine load. The tested car utilizes the sequential multipoint fuel injection system of 
petrol and liquefied petroleum gas as the primary fuels, but, the proposed system can be installed at diesel 
engines as well, all engine generations, and it can be combined to be suitable for different engine 
capacities.  

Keywords: Catalytic Reactor, Supplementary Component, Combustion, Gasoline Engines 

1. Introduction 
Internal combustion engines are heat engines where the combustion of  fuel occurs with an oxidizer (usually 
air) in a combustion chamber that is an integral part of the working fluid flow circuit. In an internal 
combustion engine the expansion of the high-temperature and high-pressure gases produced by combustion 
applies direct force  typically to pistons. This force moves the piston over a distance, transforming chemical 
energy into useful mechanical energy for propulsion of vehicles and portable machineries. Internal 
combustion is advantageous since it can provide high power-to-weight ratios together with high fuel 
conversion efficiencies and relatively easy operation. These engines are used in transport in all vehicles 
(automobiles, trucks, motorcycles, boats, and in a wide variety of aircraft and locomotives). They are also 
widely used for agricultural applications and industrial sectors. Such a large representation has led to the fact 
that their exhaust emissions are harmful to natural environment and living beings [1,2]. Much effort is being 
paid worldwide to reduce the major gasoline exhaust contaminants: carbon monoxide (CO), hydrocarbon 
(HC), carbon dioxide (CO2) and polycyclic aromatic hydrocarbons (PAHs), as well as the major diesel 
exhaust emissions contaminants: nitrogen oxides (NOx) and particulate matter (PM) [3]. There have been 
many researches dedicated for developing modern mechatronic automotive systems [4-6], discovering 
renewable and alternate fuels [7-10], or using gas enriched fuel mixture [11-14]. Furthermore, the technology 
“fuel reformer" exists and gives a significant increase in fuel economy and contribution to the reduction of 
harmful gases [15,16]. Many inventors have made different types of fuel reformers, and one of them is the 
Multi-Fuel Processor (PMC - Processeur Multi-Carburants) that is patented technology by the inventor Paul 
Pantone [17,18]. One of the successfully applied applications of this technology stands that it is already 
sufficient to process only the water through the PMC reactor [17]. In that way G Pantone system (G – Giller, 
the name of the inventor) has been developed as an efficient catalytic generator of the supplementary 
component, which mixed with the primary fuel of an internal combustion engine improves the energy value 
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of the combustion process giving reduction in the primary fuel consumption, reduces pollution, increases 
engine life and reduces noise levels. In this paper are presented results of an experimental research of the 
effects of adding a supplementary component generated by a catalytic device Reactor S-1, which is 
developed using the G Pantone technology, on the combustion of the primary fuel at a gasoline engine. 

2. Description of tested catalytic device Reactor S-1 
The tested catalytic device Reactor S-1 represents a basic unit applying to motor vehicles with engines up to 
2000 cm2 of capacity. Doubling the basic unit of the catalytic device Reactor S-1 a catalytic device Reactor 
TWIN-2 can be obtained for using at engines of higher capacities (from 2000 to 4000 cm2). Combination and 
multiplication of catalytic devices Reactor S-1 and/or Reactor TWIN-2 an optimal device-reactor can be 
implemented corresponding to the engine capacity of the vehicle. The appropriate combination of basic units 
influences the multiplication of the quantity of the generated supplementary component.  
The basic unit of the catalytic devices Reactor S-1 is oval with threads at endings M14x1.5 and 25 mm in 
length designed for easy installation. The outer layer of the reactor is made of steel, while the interior of the 
reactor is made according to the technology of the PMC reactor. External dimensions are: diameter Ø17 mm 
and length 110 mm, while the weight is 0.210 kg. The basic unit of the tested catalytic device Reactor S-1 is 
shown in Fig. 1. 

 
Fig. 1. The basic unit of the catalytic device Reactor S-1 

3. Description of gasoline engine equiped with tested catalytic device Reactor S-1 
The experimental research of effects of adding a supplementary component generated by the tested catalytic 
reactor Reactor S-1 on the combustion of the primary fuel at a gasoline engine was done on the examined 
system consisted of: 

- the basic unit of the tested catalytic reactor Reactor S-1, 
- a bubbler representing a distilled water tank, 
- a diffuser of the supplementary component placed on the engine intake manifold, 
- two tubes for transporting humid air and the supplementary component. 

The schematic diagram of the examined system with tested catalytic device Reactor S-1 is shown in Fig. 2, 
while the actual examined configuration for testing the embedded catalytic device Reactor S-1 on the test 
gasoline engine of the passenger car Honda Jazz 1.2 i-DSI is shown in Fig. 3. The tested car utilizes the 
sequential multipoint fuel injection system of petrol and Liquefied Petroleum Gas (LPG) as the primary fuels 
in which the engine control unit calculates the amount of petrol/LPG required for optimum combustion in a 
closed loop operation according to data of engine sensors used in electronic fuel injection systems such as a 
throttle position sensor, a coolant temperature sensor, a camshaft or crankshaft position sensor, an air mass 
flow  manifold absolute pressure sensor and an exhaust gas oxygen sensor. The tested catalytic device 
Reactor S-1 was installed in the exhaust system of the test vehicle, just before the catalytic converter, Fig. 4, 
while the diffuser of the generated supplementary component for the combustion of the petrol/LPG was 
placed on the test engine intake manifold, Fig. 5. The working principle of the examined system of the 
catalytic device Reactor S-1 can be described according to the schematic representation of Fig. 2. Due to the 
vacuum in the intake manifold of the engine there was the suction of a certain amount of the ambient air into 
the tank with the distilled water through the one-way valve. The sucked air formed the humid air by passing 
through water. On that occasion, there was a "bubbling" of the water in the tank, Fig. 6, so the tank is called 
the "bubbler". In this way humidified air was transformed, by passing through the tested catalytic device 
Reactor S-1 heated by the exhaust gases, to the supplementary component for the combustion of the 
petrol/LPG. The catalytic function of the tested Catalytic Reactor S-1 is activated when the engine reaches its 
operating temperature, so the operating temperature of the catalytic device was about 300 0C. The generated 
supplementary component for the combustion of the petrol/LPG was then doped via a diffuser into the 
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engine intake manifold where it was mixed with the intake air. The resulting mixture went further through 
the intake manifold to the intake port of each cylinder's intake valve where the petrol/LPG injector injects 
fuel and after that into the cylinder where the combustion was performed. 

 
Fig. 2. The schematic diagram of the examined system with tested catalytic device Reactor S-1 

         
Fig. 3. The examined configuration for testing the catalytic device Reactor S-1 

 
Fig. 4. The installation position of the tested catalytic device Reactor S-1at the exhaust vehicle system 
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Fig. 5. The installation position of the diffuser at the inlet manifold of the supplementary component for the combustion 

of the primary fuel 

 
Fig. 6. The "Bubbler" as the water tank  

4. Testing results of gasoline engine equiped with tested catalytic device Reactor S-1 
In order to test the effects of adding the supplementary component on the combustion of the primary fuel at 
gasoline engines the examined configuration shown on Fig. 3 was used. It represents the test gasoline engine 
of the passenger car Honda Jazz 1.2 i-DSI with a catalytic device Reactor S-1 installed in the exhaust pipe. 
The measuring devices that were used for the measuring purposes were BOSCH modular vehicle system 
analyser FSA 740 with KTS 540 ECU diagnostics tester (for measuring RPM of the engine crankshaft, 
Manifold Absolute Pressure (MAP), ignition advance angle, fuel injection time and Short-Term Fuel 
Trim (STFT) and Long-Term Fuel Trim (LTFT)) and BOSCH BEA 350 exhaust gas analyzer (for measuring 
concentration of CO, CO2, O2 and HC). In order to perform the proper analysis of the quality of exhaust 
gases the catalyst of the exhaust system of the test vehicle was temporarily removed. This was done in order 
to analyze, at the exit of the exhaust vehicle system where was the measuring place, the composition of the 
exhaust gas corresponding to that which comes directly from the engine and is not affected by the action of 
the catalyst. The exhaust gas analyzer was calibrated before the experiment by using the standard mixture of 
gases. In Tab. 1 the main characteristics of the test gasoline engine of the passenger car Honda Jazz 1.2 i-DSI 
are shown. 
Tab. 1. The main characteristics of the test gasoline engine of the passenger car Honda Jazz 1.2 i-DSI 
Engine label: L12A1 
Engine type: Fourstroke inline gasoline engine 
Bore x Stroke: 73.0 mm × 74.4 mm 
Displacement: 1246 cc 
Compression ratio: 10.8:1 
Power: 57 kW @ 5,700 rpm 
Torque 110 N·m @ 2,800 rpm 

Tab. 2. The results of the testing of the gasoline engine of the passenger car Honda Jazz 1.2 i-DSI equipped with a 
catalytic device Reactor S-1  
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 mixture of air and 
petrol 

mixture of air and 
petrol and 

supplementary 
component 

mixture of air and 
LPG 

mixture of air and LPG 
and supplementary 

component 

 idle AC RPMs idle AC RPMs idle AC RPMs idle AC RPMs 
RPM [min-1] 698 841 2298 689 844 2244 693 847 2279 748 843 2181 
MAP [kPa] 29 47 23 45 50 26 29 47 23 42 51 26 

ignition 
advance angle 

[o] 
2 3.5 21.5 -11.5 3.5 21.5 2 2 21.5 -5.5 5.0 21.5 

injection time 
[ms] 2.3 4.1 2.0 3.5 4.3 2.2 2.0 4.0 1.8 3.1 4.3 1.9 

STFT [%] 1.1 1.05 1.04 1.02 1.01 1 0.88 0.95 0.95 0.95 1.02 1.02 
LTFT[%] 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
CO [%] 0.672 0.593 0.745 0.629 0.550 0.694 0.603 0.563 0.686 0.557 0.525 0.607 
CO2 [%] 13.32 13.78 13.50 13.55 13.91 13.65 12.56 12.70 12.61 12.65 12.80 12.66 
O2 [%] 1.45 0.92 1.25 1.51 1.24 1.41 1.19 0.88 1.16 1.25 1.06 1.22 

HC [ppm] 585 315 286 494 460 279 563 336 319 488 456 311 
 

The testing of the effects of adding the supplementary component on the combustion of the primary fuel at 
the test gasoline engine of the passenger car Honda Jazz 1.2 i-DSI equipped with a catalytic device Reactor 
S-1 was conducted for combusting the mixture of intake air and petrol/LPG and the mixture of intake air and 
petrol/LPG and the supplementary component for the combustion of the primary fuel. Each of these tests was 
done for three different engine loads. The first testing was done for the idle speed of the engine, the second 
for the increased idle speed of the engine loaded with the air condition equipment activated and the third for 
the increased RPM of the engine. The total number of the performed tests was twelve. The results of this 
testing are shown in Tab. 2. 
The test results are displayed graphically as well in Tab. 3, for better detecting manifested differences. 
Tab.3. The comparison of the results of the testing of the gasoline engine of the passenger car Honda Jazz 1.2 i-DSI 
equipped with a catalytic device Reactor S-1  

   
a) b) c) 

   
d) e) f) 
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g) h) i) 
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The analysis of results of testing the gasoline engine of the passenger car Honda Jazz 1.2 i-DSI equipped 
with a catalytic device Reactor S-1 from Tab. 2 and Tab. 3 suggests the following considerations for the 
cases of combusting exclusively the mixture of intake air, petrol/LPG and the supplementary component. 
The main observation is that the behavior of the examined parameters in the cases of the combusting the 
mixture of intake air and either petrol or LPG with the addition of the supplementary component is generally 
similar, except for the short-term fuel trim. 
Considering the engine parameters it can be noted that the value of the manifold absolute pressure is slightly 
greater, the angle of the ignition advance changes its sign at the idle speed, the time of the injection is 
somewhat longer, as well as that there is no influence on the long-term fuel trim, but the impact exists for the 
short-term fuel trim where the change of this parameter is opposite for the combusting the mixture of intake 
air and petrol/LPG with the addition of the supplementary component.  
For the exhaust gases parameters it is to be observed that the concentration of CO decreases, while, at the 
same time, the concentration of CO2 increases, which is associated with improving the energy value of the 
combustion process. The combustion of the mixture of intake air, petrol/LPG and the supplementary 
component leads to an increase in the value of the coefficient of excess air λ represented in increased the 
concentration of O2 in relation to the engine operation with the primary fuel – petrol/LPG. Finally, it can be 
noted the constant declination of the concentration of HC. 
 

5. Conclusion 
In this paper the results of an experimental research carried out under laboratory conditions of effects of 
adding a supplementary component generated by the catalytic device Reactor S-1on the combustion of the 
primary fuel petrol/LPG at the test gasoline engine of the passenger car Honda Jazz 1.2 i-DSI were reported. 
This paper represents the continuation of the experimental research of effects of adding a supplementary 
component generated by a catalytic reactor on the combustion of the primary fuel at internal combustion 
engines on a sample of an outdated carbureted engine [19]. Here, the results are presented for the 
experimental research done on a contemporary engine that utilizes the sequential multipoint fuel injection 
system of petrol/LPG in which the engine control unit calculates the amount of petrol/LPG required for 
optimum combustion in a closed loop operation according to data of engine sensors. Based on these results it 
can be concluded that the combustion of the mixture of intake air and petrol/LPG together with the generated 
supplementary component for combustion of the primary fuel improves the energy value of the mixture and 
the combustion process resulting in reduction in the emission of harmful and toxic substances in the exhaust 
gases (CO and HC concentrations). However, by analyzing the values obtained with the MAP sensor it can 
be seen that the injection time directly monitors the pressure in the intake manifold of the engine and weakly 
depends on other values. The ECU has preset reference parameters (maps) for the injection time as a 
function of the intake manifold pressure. Based on this it can be concluded that the ECU registers the sucked 
supplementary component into the intake manifold at the proposed site as a rise of the pressure in the in the 
intake manifold and because of the pressure increase (changing the reference parameter) automatically 
increases the injection time, which points out that the fuel consumption increases, according to the preset 
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map. This fact indicates that the place of the diffuser for letting the supplementary component into the intake 
manifold is not adequate and that it should be relocated, taking into account the need of achieving vacuum 
which would provide the suction of a certain amount of the ambient air through the water tank forming the 
humidified air that is transformed by passing through the tested catalytic device Reactor S-1 heated by the 
exhaust gases to the supplementary component. Another fact that is particularly conspicuous and which 
confirms the need to relocate the suction place of the supplementary component is a phenomenon of 
displacement of the ignition advance angle after the top dead center for the case of the combusting with the 
supplementary component at the idle speed. This is because the ECU tries to maintain RPM of the crankshaft 
at the idle value although the increased pressure in the intake manifold causes the extend injection time and 
the stronger energy value of the combusting mixture resulting in increased RPM. The ECU must reduce 
engine power to slow down RPM to the idle value. This can be done if the ignition is moved to late. In 
addition, displacement of the ignition advance angle after the top dead center can also be due to the 
occurrence of self-ignition and detonations inside the cylinder. The addition of the supplementary component 
causes uncontrolled burning of the combusting mixture, which is detected by the ECU and it automatically 
reduces the ignition advance angle until stopping the detonation. LPG is compared to petrol more resistant to 
self-ignition which is represented with the less ignition advance angle for LPG (-5.5) than petrol (-11.5). 
The unique principle of the proposed catalytic devices Reactor S-1 provides installation on any type of 
internal combustion engine (diesel/petrol), both for new and old generations (injector/carburetor). By an 
appropriate combination of the basic units of the catalytic device Reactor S-1 it is possible to obtain adequate 
response in the quantity of the generated supplementary component for combustion of the primary fuel 
corresponding to different capacities of engines vehicles.  The installation is easy, as well as the removal. It 
does not require modification of engine feed/fuel injection systems. There is no additional load on electronic 
systems of vehicles. The system is completely self-regulating, the amount of the produced gas is directly 
proportional to the engine load because of the sucking principle of the humid air. The lack of electronics, 
complex, dynamic mechanisms, circuits, pumps, high-pressure cylinders and similar makes the system 
highly reliable and easy to operate for extended periods of time and under all environmental conditions. 
Vehicle equipped with this system is not subject to any additional registration and does not require periodic 
specialized diagnostics. The system works on distilled water, does not contain hazardous substances or 
materials. It is not necessary to store the generated supplementary component for combustion of the primary 
fuel combustible. It is produced at the last stage in the catalytic reactor and immediately enters through a 
diffuser into the engine air intake where it is mixed with filtered ambient air. 
 

References 
[1] Wargo, J., Wargo, L., Alderman, N., The Harmful Effects of Vehicle Exhaust: A Case for Policy Change, Jane 

Bradley, Environment and Human Health Inc., 2006 
[2] Lu, J., Environmental Effects of Vehicle Exhausts, Global and Local Effects: A Comparison between Gasoline 

and Diesel, School of Business and Engineering (SET), Halmstad University, Halmstad, Sweden, 2011 
[3] Rossman, R. E., The Effect of Vehicular Emissions on Human Health, Yale-New Haven Teachers Institute, Yale 

University, New Haven, Connecticut, USA, 2009 
[4] Braess, H. H., Seiffert, U., Handbook of Automotive Engineering, SAE, Warrendale, Pennsylvania, USA, 2005 
[5] Bosch Automotive Handbook, Robert Bosch GmbH, 2011 
[6] Halderman, D. J., Automotive Technology: Principles, Diagnosis and Service, Prentice Hall, 2009 
[7] McKinney, J., Smith, C., Freeman, A., Magana, P., Chapman, D., Benefits Report for the Alternative and 

Renewable Fuel and Vehicle Technology Program, California Energy Commission, Fuels and Transportation 
Division, Sacramento, California, USA, 2011 

[8] Alternative fuel vehicle, http://en.wikipedia.org/wiki/Alternative_fuel_vehicle 
[9] Flexible-fuel vehicle, http://en.wikipedia.org/wiki/Flexible-fuel_vehicle 
[10] Federal Energy Management Program: Energy Policy Act of 2005, U.S. Government Printing Office, 

www1.eere.energy.gov/femp/pdfs/epact_2005.pdf 
[11] Al-Rousan, A. A., Reduction of fuel consumption in gasoline engines by introducing HHO gas into intake 

manifold, International Journal of Hydrogen Energy, Volume 35, Issue 23, 2010 
[12] Anh, T. L., Duc, K., Tran Thi Thu, H., Cao Van, T., Improving Performance and Reducing Pollution Emissions of 

a Carburetor Gasoline Engine by Adding HHO Gas into the Intake Manifold, SAE Technical Paper, 2013-01-
0104, 2013 

[13] Musmar, S. A., Al-Rousan, A. A., Effect of HHO gas on combustion emissions in gasoline engines, Fuel, Volume 
90, Issue 10, 2011 

111

http://www.hh.se/english.5_en.html
http://cleanquietrecreation.org/the-effect-of-vehicular-emissions-on-human-health-r-e-rossman-yale-new-haven-teachers-institute-aug-2009/
http://cleanquietrecreation.org/the-effect-of-vehicular-emissions-on-human-health-r-e-rossman-yale-new-haven-teachers-institute-aug-2009/
http://www.amazon.com/s/ref=ntt_athr_dp_sr_1?_encoding=UTF8&field-author=Robert%20Bosch%20GmbH&search-alias=books&sort=relevancerank
http://en.wikipedia.org/wiki/Alternative_fuel_vehicle
http://en.wikipedia.org/wiki/Flexible-fuel_vehicle
http://www1.eere.energy.gov/femp/regulations/epact2005.html
http://www.sciencedirect.com/science/journal/03603199/35/20
http://www.sciencedirect.com/science/journal/00162361/90/10
http://www.sciencedirect.com/science/journal/00162361/90/10


 

[14] Yilmaz, C. A., Uludamar, E., Aydin, K., Effect of hydroxy (HHO) gas addition on performance and exhaust 
emissions in compression ignition engines, International Journal of Hydrogen Energy, Volume 35, Issue 20, 2010 

[15] Gable, C., Gable, S., Hydrogen Reformers for Fuel Cell Vehicles, 
http://alternativefuels.about.com/od/researchdevelopment/a/hydrogreformers.htm 

[16] Fuel Saving and Pollution Cutting Retrofitting Modifications, Panacea-BOCAF On-Line University, 
http://www.panaceatech.org/Fuel%20Saving%20&%20Pollution%20Cutting%20Modifications.pdf 

[17] Pantone Motor, Panacea-BOCAF On-Line University,  
http://www.aktion-kehrwoche.com/de/wp-content/uploads/2010/06/pantone_motor.pdf 

[18] Pantone, P., Fuel pretreater apparatus and method, US patent number 5794601, 1998 
[19] Milošević, M., Pešić, J., Nikolić, B., Milenković, M.,  An Experimental Research of Effects of Adding a 

Supplementary Component Generated by a Catalytic Reactor on the Combustion of the Primary Fuel at Internal 
Combustion Engines, Proceedings of 16th Symposium on Thermal Science and Engineering of Serbia SIMTERM 
2013, ISBN 978-86-6055-044-8, Sokobanja, 2013, pp. 408-416. 

 
 
 

112

http://www.sciencedirect.com/science/article/pii/S0360319910013595
http://www.sciencedirect.com/science/article/pii/S0360319910013595
http://www.sciencedirect.com/science/article/pii/S0360319910013595
http://www.sciencedirect.com/science/journal/03603199
http://www.sciencedirect.com/science/journal/03603199/35/20
http://alternativefuels.about.com/od/researchdevelopment/a/hydrogreformers.htm
http://www.panaceatech.org/Fuel%20Saving%20&%20Pollution%20Cutting%20Modifications.pdf
http://www.aktion-kehrwoche.com/de/wp-content/uploads/2010/06/pantone_motor.pdf


Experimental Determination of the Minimum Fluidization Velocity of 
Two-Component Fluidized Bed 

 

Jelena N. Janevskia(CA), Branislav V. Stojanovića, Mladen M. Stojiljkovića 

 
a)Faculty of Mechanical Engineering, University of Nis, Serbia 

djoje@masfak.ni.ac.rs 
banes@masfak.ni.ac.rs 

mladens@masfak.ni.ac.rs 
 

 

Abstract: In this paper an experimental investigation into the influence of inert material on the 
minimum fluidization velocity of two-component fluidized bed is presented. A plastic 
granulate with specific characteristics was used as the inert material. Granular zeolites in the presented 
experiment, are widely used in industry, agriculture and ecology. For this reason, zeolites are considered 
to be „a mineral with a future“. The fluidized bed, which consists of a mixture of zeolites and the inert 
material (polyethylene plastic balls) passes gradually into the fluidization state because each 
material has its own minimal fluidization velocity. Removal of particles from the layer 
(elutriation), that is their tendency to separation, has an influence on fluidization two-
component layer curve.  

Keywords:  fluidized bed, two-component, particles, zeolite 
 
 
Introduction 
 

Fluidization is commonly defined as "the operation by which the fine solids are transformed 
into a fluid-like state through contact with a gas or liquid". Fluidized beds are known for their high 
heat and mass transfer coefficients, due to the high surface area-to-volume ratio of fine particles. 
Fluidized beds are used in a wide variety of industrial processes such reaction, drying, mixing, 
granulation, coating, heating and cooling. 

Fluidization intensifying heat and mass transfer between phases, provides high heat 
capacity, offers a high degree of mixing of materials used in the process and facilitates the handling 
and transport of particles (Srinivasakannan and Balasubramanian). Bubbling fluidized beds are 
widely used in industrial processes because of both the good mixing and contact of the gas and solid 
phases and the high rates of heat transfer ((Geldart, 1986) and (Kunii and Levenspiel, 1991)). It is 
well known that the behaviour of gas-fluidized systems is closely dependent on the properties of the 
solid particles, fine content, cohesiveness, etc. (J.-P. Couderc). Group B powders of Geldart`s 
classification contains most of the materials of the medium-range size and density, sand being a 
typical example. For these powders bubbling starts at incipient fluidization ( 1=mfmb uu ). There is 
no evidence of a maximum bubble size and most bubbles rise more quickly than the interstitial gas.  

Zeolite is one of the most natural substances known to man and has the unique ability to 
attract the compounds responsible for odors, trapping them inside its crystal structure. 

• Zeolites were discovered in 1756. 
• Zeolite means "boiling rock" on account of the fact they violently boil and give off water 

when heated. 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
 

 

 

113

mailto:djoje@masfak.ni.ac.rs
mailto:banes@masfak.ni.ac.rs
mailto:mladens@masfak.ni.ac.rs


• There are about 150 zeolite structural types of this mineral, 50 natural and the rest synthetic. 
• Zeolites consist of silicon, aluminium, oxygen and metal ions (sodium, calcium, potassium), 

in a structure like hollow cages. 
• Inside these cages are exposed negative charges which give zeolites unique properties. 

As a result of the general characteristics of natural zeolites there are three main fields of 
their application: industry, agriculture and ecology. Zeolites are extensively used as an addition for 
cattle and poultry feed, aiming at increasing the rate of animal growth and productivity and 
decreasing illness and food consumption. There are more than 40 types of zeolites. They differ by 
structure (acicular, layered, fibrous, platy) or biogenous properties. Zeolite is a unique mineral that 
absorbs the toxins, free radicals, and metals from your body, as well as boosts the immune system. 
It has proved to balance the body’s pH and create an environment in which foreign cells cannot 
grow. This mineral has been shown in independent studies to be effective fighting certain types of 
cancer, partially because it creates a hostile environment for cancerous cells to grow.  Because of its 
characteristics to being able to absorb humidity well, natural zeolites were used in this investigation 
as being representative of granular materials which, according to Geldart`s classification, belong to 
the group B. In this paper an analysis of the experimental determination of the minimum 
fluidization velocity of two-component fluidized bed is shown. 
 
 
Fluidization of binary mixtures 
 

Mixtures of solids characterized by broad distributions of size/or density are often processed 
in fluidized beds. Typical examples are: solid fuels combustors/gasifiers; catalytic polymerization 
reactors; solids mixers and classifiers and solids dryers. In binary mixtures the transition of 
fluidization in a fluidized state occurs gradually. The reason for the existence of the transitional area 
is that the finer particles pass into a fluidized state at lower fluid velocities, which also leads to 
stratification in the layer. Size of the transitional area depends on the physical properties of particles 
and increases with the difference of physical properties of particles. In the figure 1 is given 
fluidization curve that is obtained during the transition of binary mixtures in fluidized state. 
 

 

Fig. 1.  Two-component mixtures fluidization 
a) the whole mixed layer   b) the whole stratified layer   c) partially mixed / stratified 

 
In two-component mixture, generally speaking, the mixture components have different 

minimum fluidization velocity. What will the curve obtained during the transition of layer in a 
fluidized state depends on whether the particles have a tendency to separation or not. Globally, the 
layer can be fully mixed, fully stratified or partially mixed and partially stratified (figure 2). 
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Fig. 2.  Potential composition of two-component mixtures layer 
a) the whole mixed layer   b) the whole stratified layer   c) partially mixed / stratified 

Mixing index 
 

Nonuniformity of solids composition in the bed has been frequently expressed by the ratio 
of the jetsam concentration in the upper layer of the bed to the average jetsam fraction XJo.. 
Experimental evidence suggests that the solids composition profile along the bed is not uniquely 
related to this ratio. The mixing index M has been defined as: 
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where H* is the static bed height in the completely segregated state. According to the definition, M 
is a measure of the deviation between the actual solids composition profile and that associated with 
the completely segregated state, ( )zX J

∗ : jetsam particles segregated at the bed bottom 1=∗JX  and 
flotsam particles at the top ( 0=∗JX ). The index M, normalized with respect to the condition of 
completely mixed state (XJ=XJ0 troughout  the bed) ranges between 0 and 1. 

Determination of minimum fluidization velocity of multicomponent layer whose particles 
have not a tendency toward separation, (the case fully mixed layer), is the same as for single 
component materials. In determining the minimum fluidization velocity of multicomponent layers 
whose particles have a tendency to partial or full separation, it is necessary to consider that the fluid 
velocity is adopted as the minimum fluidization velocity. Some authors (Nienow 1985, Oka 1994) 
for the minimum fluidization velocity of multicomponent layers adopt the velocity of fluid which is 
obtained as the usual way intersection extrapolated lines left and right branches of curves of 
fluidization. For such a defined minimum fluidization velocity mixture uses the term apparent 
minimum fluidization velocity Umfp. The minimum fluidization velocity Umf of binary mixture of 
particles is a function of two types of particles (Table 1) and their relative concentrations (Aznar 
and other). The component with the lower rate of fluidization is often called a liquid component, 
and other dense component (Rowe 1976). Chiba et al (1979) show that Umf is dominant feature in 
the layer: segregation or mixing.   

In the literature one can find a variety of technologies that define and determine the 
minimum fluidization velocity of binary mixtures. Bilbao et al (1987) have conducted experiments 
in a glass column of diameter 80 mm with a porous plate as the distributor. The air at room 
temperature was used as an agent for the fluidization of different materials in the two-component 
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mixture of quartz sand and chopped straw. From their experimental data were obtained an empirical 
equation that can calculate the minimum fluidization velocity of mixture: 
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From the equation it is possible to observe the dependence of the minimum fluidization 

velocity of several parameters such as: diameters of the particles of sand and straw, their density, 
the volume percentage of sand in the bed, minimum fluidization velocity straw-sand mixture, the 
minimum fluidization velocity of sand, the assumed minimum speed straw.  
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Formisani et al (2007) in their work investigating the influence of density difference 
between the specific components on the segregation process of binary fluidization layers. The 
behavior of such systems is characterized by the replacement of the traditional concept of 
"minimum fluidization velocity" two-component mixture with the "interval of fluidization velocity"  
that is confined to "initial" and "final"  fluidization velocity. 
 
 
Experimental research 
 

The experimental investigation was performed on a laboratory apparatus. The scheme of the 
apparatus is schown in Figure 1. During the construction of the apparatus the following was taken 
into account: 

• the need for visual monitoring of the behavior of the fluidized bed 
• the apparatus dimensions should be enough large to consider the measurement results as 

representative for the design of the industrial equipment 
• the range of working parameters during the process examination should be as broad as 

possible 
• the construction of the air distributor should be such that the ratio of the pressure loss 

through the distributor and the bed is within normal industrial limits 
 
 

 
Fig. 3. Laboratory apparatus: 1 – active part; 2 – granular material; 3 - association for soothing 

air flow; 4 – electric air heater; 5 - section for measuring air flow with the measuring aperture; 6 - 
fan with variable speed; 7, 8, 9 - devices for process measurement, regulation and recording; 

 
The apparatus consists of measurement component, an air supply, and a device for the process 

measurement, regulation and recording. The inner diameter of the active part is 120 mm and its 
height is 900 mm. In order visually to monitor the process, the monitoring window is made of 5 mm 
thick plexiglass. The working part of the chamber for the air flow stabilization is fastened by a 
special ring. At the bottom of the column is fitted to the air distributor is also made of Plexiglas 
with 2800 holes diameter 0.9 mm evenly distributed over the entire surface. Below the distributor is 

117



installed the felt that prevented deterioration of the material and provided a more even air 
distribution in the cross section of the column. Height of the columns are set for thermocouples to 
measure temperature in the layer, and connections for pressure measurement. 

Air for fluidization is provided with a fan with speed controller. Airflow is measured by 
standard measurement aperture, which was previously calibrated and installed in pipeline diameter 
50 mm. 

Study of minimum fluidization velocity in fluidized bed involves varying the mass ratio of 
zeolite and polyethylene. It was done experimental determination of the minimum fluidization 
velocity of such two-component mixtures of different mixing ratio. In the following relationship are 
denote the phase hold-ups of gas, liquid, zeolit and inert particles and corresponding densities: 
 

 ( )zpzpipipllggg
H
P ρερερερε +++=

∆
∆

 (4) 

where zpiplg ρρρρ ,,, are the corresponding densities. 
 

Mixtures of different percentage mass ratios with the increasing (decreasing) step of 10% 
are made from component materials of two-component layer. For that the following indicators have 
been introduced: Z10/I90, Z20/I80,........Z90/I10, where, for example, Z30/I70 means that zeolit 
takes 30% of the whole mixture mass while the filling material takes the rest 70%. 

The curves of the fluidization of the used materials – zeolit and filler – as well as the curves 
of the fluidization of their mixtures with different percentage ratios were obtained after experiments 
performed at different heights of the layer. The method of gradual fluidization and gradual 
defluidization was used for the experiments. 
 

Table 2.  The minimum fluidization velocity of zeolite dp = 0.5mm and polyethylene 
mixture 

Z/I  (–) 

The minimum fluidization velocity Umf 
(m/s) 

experimentally calculated 

90/10 0.17 0.16 

80/20 0.22 0.20 

70/30 0.28 0.24 

60/40 0.34 0.30 

50/50 0.42 0.37 

40/60 0.48 0.45 

30/70 0.58 0.55 

20/80 0.71 0.67 

10/90 0.84 0.82 
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  Table 3.  Characteristics of zeolite and polyethylene 

Diameter Density Bulk 
density 

Porosity 
in Umf 

Specific 
heat 

capacity 

Thermal 
conductivity 

The minimum 
fluidization 
velocity Umf 

(m/s) 

dp (mm) ρp 
(kg/m3) 

ρn 
(kg/m3) εmf (-) 

cp(kJ/kgK
) λp(W/mK) exper. comp. 

Zeolite 

0.3 1770 740 0.59 

0.4 (dry) 0.65 

0.04 0.046 

0.5 1765 781 0.57 0.11 0.12 

0.7 1815 782 0.58 0.19 0.21 

0.9 1870 780 0.58 0.27 0.30 

Polyethylene 

4.06 905 580 0.37 2.51 0.32 0.85 0.833 
 
        
Results and discussion 
 

The results of experimental determination of the minimum fluidization velocity-component 
mixtures of zeolite and polyethylene are shown in Figures 4,5,6.   
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Fig. 4.  The minimum fluidization velocity of zeolite for all fractions 
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Fig. 5.  The minimum fluidization velocity of polyethylene 

 

 
Fig. 6.  The minimum fluidization velocity of  mixture of zeolite dp = 0.5mm and polyethylene 

As by their characteristics of zeolite belongs to the group B - Geldart's classification, the 
minimum rate of the mixture can be calculated on the basis of the existing terms in the literature. 
For the calculation of the minimum fluidization velocity mixture was adopted term Gooessens who 
shows the best agreement with the experimental data. Results of comparing computational and 
experimental determination of the minimum fluidization velocity mixture of zeolite and 
polyethylene are given in Table 2. 
 
Conclusions 
 

On the basis of presented results of experimental and theoretical research of the minimum 
fluidization velocity of  mixture in the fluidized bed which have been conducted so far, as well as 
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on the basis of the results of own experimental research, it has been confirmed that the fluidized bed 
is an environment that can efficiently apply in numerous industrial processes of heat exchange. 

The results obtained in experimental research have shown that minimum fluidization velocity 
of mixture depends on hydrodynamic structure of the fluidized bed and the participation of different 
particle fractions.  
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Abstract: Monitoring of indoor air pollutants are important for human health risk assessments, since 
most of the individuals in developed countries spend the majority of their time in indoor environments. 
The aim of this study was to investigate indoor and outdoor relationship of different physical and 
chemical pollutants (O3, NO2, HCHO, PM10 and PM2.5) in the College of Textile – Design, Technology 
and Management in Belgrade. Sampling campaigns were conducted in different classrooms from 24 to 31 
March 2015. PM measurements were carried out with low volume samplers Sven/Leckel LVS3. O3, 
NO2, HCHO measurements were carried out with Radiello passive samplers and physical parameters 
measurement with Testo equipment. The indoor and outdoor PM10 mass concentrations ranged from 
22.57 – 43.32 μg/m3 and 22.58 – 39.56 μg/m3, respectively. The daily PM10 levels not exceeded the 
guideline value of 50 μg/m3. The daily PM2.5 concentration was exceeded only in one classroom. Others 
chemical pollutants not exceeded the guideline values. On the basis of received results, cleaning and 
ventilation strategy program can be recommended. 

Keywords: Air pollution, Indoor environments, Particulate matter, Gas pollutants. 

1. Introduction 
Indoor air pollution is becoming a primary concern regarding human’s health worldwide, especially in 
developing countries. Today, indoor air pollution is a major global public health threat requiring greatly 
increased efforts in the areas of research and policy-making, since people spend 80-95% of their time 
indoors. Human exposure to air pollution is dominant by indoor air pollution, which is partly outdoor air 
pollution that has penetrated indoors and partly pollution from indoor sources [1]. By now, many studies 
showed the associations between respiratory health and Indoor Air Quality (IAQ) [2]. Hazardous substances 
can be emitted from buildings, construction materials and indoor equipment or due to human activities 
indoors. However, each indoor microenvironment has unique characteristics, determined by the local 
outdoor air, specific building characteristics and indoor activities [3]. 
The IAQ in educational buildings is expected to be a key role player in the assessment of the effects of the 
indoor personal exposure to air pollution as students spend at least a third of their time indoors, which is 
approximately seven or more hours a day [4-7]. IAQ problems in schools may be even more serious than in 
other categories of buildings, due to higher occupant density and insufficient outside air supply, aggravated 
by frequent poor construction and/or maintenance of school buildings [8]. 
Particulate matter (PM) is a complex mixture consisting of varying combinations of dry solid fragments, 
solid cores with liquid coatings and small droplets of liquid. These tiny particles vary greatly in shape, size 
and chemical composition, and can be made up of many different materials such as metals, soot, soil and 
dust. Many epidemiological studies found correlations between exposure to PM and adverse health effects 
[3]. There is growing evidence of high concentrations of PM in classrooms [9, 10] due to which this 
pollutant was measured and studied in this paper.  
Formaldehyde (HCHO) is an important industrial chemical, a well-known irritant and is classified by 
International Agency for Research on Cancer (IARC) as carcinogenic to humans (Group 1) [11]. HCHO 
originates from the decomposition of many volatile organic compounds (VOC), and is also directly emitted 
by combustion processes such as industrial flares and motor vehicles. HCHO in the non-industrial indoor 
environment originates, however, only to a limited extent from outdoor air. In addition, it is released directly 
into indoor air from various types of sources. It is used as an additive to water-based paints and used also in 
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the fabric and clothing industry [8]. Major sources of HCHO appear to be building materials and consumer 
products as well [12].  
Ozone (O3) is also associated with common respiratory health effects. O3 is an indicator of photochemical 
activity in atmosphere, and its outdoor levels correlate to solar radiation and atmospheric temperature. 
Several types of office equipment are known to generate ozone indoors, including photocopiers and laser 
printers [13]. 
In urban atmosphere, the presence of nitrogen-dioxide (NO2) is mainly due to traffic, while indoor NO2 is 
produced mainly by unvented heaters and gas stove. NO2 is precursor for a number of harmful secondary air 
pollutants such as ozone. Nitrogen dioxide is of concern in indoor air due to its irritating effects on the 
respiratory tract [14]. 
In order to establish extensive IAQ in educational institution buildings in Serbia, College of Textile – 
Design, Technology and Management in Belgrade, was campaign sampling site which lasted for five days. 
PMs, HCHO, O3 and NO2 were measured in five classrooms indoors and one outdoor sampling site. The 
paper presents indoor and outdoor concentrations of listed pollutants as well as temperature and relative 
humidity (RH). 

2. Material and method 
2.1. Sampling site 
This study was performed in College of Textile – Design, Technology and Management in Belgrade. The 
school, which dates from 1917, is located near the city center of Belgrade (44ᵒ48’37’’, 20ᵒ28’41’’). The 
school is located in a residential area with intensive traffic. IAQ measurements were conducted indoors, in 
five classrooms and outdoor, one sampling site on one of the building terraces. The sampling campaign was 
carried out for one week period, from 24th to 31st of March 2015. Each classroom size varies from 9 to 60 m2, 
equipped with standard school tables and chairs and chalk blackboard. Each classroom floor surface covering 
is made up of wood, except classrooms located in the basement where the floor covering is made of ceramic 
tiles. Classrooms on ground and first floor have the same area, number of windows, each with same 
dimensions. Measured classrooms in the basement are workshops and its configuration depends on 
performed activities. The sampling classrooms with their activity characteristics are given in Fig. 1. Two 
classrooms are located in the basement, one on ground floor and two on first floor. Outdoor measurement 
was done on the terrace which is located on ground floor oriented towards the street with intensive traffic. 
 

 
Figure 1. The  locations of the sampling sites. 
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2.2. Sample collection and laboratory analyses 
Particulate matter indoors and outdoors were sampled using a low volume sampler (Sven Leckel, flow rate 
2.3 m3/hour). The quartz fiber filters (Whatman QMA 47 mm) were used for collection of particulate matters 
(PM2.5 and PM10). The PM2.5 and PM10 mass concentrations were quantified by gravimetric analysis. Pre- 
and post-conditioning of filters and weighing were performed according to EN 12341. Filters were weighed 
3 times, at room temperature of 20 °C and humidity of 50 %, and the mean result was used in further 
analyses. 
The NO2, O3 and HCHO were sampled in parallel using Radiello diffusive passive samplers. Passive 
samplers are based on the laws of diffusion and already have been shown to offer many advantages in 
sampling reactive gases in ambient air. Indoor samples were collected at height of about 1.5 m above the 
floor, and at a distance exceeding 1 m from any window or door, at each classroom. Outdoor samplers were 
installed in shelters on the balcony, protected from rain, direct sunshine and wind.  
During sampling, gaseous HCHO was trapped as 2,4-dinitrophenylhydrazone. The analytes were extracted 
with 2 mL of acetonitrile and analyzed by high performance liquid chromatography (HPLC) coupled with 
ultraviolet detector (Waters C18, 1.7µm, 100mm×2.1mm column, TUV detector at 360 nm, isocratic elution 
acetonitrile/water solution (60/40, v/v) at a flow rate of 0.4 mL/min). NO2 was chemiadsorbed onto TEA 
(triethanolamine) as nitrite ion, extracted with water and detected and analyzed by spectrophotometry at 537 
nm. During sampling of O3, formed 4-pyridylaldehyde as a result of acid-catalysed ozonolysis, which was 
extracted with 3-methyl-2-benzothiazolinon hydrazine (MTBH) and analyzed by spectrophotometry at 430 
nm. 
Air temperature and relative humidity were recorded every 10 min throughout the experiments using mini 
data loggers Testo 174H (Testo AG, Lenzkirch, Germany) in each classroom with a resolution of 0.1 °C for 
temperature and 0.1 % for relative humidity. Data logger was placed in the center of the compartment under 
school table. 

3. Results and discussion  
Table 1 presents concentrations of O3, NO2 and HCHO, as well as indoor air temperature and relative 
humidity (RH) in classrooms and outdoor air. During this study the daily average indoor temperature ranged 
from 18.8 to 22.9 °C, and the RH range was 31.9-50.6 %. The daily average outdoor temperature was 11.1 
°C, and RH was 68.0 %. 
The O3 is an indicator of photochemical activity in atmosphere. The average concentrations of ozone during 
sampling period were 51.05 µg/m3 and 21.33 µg/m3 indoors, and 33.44 µg/m3 outdoor. The highest O3 
concentration was found in classroom C4, while in the classroom C5 ozone concentration was two times less 
then classroom C4. This does not seem reasonable, because the classroom C5 perform information 
technology activities with a large number of computers, which are usually indoor sources of O3, thus the 
highest concentration of O3 were expected. The reason for this is that the windows were always open during 
school hours in classroom C5. However, the classroom C4 have electrical appliances (such as a projector), 
with high occupants capacity, and the windows were mostly closed during measuring campaign. Due to its 
position, the classroom C4 is affected by outdoor traffic pollution from a nearby street, which resulted in 
high concentrations of O3, since tropospheric O3 is produced by the reaction of solar radiation on nitrogen 
oxides, which originating from traffic [15]. All measured concentrations of O3 did not exceed the WHO 
recommended guideline value of 100 µg/m3. 
The highest concentrations of NO2 were observed in classrooms C1 and C2, which are influenced by outdoor 
pollution since windows are oriented towards the street with intensive traffic. In classrooms C3 and C4, 
located on the first floor overlooking the buildings yard and other less busy streets, more than two times 
lower concentration was noticed. Since, the lowest concentration was recorded outdoors the assumption was 
the presence of an error during sampling or analyzing, due to generally higher concentration of NO2 outdoor 
than indoor [16]. Indoor NO2 levels were within the interval 6.39–19.93 µg/m3, not exceeding the current 
WHO guideline value of 40 µg/m3 (annual mean).  
Worldwide, HCHO is largely produced industrially for use in the manufacture of resins, as a disinfectant and 
fixative, or as a preservative in consumer products. All these man-made products use is the major indirect 
sources of formaldehyde, particularly indoors. However, classrooms and computer rooms, with pressed 
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wood desks, chairs and furnishings, as well as construction materials might elevate the indoor levels of 
HCHO. As expected, the indoor HCHO concentrations were higher than outdoor ones, suggesting that the 
main source of HCHO was indoors. Indoor HCHO concentration varies according to the age of the building, 
temperature and RH, the air exchange rate and the season [17-19]. Although HCHO concentrations were 
generally low (NIOSH's recommended exposure limit is 0.02 mg/m3), recent research suggests that even low 
levels may lead to an increased risk of the emergence of allergies [17].  
Table 1. Concentrations of O3, NO2 and HCHO, temperature and relative humidity in classrooms and 
outdoor air during sampling period 

Sampling sites О3 [µg/m3] NO2 [µg/m3] HCHO [µg/m3] Temperature 
[°C] RH [%] 

C1 n.m. 17.67 8.04 18.9 50.6 
C2 n.m. 19.93 n.m. 18.8 49.3 
C3 n.m. 6.39 n.m. 21.9 31.9 
C4 51.05 8.27 9.67 22.9 34.5 
C5 21.33 n.m. n.m. 22.3 34.5 
O1 33.44 5,27 4.23 11.1 68.0 

n.m. – not measured 

Indoor and outdoor mass concentrations of PM10 and PM2.5, their PM2.5/PM10 ratio and indoor/outdoor ratio 
(I/O), are presented in Table 2. The indoor and outdoor 24-h mass concentration of PM10 ranged from 22.57 
to 38.12 µg/m3 and from 22.58 to 39.56 µg/m3, respectively. The daily PM2.5 concentration ranged between 
11.18 µg/m3 and 26.45 µg/m3 (indoors) and between 12.22 µg/m3 and 22.06 µg/m3 (outdoors), respectively. 
PMs concentration were compared with WHO guidelines. 
Table 2. Indoor and outdoor mass concentrations of PM10 and PM2.5, PM2.5/PM10 ratio and indoor/outdoor ratio (I/O) 
in classrooms 

Sampling site PM2.5 [µg/m3] IPM2.5/OPM2.5  PM10 [µg/m3] IPM10/OPM10  PM2.5/PM10 
C1 16.77 

0.83 
22.57 

0.79 
0.74 

O1 20.29 28.60 0.71 
C2 20.61 

1.24 
30.41 

1.19 
0.68 

O1 16.59 25.51 0.65 
C3 11.18 

0.91 
26.67 

1.18 
0.42 

O1 12.22 22.58 0.54 
C4 26.45 

1.31 
38.12 

1.11 
0.69 

O1 20.14 34.31 0.59 
C5 18.87 

0.86 
29.42 

0.74 
0.64 

O1 22.06 39.56 0.56 
Mean indoor 18.78 

1.03 
29.44 

0.98 
0.64 

Mean outdoor 18.26 30.11 0.61 

 
Figure 2. show PM10 and PM2.5 concentration trends and its exceedances per each classroom according to the 
WHO guidelines. The recommended WHO guideline value of 25 μg/m3 was exceeded only in one classroom 
(C4) for PM2.5, while the daily PM10 levels did not exceeded the guideline value of 50 μg/m3. Classroom C4 
had the highest PM concentrations which could have been the result of the cumulative effect of poor 
ventilation, high occupancy and intense activity of occupants. Classroom C3 revealed the lowest PMs 
concentration, most probably due to the lower occupancy in this classroom (only 7-10 people), comparing to 
the others. In general, occupancy and poor ventilation affect IAQ by increasing PM accumulation. Cleaning 
activities also could contribute to the increase of PMs in the indoor air [20]. The results showed all mean 
PM2.5 and PM10 concentration levels were below the WHO guideline values. 
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Figure. 2. Daily concentrations of PM10 and PM2.5 in different sampling site. 

Indoor measured concentrations were compared with outdoors using the indoor/outdoor ratio (I/O). I/O ratio 
directly represents the relationship between indoor and outdoor particle concentrations. I/O ratio higher than 
1 was found in C2 and C4 classrooms for both PM2.5 and PM10, and in classroom C3 only for PM10. I/O 
ratios higher than 1 indicate additional sources in indoor environment. Outdoor particles can migrate to 
indoor environments via soil adhering to footwear and then undergoing re-suspension into the air. The re-
suspension of particles during indoor activities is an important factor influencing the indoor particle 
concentration in classrooms. PM2.5 show slightly higher I/O ratios than coarse particles PM10, suggesting 
much more effective ingress of fine particles than coarse particles from outdoors into the classrooms. During 
sampling period, indoor and outdoor PM2.5/PM10 ratio varied from 0.42 to 0.74 and 0.54 to 0.71, 
respectively. The indoor PM2.5/PM10 ratios were mostly higher than 0.60, indicating that the majority of the 
indoor PM10 was less than 2.5 µm. Thus while the ambient air may have a predominant influence on the 
level of most indoor air constituents, it was found that indoor activities and materials contribute significantly 
to indoor air pollution.  

3. Conclusions 
Indoor and outdoor concentrations of NO2, O3, HCHO and PMs, as well as temperature and relative 
humidity, were measured in 5 classrooms in College of Textile – Design, Technology and Management in 
Belgrade. The measured concentrations of all pollutants did not exceed WHO guideline values, but in some 
classroom I/O ratio was greater than 1, suggesting additional sources of air pollution in indoor environment. 
The problems of indoor air pollution at the school in this study were caused by chemicals, emitted from 
building materials or furnishing, as well by insufficient ventilation rates. 

To improve the air, renovation rate (higher and better ventilation) as well as more frequent and thorough 
cleaning activities after the occupancy period could be good practice to reduce indoor air concentrations of 
indoor air pollution, which consequently can improve occupant’s health. Therefore, increasing the ventilation 
rate by mechanical system induction as well as the use of low-emission furnishing can play key role in 
improving the indoor air quality within schools.  
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Abstract: This paper presents a general mathematical model of the hydraulic excavator based on the Newton-
Euler's equations. On the basis of a mathematical model the program for energy analysis of excavator is 
developed. Significant part of the input data are excavator state parameters in operating conditions. Energy 
analysis is reflected in monitoring changes in energy and power of excavator during the manipulative task. 
Example of the energy analysis of excavator with weight of 16000 kg with backhoe manipulator, based on 
measured values of excavator working condition in the exploitation, is given in the paper. 

Keywords: hydraulic excavator, energy analysis. 

1. Introduction 
For optimal design and efficiency evaluation of hydraulic excavators is necessary a detailed energetic 
analysis of excavator in exploitation conditions of the entire operating range. Energetic analysis is performed 
to determine the change of value and character of force, torque and power in the excavator kinematic chain 
joints and actuators (hydro motors and hydro cylinders) of excavator hydrostatic system. Parameters 
obtained by energetic analysis are the basis for reliable and proper choice of size and characteristics of the 
available excavator driving systems [3] [4] [5].  

2. Mathematical model of excavator 
Method for energetic analysis of excavator, based on measured state values of kinematic chain and power 
drive mechanisms of hydraulic excavator in real exploitation conditions, use a dynamic mathematical model 
defined by Newton-Euler's equations [6] [7]. By mathematical model is covered a physical model of the 
excavator with the general five-member configuration of the kinematic chain and the hydrostatic drive 
system. The kinematic chain is composed of: member for support and movement L1 (Figure 1), rotating 
member (platform) L2 and a three-member manipulator in plane with:  boom L3, stick L4 and bucket L5. The 
common model of the drive system is composed of: double axial piston pump 3 (Fig. 1b) driven by a diesel 
engine, piston control valve 4, driving mechanism c1, c2 platform rotation drive and hydraulic cylinders of 
drive mechanism of boom, stick and bucket. Necessary parameters for the energetic analysis of the excavator 
were presented as a set of values: 
 { } 1,...,5i   ,, =∀= iii ECLP  (1) 

 Figure 1. Hydraulic excavators: a) physical model, b) hydrostatic drive system 
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where: Li is a subset of geometric and mechanical parameters of the members of kinematic chain, C is a 
subset of the parameters of the drive mechanisms [1] and Ei is a subset of the measured state values of 
working excavator in the exploitation conditions. 
The required measuring values of excavator kinematic chain condition at work in the exploitation conditions 
are: uplift of member for support and movement c1 (Fig. 2), angle of rotation of the platform c2, motions c3, 
c4, c5 and pressures pi 1, pi 2 (i=2, 3, 4, 5) in actuator working pipes (hydraulic motor and hydro cylinder) of 
platform, boom, stick and bucket driving mechanisms. Based on the measured values condition (table T1), 
first the generalized coordinates, angular velocity and angular acceleration of the kinematic chain members 
are determined, then moment of powertrains load and overall required power for excavator. Generalized 
coordinate of positions member for support and movement of measured excavator model is determined by 
the equation (Figure 2): 
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where c1 is the size of lifting the member for support and movement , a1 is coordinate of encoder for lifting  
measurement of member for support and movement, L - length of tracks seating.  
Depending on the measured values ci, the generalized coordinates are determined and for other members of 
the kinematic chain: 

 2,...,5i   c i irii =∀⋅= θθ  (3) 

where iθ
ri is transfer function of the driving mechanisms generalized coordinates. 

Angular velocity θ
rii  of kinematic chain members of the measured excavator model are defined by differencing: 
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where θi(t) is generalized coordinates at time t during of the operation, θi(t+Δt), θi(t-Δt) is generalized coordinates 
at a certain moment of time which is for a single time interval Δt greater or less than the time t, Δt - time 
interval between two successive measurements. 
Load torque of the platform drive mechanism and powertrains manipulators of measured excavator model 
are defined on the basis of the measured values by the equation: 
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Table 1. Measured values 
Measu.
point  Measured value Label Unit symbol 

М1 Uplift of member for support and movement  c1 m 
М2 The angle of platform rotation c2 

о 

М3 Stroke of boom hydro cylinders c3 m 
М4 Stroke of stick hydro cylinder c4  m 
М5 Stroke of bucket hydro cylinders c5 m 
М6 Pressure in the first pipe of rotating platform hydraulic motor. p21 MPa 
М7 Pressure in the second pipe of rotating platform hydraulic motor. p22  MPa 
М8 Pressure in the boom hydraulic cylinder on the side of the piston p31 MPa 
М9 Pressure in the boom hydraulic cylinder on the side of the piston rod p32  MPa 
М10 Pressure in the stick hydraulic cylinder on the side of the piston p41 MPa 
М11 Pressure in the stick hydraulic cylinder on the side of the piston rod p42 MPa 
М12 Pressure in the bucket hydraulic cylinder on the side of the piston  p51 MPa 
М13 Pressure in the bucket hydraulic cylinder on the side of the rod  p52 MPa 

129



where M
2ri , q2 is moment transfer function and specific volume of hydraulic motor of the platform drive 

mechanism, M
rii , nci is moment transfer function and the number of hydro cylinders of  manipulators drive 

mechanism (i=3,4,5) [6]. 
Total power of driving mechanisms of manipulators determined on the basis of the measured values: 

    MN
5

2i
ioiu ∑

=

⋅= θ  (6) 

3. Program and example 
Based on the previously defined mathematical model a program for energy analysis of excavator based on 
measured values of excavator in exploitation is developed. Input of the program is a set of kinematic chain drive 
mechanism parameters and the measured values (equation 1). At the end of the program the following geometric, 
kinematic and dynamic quantities are obtained: the position of the excavator with the path of the bucket center 
cutting edge, angular velocity, force, moment and power of actuators in powertrains and excavator kinematic 
chain joint. 
The developed program has been carried out energetic analysis of hydraulic crawler excavators of mass 16000 kg, 
with deep manipulator and with bucket volume 0,6m3. The initial condition of the measured values is defined in 
the horizontal surface of seating the excavator member for support and movement, with parallelism of 
manipulators symmetry plane and longitudinal symmetry plane of member for support and movement, with 
retracted hydro cylinder rods and unloaded actuators (hydraulic cylinders and hydraulic motors) of driving 
mechanisms. During measurement of excavator the measured sample rates was t = 0,032s. The measurements was 
done throughout forty-two manipulating tasks at various depths of digging, different planes and unloading heights 
throughout the whole workplace of excavator during operation with III category of soil. This paper presents the 
results of energy analysis of excavator manipulative task, with a digging depth of 1,5m, angle of platform rotation 
from the digging position to the unloading position of 35o and unloading height of 4,2m.  The results shows a 
change of angular velocity (Fig. 3a), the required drive moment (Fig. 3b) and power (Fig. 3c) in the joints of 
excavator kinematic chain throughout excavator manipulation task.  
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Changes of angular velocities (Fig. 3a) of the tested excavator kinematic chain members have phases of fast 
and slow movements, corresponding to trapezoidal character of changes. The highest values of angular 
velocities occur in the operation of unloading by moving the stick and bucket. At the digging operation at the 
same time occurs the lifting of stick and bucket, and at the transfer operation overlapping of  boom and stick  
movement and rotation of the platform from the level of digging to the level of plane where unloading 
occurs. Changes of required drive moments (Fig.3b) at joints of kinematic chain shows distinctive 
differences in the size and direction of action during manipulative task. The maximum positive value of 
moment in all joints occur in the operation of digging. The highest values of moments in opposite direction 
occur in material transfer operation when the boom raises. The required moments for stick and bucket 
moving are relatively small. Power requirement (Fig.3c) of tested excavator by measurement, is the largest in 
the operation the digging, operation of transportation and unloading of materials.  

3. Conclusion 
Energy analysis of hydraulic excavator is necessary for the synthesis of the propulsion system of excavator, 
analysis of supporting structures of excavator kinematic chain and for evaluation of efficiency of its work. 
Energetic parameters of excavators: required operating force, moments and power in the excavators 
kinematic chain joints and actuators powertrains are the basis on which to choose the size and characteristics 
of powertrains components. 

Acknowledgements 
The paper was done within the project TR 35049 financed by the Ministry of Education and Science of the 
Republic of Serbia. 

References 

References 
Journals 
[1] Jovanović,V., Janošević, D., Pavlović, J., Experimental determination of resistance digging of hydraulic 

excavator, IMK-14 Istraživanje i razvoj,  3, (2013), 19, pp. 83-88  
[2] Maciejewski, J.,  Jarzebowski, A., Trampczynski, W.,  Study on the efficiency of the digging process using the 

model of excavator bucket, Journal of Terramechanics, 40, (2004),  p. 221–233 
Conference or symposium proceedings 
[3] Kyoung, K., Jong, I. Y., Dinh, Q. T., Design and verification Of a new energy saving electric excavator, 

Proceedings of the 28th ISARC, Seoul, Korea, 2011, pp. 259-264 
[4] Achten, P., A serial hydraulic hybrid drive train for off-road vehicles, IFPE 2008 Technical  Conference , Las 

Vegas, USA, March 12 - 14, 2008, pp 515 - 521 
[5] Mobile 2003, International Mobile Hydrauliks Conference, Ulm, Bosch Rexroth AG, Mobile hydraulics, 

Elchingen, 2003 
Theses 
[6] Janošević D., Optimalna sinteza pogonskih mehanizama hidrauličkih bagera, doktorska disertacija, Mašinski 

fakultet Univerziteta u Nišu, 1997. 
Reports 
[7] Janošević, D.,  Jovanović,V., Janković, P., Milić, P., Pavlović, J., Metoda za eksperimetalno određivanje otpora 

kopanja hidrauličkih bagera, Tehničko rešenјe, Mašinski fakultet Univerziteta u Nišu, 2013 
 

132



Experimental Investigation on Energy Performance of Air Heating 
Solar Collector with forced constant airflow rate 

Milovan Medojevica (CA), Jovan Petrovicb and Milana Medojevicd 

a Faculty of Technical Sciences, Novi Sad, RS, medojevicmilovan@gmail.com 
b Faculty of Technical Sciences, Novi Sad, RS, jovanpet@uns.ac.rs 

c Faculty of Technical Sciences, Novi Sad, RS, milanaperic@gmail.com 

Abstract: In this paper an experimental investigation of the Air Heating Solar Collector  (AHSC) with 
forced constant airflow rate is presented.  The AHSC harnesses the energy of the sun to produce hot air. 
The device works when atmospheric air, drawn into the unit by a group of fans (PC cooling ventilators) 
powered by Power supply unit (PSU), enters the aluminum tube chambers composed of cans (absorber) 
where is being heated by the sun’s rays. Convection occurs and the heated air is forced to a desired place 
of use. Furthermore, the previously mentioned is followed by an optical, thermal and thermodynamic 
analysis of the collector and a description of the methods used to evaluate the collector energy 
performance. In addition, typical applications of the AHSC are presented in order to show to the readers 
the extent of its applicability. Lastly, the main advantages of using air as heat transfer medium such as 
absence of stagnation and freezing problems are summarized. 

Keywords: Air Heating Solar Collector, Constant Forced Airflow, Energy Performance, Thermodynamic 
Analyses. 

1. Introduction 
It is generally known that solar energy is an inexhaustible resource, while the sun produces vast amounts of 
renewable energy, which can be collected, converted and applied. In the application of solar energy for the 
heating purposes, the primary element in the heating system is the collector, often black-painted, flat 
absorber plate with heat-transfer passages built within, above or below it and with one or more glass covers 
on the top [1-10]. Here, the heat transfer takes place by simultaneous radiation, convection, and conduction. 
Even though is acknowledged that solar air heating collectors have certain and significant advantages in 
compared to liquid heating collectors, currently they have a market share of less than 1% [11,12] of the 
global solar collector market. In addition, performance of air heating solar collectors is mainly influenced by 
meteorological parameters (direct and diffuse radiation, ambient temperature and wind speed), design 
parameters (type of collector, collector materials) and flow parameters (air flow rate, mode of flow), while 
the fundamental requirement is a large contact area between the absorbing surface and air [13]. The principal 
energy flow through a collector is shown in Figure 1.  

 
Figure 1. Basic energy flow through a solar thermal collector [12] 

Due to solar radiation, the temperature of absorber rises to the certain point, where the sum of the thermal 
losses and the net useful thermal power is equal to the irradiation minus the optical radiation losses. Since the 
thermal losses mainly depend on the temperature difference between the absorber and the ambient this could 
be written as follows: 
 𝐺𝑡𝑜𝑡 = �̇�𝑙𝑜𝑠 + �̇�𝑙𝑜𝑠 + �̇�𝑜𝑢𝑡 (1) 
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2. Experiment preparation 
In the following section, closer information regarding the AHSC description and model design, as well as 
assembly of device are provided.  

2.1. Device description and model design 
An experimental AHSC is built from recycled materials in order to harness solar energy to produce hot air. 
The device works when outside air, drawn into the unit by a group of fans (PC cooling fans) powered by PC 
PSU (Power supply unit), enters the aluminum tube chambers composed of cans (absorber) where is being 
heated by the sun’s rays. Convection occurs while the heated air is forced to a desired place of use. In order 
to define how the device is going to look it was necessary to create its model shown in the Figure 2.  

 
Figure 2. 3D model and first version of AHSC 

The model shown in the Figure 2 does not represent the final outlook of the AHSC, but it was used as a 
guide to create the device. 

2.2. Production and assembly of ASHC 
The production and assembly of AHSC was performed in several phases as listed below: 
• Phase 1: Assembling the collector case 
• Phase 2: Drilling, merging, painting and setting can tubes in collector case 
• Phase 3: Painting the collector case 
• Phase 4: Insulation and aluminum foil inserting   
• Phase 5: Mounting of PSU, cables and fans  
• Phase 6: Closing the inlet and outlet collector chamber 
• Phase 7: Plexiglas cover and L profiles setting  

The collector case was made of plywood with following dimensions: length: 2275 mm, width: 820 mm, 
height: at the ends/corners 110 mm and at the highest point in the middle 170 mm, thickness 10 mm. 
Although the accessory for uniform can drilling was created it turned to be unsatisfactory for this purpose. 
Subsequently, the different solution that includes cans drilling by using a an awl and then expanding the 
perforated surface using a drill and drill bit/expander to create perforated surface diameter of 15 mm was 
applied. After having all necessary cans perforated (100 cans in total) the next step was their merging into 
can tubes. Before merging, the cans were turned by 90 degrees in order to ensure adequate resistance to 
airflow as shown in the Figure 3. 

 
Figure 3. Perforated bottom of cans 
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After merging all cans into the 10 can tubes it was necessary to make the can tube carrier. The carrier was 
also made from plywood and the 10 can tubes were placed in. Subsequently, can tubes were black-painted in 
order to increase their absorption factor. This was done by infliction of HB Body 930 Bitumen Underbody 
Coating which absorption factor amounts about 95-97%, by using the compressor spray gun. In addition, the 
collector case was painted with black wood paint to ensure a uniform appearance and protect the material. 
Furthermore, just before painting the openings for air intake with mesh filter, hole for PSU cooling and its 
activation/deactivation switch were made. Having in mind that efficiency of AHSC depends on collector 
covered materials, absorber type and insulation of collector body [14-16], the extruded polystyrene (XPS) 
plates, thick 20 mm, were inserted and covered with aluminum foil in order to provide insulation and 
reflectance in the collector absorber chamber at the same time. Under the XPS plates the cables are routed 
from PSU to ensure electricity supply to the fans in the opposite collector chamber. After setting up the XPS 
plates covered with aluminum foil the carrier with the painted can tubes was inserted into the collector case. 
This was followed by PSU and fans installation. An additional fan was added in compared to the model 
shown in Figure 2 to ensure channeling of heated air to the desired place of use. This fan was placed 
horizontally at the bottom of the outlet collector chamber. After having all previously described done, both 
collector chambers were covered by black painted hardboard while the power supply unit was extra insulated 
with XPS packaging. The last step in collector assembly includes its upper surface covering with 4 mm thick 
Plexiglas. After assembling, AHSC was brought to Faculty of Technical Sciences, University of Novi Sad 
for further testing. Finally, the appearance of AHSC is shown in Figure 4. 

 
Figure 4. Final appearance of AHSC 

3. Experimental determination of AHSC performance 
In order to determine the performance and capacity of the collector it was necessary to: 

1. Measure air velocity at the collector outlet and calculate the airflow rate, 
2. Measure energy input required to run the fans, 
3. Measure atmospheric parameters at testing site, 
4. Determine the air temperature difference at the collector inlet and outlet chamber. 

3.1. Determination of airflow rate 
AHSC airflow rate at the outlet collector chamber was determined by using velocity area method according 
to ISO 5802:2001 (E) [17]. Using the data from this method the quantity of air movement can be found 
according to the following equation: 
 �̇� = 𝑣 ∙ 𝐴 (2) 
Where �̇� is airflow in m3s-1, v air velocity in m s-1 and A is cross-sectional area of the outlet duct in 
m. The log-linear method, which provides high accuracy in flow determination by taking into 
consideration the effect of friction along the duct walls, was applied. More precisely, having in 
mind that duct diameter was 120 mm in this case, the log-Tchebycheff method [17] for three points 
per radius on two axes to determine the average air velocity in the duct was used. The main problem 
in determination of air velocity at the outlet of collector was the turbulence created by fan. At first it 
was attempted to measure velocity at the end part of 2.08 m long duct as shown in the Figure 5.  
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Figure 5. Measuring velocity at the end of 2.08 m long duct – Attempt 1 

The results were devastating bearing in mind that the values obtained described the unsatisfactory 
velocity profile due to a turbulence created by the fan as illustratively shown in the Figure 5 on the 
right. Second attempt implies a possibility to eliminate/decrease turbulence by adding a buffer part 
(duct long 1.5 m with twice the diameter of the original one shown in the Figure 5) and then again 
switching to a duct with the same diameter as the one before the buffer, in order to decrease air 
velocity and increase system pressure in buffer and then again, to increase velocity and decrease 
system pressure in order to achieve laminar flow at the end of the duct (Figure 6). 

 
Figure 6. Introduction of buffer to ensure laminar airflow at the end of a duct – Attempt 2 

The results were slightly better than in the previous attempt while generated velocity profile was not 
satisfactory again (Figure 6 on the right). The third attempt brought solid results. Here the nozzle with grille 
was placed in the duct used in first measuring attempt, which resulted with the satisfactory velocity profile 
generation as presented in the Figure 7. 

  
Figure 7. Velocity profile on both axes 

It is obvious that the velocity profile is not ideal but satisfactory according to ISO 5802:2001 (E). The 
average velocity was calculated as a mean value of presented readings (Figure 8) and amounts 0.6 m s-1. The 
instrument used to measure air velocity was Testo 425 hot wire anemometer, which has a measuring range 
from 0 to +20 m s-1 with accuracy ±(0.03 m s-1 + 5% of mv) and resolution 0.01 m s-1. After determination of 
air velocity it was possible to calculate airflow, which amounts 25.88 kg h-1. 
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Figure 8. The results of log-Tchebycheff method application 

3.2. Determination of energy input 
Bearing in mind that AHSC works in forced airflow regime, the measurement of power draw, needed to 
provide energy supply to the fans, was carried out. As already mentioned a PC PSU ensures the required 
input energy, while the type of PSU is ATX1. The original idea consisted of PSU, which provides energy 
supply to 10 cooling fans (D = 80 mm) of the same characteristics, while AHSC in its final version has an 
additional fan (D = 120 mm). The overall power draw was measured by using the HQ Power Consumption 
Meter EL-EPM02HQ. At the start up power draw was 31.9W, but after few moments the system became 
stable and power draw was reduced about 11% to 28.5 W. It is important to mention that PSU without 
consumers attached have a power draw of 8.5 W. The results of measurement are shown in the Figure 9. 

 
Figure 9. Power draw at start (left) and when the system became stable (right) 

3.3. Measurement of atmospheric parameters at testing site 
All measurements were carried out at the Faculty of Technical Sciences – Mechanical Engineering Institute. 
The collector was placed horizontally at the rooftop of the institute (Longitude: E 19.850412, Latitude: N 
45.245799). Measurement of atmospheric parameters at testing site were carried out on Saturday, 11th July 
2015 (Referent summer day) by using multifunctional PCE-THB 38 air humidity meter while the measured 
values are presented in the Table 1.  
 
 
 
 

                                    
1 ATX (Advanced Technology eXtended) is a motherboard configuration specification developed by Intel in 1995 to improve on previous de facto 
standards like the AT design. 
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Table 1. Values measured with PCE-THB 38 and DT-380 

Here, p is atmospheric pressure (hPa), t Atmospheric temperature (°C), RH Relative humidity (%), tci Inlet 
collector chamber surface temperature (°C), tco Outlet collector chamber surface temperature (°C), tca 
Absorber surface temperature (°C). The PCE-THB 38 air humidity meter is ideal for detecting and digitally 
displaying humidity, temperature and barometric pressure. Temperature is measured by an RTD sensor while 
air humidity is measured by a highly repeatable capacitive sensor. This instrument can also calculate dew 
point and show atmospheric pressure in a range of 10 to 1100 hPa. In addition, measurement of temperature 
of inlet collector chamber surface, absorber surface and outlet collector chamber surface was also carried out. 
This was done by using Infrared DT-380 thermometer while the results are presented in the aforementioned 
Table 1 as well. Furthermore, the generated data were analyzed and graphically presented in the following 
figures. In the Figure 10 changes in collector surface temperature and atmospheric temperature over time are 
shown. 

  
Figure 10. Changes in collector surface temperature (Left) and atmospheric temperature (Right) over time 

Also the Figure 11 provides a closer insight into changes in atmospheric pressure and relative humidity 
conditions over time. Likewise, the dependence on relative humidity and atmospheric temperature for the 
referent summer day is shown in the Figure 12. 
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Time  p  t  RH  tci  tco  tca  
(h) (hPa) (°C) (%) (°C) (°C) (°C) 

6:50 1013 18.3 54.4 19.0 19.0 19.0 
7:50 1013 23.5 42.0 27.0 28.0 28.0 
8:50 1013 25.0 38.7 34.8 41.3 38.3 
9:50 1013 26.4 33.8 37.8 46.5 42.8 

10:50 1013 28.0 30.4 44.6 53.5 50.7 
11:50 1012 31.8 24.5 41.2 55.4 51.0 
12:50 1012 32.2 24.1 43.8 60.5 54.0 
13:50 1011 31.7 25.7 42.3 57.7 51.5 
14:50 1010 33.5 22.3 44.9 56.3 54.1 
15:50 1010 33.2 19.6 41.5 57.6 52.3 
16:50 1009 28.8 27.5 34.9 45.9 42.1 
17:50 1009 31.4 25.1 32.6 38.2 36.0 
18:50 1008 30.6 27.6 29.0 32.4 31.8 
19:50 1008 26.4 35.5 21.9 23.5 21.1 
20:20 1008 24.7 39.1 19.3 20.1 18.1 
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Figure 11. Changes in atmospheric pressure (Left) and relative humidity conditions (Right) over time 

 
Figure 12. - Dependence on relative humidity and atmospheric temperature 

These measurements were carried out in order to provide the relevant data necessary to determine the 
thermodynamic properties of working fluid – moist air. 

3.4. Determination of the air temperature difference at the collector inlet and outlet chamber 
and device capacity calculation 
In order to measure air temperature at collector inlet and outlet chamber, the PT-104 Platinum Resistance 
Data Logger with three PT100 wire probe sensors was used, while the recorded values became operative by 
using PicoLog software. The measurement process is shown in the Figure 13. 

 
Figure 13. The setting of probes sensors: Inlet chamber (Left), Outlet chamber and duct (Middle), equipment (Right) 

Based upon the measurements of moist air state at atmospheric conditions (Table 1) it was possible to 
calculate other relevant thermodynamic properties as shown in Table 2. Therefore, ASHRAE Psychrometric 
Calculator [18] was used, while the obtained results are within the scope of ANSI/ASHRAE 41.6-1994. This 
tool was used to calculate an enthalpy of air at the inlet of collector and humidity ratio based upon the actual 
pressure, relative humidity and dry bulb temperature. After calculating the humidity ratio it was possible to 
calculate an enthalpy of air at the collector outlet by using the following equation: 
 ℎ = 1.0048 ∙ 𝑡 + 𝑥(2500 + 1.926 ∙ 𝑡) (3) 
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The next step was determination of collector mass and energy balance in order to determine the quantity of 
heat generated as shown below: 

 �̇� = �̅� ∙
𝐷2𝜋

4
∙ 𝜌 = 0.00719 �

𝑘𝑔
𝑠 �

= 25.88 �
𝑘𝑔
ℎ �

= 𝑐𝑜𝑛𝑠𝑡. (4) 

 

 
𝑑𝑈
𝑑𝜏

= �̇� ∙ �ℎ1 +
𝑣2

2
∙ 𝑔 ∙ 𝑧� − �̇� ∙ �ℎ2 +

𝑣2

2
∙ 𝑔 ∙ 𝑧� + �̇� − �̇� (5) 

Having in mind that in this case the kinetic and potential energy cancel each other out as well as the technical 
work is not present, the balance equation is developed in the following direction: 

 𝑑𝑈
𝑑𝜏

= 0 → 0 = �̇� ∙ (ℎ1 − ℎ2) + �̇� → �̇� = −�̇� ∙ (ℎ1 − ℎ2) → 𝑄̇ = �̇� ∙ (ℎ2 − ℎ1) (6) 

Where U represents internal energy in kJ, h enthalpy in kJ kg-1, v22-1 kinetic energy in J, g acceleration due to 
gravity (9.81 m s-2), z height in m, �̇� quantity of heat in kW, �̇� technical work in kW. 
Table 2. Thermodynamic properties of moist air at collector inlet 
 

Subsequently, relevant thermodynamic properties of moist air at collector outlet calculated based on 
Equation (3) and data from Table 2, are presented in the Table 3. 

Time 
Actual 

Pressure  RH  
Dry Bulb 

Temperature  

Wet Bulb 

Temperature  
Dew 
Point  Enthalpy  

Humidity 
Ratio  

Moist 
Air 

Specific 
Volume Density 

Specific 
Heat Entropy 

 (h) (kPa) (%) (°C) (°C) (°C) 
(kJ / 
kga) 

(kgv / 
kga) 

 (m3 / 
kga) 

(kg / 
m3) 

(kJ / 
kgK) 

(kJ / 
kgK) 

6:50 101.3 54.4 18.3 12.9 9.0 36.41 0.00710 0.835 1.21 1.014 0.134 

7:50 101.3 42.0 23.5 15.4 9.9 42.87 0.00756 0.851 1.18 1.015 0.155 

8:50 101.3 38.7 25.0 16.0 10.0 44.55 0.00762 0.855 1.18 1.015 0.161 

9:50 101.3 33.8 26.4 16.1 9.2 44.98 0.00723 0.858 1.17 1.014 0.162 

10:50 101.3 30.4 28.0 16.6 9.1 46.38 0.00714 0.863 1.17 1.014 0.166 

11:50 101.2 24.5 31.8 17.9 9.1 50.33 0.00717 0.875 1.15 1.014 0.179 

12:50 101.2 24.1 32.2 18.1 9.2 50.85 0.00721 0.876 1.15 1.015 0.181 

13:50 101.1 25.7 31.7 18.1 9.7 51.04 0.00749 0.876 1.15 1.015 0.182 

14:50 101.0 22.3 33.5 18.5 9.1 52.12 0.00719 0.882 1.14 1.015 0.185 

15:50 101.0 19.6 33.2 17.6 7.0 49.29 0.00621 0.879 1.14 1.013 0.174 

16:50 100.9 27.5 28.8 16.5 8.3 46.31 0.00679 0.868 1.16 1.014 0.166 

17:50 100.9 25.1 31.4 17.8 9.1 50.00 0.00720 0.876 1.15 1.014 0.178 

18:50 100.8 27.6 30.6 17.8 9.8 50.15 0.00758 0.876 1.15 1.015 0.179 

19:50 100.8 35.5 26.4 16.4 10.0 46.02 0.00764 0.864 1.17 1.015 0.166 

20:20 100.8 39.1 24.7 15.8 9.9 44.20 0.00760 0.859 1.17 1.015 0.160 
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Table 3. Relevant thermodynamic properties of moist air at collector outlet 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Having all necessary data obtained, average quantity of heat apropos the collector capacity was calculated to 
be 195.12 W based upon the final equation from energy balance. Maximum capacity was calculated to be at 
12:54 on the referent summer day when Δt = 44.345°C. The maximum capacity was calculated by using the 
following equation: 
 �̇�𝑚𝑎𝑥 = �̇� ∙ 𝑐𝑝 ∙ ∆𝑡 = 0.00719 ∙ 1.015 ∙ 44.345 ≈ 0.324 𝑘𝑊 ≈ 324 𝑊 (7) 
Generated amount of energy was calculated as follows: 
 𝐸 = �̇�𝑎𝑣𝑔 ∙ 𝜏 = 195.12 ∙ 13.5 ≈ 2.635 𝑘𝑊ℎ/𝑑𝑎𝑦 (8) 
Electrical energy required to run the system fans Esf can be calculated from the following equation having in 
mind measured power draw of all fans Psf = 28.5 W: 
 𝐸𝑠𝑓 = 𝑃𝑠𝑓 ∙ 𝜏 = 28.5 ∙ 13.5 ≈ 385 𝑊ℎ/𝑑𝑎𝑦 = 0.385 𝑘𝑊ℎ/𝑑𝑎𝑦 (9) 

4. AHSC Applicability 
Bearing in mind all previously mentioned data main AHSC fields of application are referred 
hereinafter: 

• Air systems for indirect water heating 
• Solar heating system using air as the heat transfer fluid 
• Process heat applications 

When it comes to air systems for indirect water heating it could be said that in these systems air 
circulate via ductwork through the collectors to an air to liquid heat exchanger. In the heat 
exchanger, heat is transferred to the potable water, which also circulates through the heat exchanger 
and returned to the storage tank. This type of system can be used most often, because air systems 
are generally used for preheating domestic hot water. The main advantage of the system is that air 
does not need to be protected from freezing or boiling, is noncorrosive, and is free. On the other 
hand, the disadvantages are that air handling equipment (ducts and fans) need more space than 
piping and pumps, air leaks are difficult to detect, and parasitic power consumption is generally 
higher than that of liquid systems. Likewise, in most air systems it is not practical to combine the 
modes of adding energy to and removing energy from storage at the same time. Auxiliary energy 
can be combined with energy supplied from collector or storage to top-up the air temperature in 

Time Humidity Ratio Air Temperature Enthalpy 
(h) (kgv / kga) (°C) (kJ / kga) 

6:50 0.00710 17.555 35.6293216 
7:50 0.00756 41.103 60.7987771 
8:50 0.00762 54.399 74.50848145 
9:50 0.00723 65.148 84.442895 

10:50 0.00714 71.923 91.1072896 
11:50 0.00717 75.124 94.44701407 
12:50 0.00721 78.547 98.03976537 
13:50 0.00749 75.841 96.02409935 
14:50 0.00719 73.305 92.64698724 
15:50 0.00621 69.562 86.25289112 
16:50 0.00679 60.233 78.28481787 
17:50 0.00720 48.365 67.26783913 
18:50 0.00758 38.919 58.62399279 
19:50 0.00764 29.202 48.87186652 
20:20 0.00760 26.150 45.65829324 
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order to cover the part of heating load. The working fluid is air, and warm air heating systems are in 
common use. Control equipment that can be applied to those systems is also readily available. 
Additional to the disadvantages of water heating air systems is the difficulty of adding solar air 
conditioning to the systems. However, air collectors are operated at lower fluid capacitance rates. 
Usually, air-heating collectors in space heating systems are operated at fixed airflow rates, thus the 
outlet temperature varies through the day, although it is also possible to operate them at a fixed 
outlet temperature by varying the flow rate. Furthermore, AHSC can also be used in process 
applications [19,20] such as drying laundry, crops (i.e. tea, corn, coffee, fruits) and other drying 
applications. Air, heated through a solar collector and then passed over a medium to be dried, can 
provide an efficient means by which to reduce the moisture content of the material.  

5. General overview on AHSC advantages and disadvantages 
In order to increase the market performance of AHSCs and systems, end use applications must be identified 
where the disadvantages are minimized or avoided and are outweighed by the advantages. Today, the solar 
air collector market is growing especially having in mind that they are quite cost effective. A general 
overview is shown in Table 4. 
Table 4. General overview on AHSC advantages and disadvantages [12] 

Advantages Disadvantages 
• No freezing or stagnation problems 
• Usually simpler and less expensive systems 
• Very efficient preheating of fresh air for buildings 

possible 
• No problems from leaks, no damage, no environmental 

or health hazard risk from spilled heat transfer medium 
(use in façades is possible) 

• Low heat capacity of air, thus high air volume rates and 
larger channels are necessary 

• Poor heat transfer between absorber and air 
• Closed loop systems:  

o Additional losses in the air-water heat exchanger 
o Second solar circuit required (air circuit and 

water circuit) 
• Open to ambient systems  

o Limited/low temperature range  
o Fan noise and open air ducts 

6. Conclusion 
Bearing in mind all previously mentioned, an inescapable conclusion is that AHSC are becoming more and 
more interesting. This is due to their cost effectiveness and the fact that they can be easily manufactured. 
This paper provides an insight into specific AHSC with constant forced airflow, intended for research 
purposes. It has been shown what should be taken into account when considering AHSC application and 
utilization. In addition, based upon the measurements on referent summer day and thermodynamic analysis 
the average and maximum AHSC capacity was determined to amount 195.12 W and 324 W respectively. 
Furthermore, an energy input provided to run the system (0.385 kWh/day) represents only 14.6% of 
produced energy (2.635 kWh) on a daily basis. Given the aforementioned, one of the most potential 
applications of AHSCs could be for drying of agricultural, textile, marine products, heating of buildings to 
maintain a comfortable environment especially in the winter season as well as for regeneration and 
dehumidification of different air heating system with and without storage systems. 
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Abstract: Manufacturers of low-pressure axial fans often produce families of three to four fans 
by only increasing the outer diameter of the fan and physically extending the blades to the new 
diameter while preserving the other geometric dimensions of the fan (partial geometric 
similarity), such as the diameter of the hub impeller, geometry of blades... 

The paper presents a comparison and analysis of the characteristics of axial fans with the outer 
impeller diameter De=560 mm. One of the characteristics was obtained by calculating the 
experimentally obtained characteristic for the fan with the outer diameter De=450 mm by 
applying the similarity theory (which includes full geometrical similarity). The other 
characteristics was experimentally obtained for the fan with the outer impeller diameter De=560 
mm on the basis of only increasing the outer diameter of the fan from De=450 mm to De=560 
mm and physically extending the blades to the new diameter while retaining the other geometric 
dimensions of the fan. The difference between these obtained characteristics is significant. Fan 
characteristics at partial geometric similarity have lower values of flow rate and pressure in 
relation to the characteristics of a fan designed at full geometric similarity.  

Keywords: Axial Fan, Characteristics, Geometry, Diameter, Similarity.  

1. Introduction 
Fan operation is characterized by the following operating parameters: volume flow Q(m3/s), total pressure 
∆ptot (Pa), static pressure ps (Pa), power P (W)  and efficiency η (%). 
Operating fan characteristics represent graphically functional dependencies ∆ptot (Q), ps(Q), P(Q) and η(Q) 
at constant rotation of the speed fan (n=const) and air density under normal conditions (ρ=1,2 kg/m3). Fan 
characteristics are determined experimentally on a test stand. Understanding this relationship is essential to 
designing, sourcing, and operating a fan system and is the key to optimum fan selection. 
Using the similarity theory, fan characteristics can be converted for other conditions (rotational speed and 
density of the gas) and new geometry, provided that all geometric dimensions of the fan are proportionally 
enlarged or reduced (full geometrical similarity). Geometrically similar fans of different sizes make a series 
(family) of fans of the same type. 
Manufacturers of low-pressure axial fans often make families of three to four fans of the same type by only 
increasing the outer diameter of the fan and physically extending the blades to the new diameter, while 
preserving other geometric dimensions of the fan, here called partial geometric similarity. 
This paper provides an answer to the question of how much the performance of a fan with a certain diameter 
(De = 560 mm) is different from a series of axial low-pressure fans of the same type, where the design of 
fans is realized both at full geometric similarity for some and at partial geometric similarity for others. 
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2. Basic geometry of axial fans 

Axial fans are designed for starting conditions, pressure and temperature of gas, and the parameters that the 
fan should achieve: total pressure ( )totp Pa∆ , static pressure ( )p Pa∆  and flow Q (m3/s)  for a given speed 
of rotation ( / )n o s . 

Based on the initial data, the specific speed fan rotation is first determined, and it defines the type of fan 
0.75

1/ 2 tot
q

pn nQ gρ
∆ =  
 

. Next, optimal coefficients are selected: volume coefficient e eQ A uϕ = , 

pressure coefficient 22 tot ep uψ ρ= ∆  and geometric dimensions of the fan are determined (Figure 1). 

The basic geometry of the axial fan which has only an impeller (Figure 1) consists of: tip blade diameter De, 
casing diameter D'e, hub diameter Di, or their relationship m=Di/De , profiles of blades and the shape of an 
entire blade, blade inclination angle, number of impeller blades or relative pitch t/l at certain cylindrical 
sections, the size of radial clearance s=(D'e-De)/2 and others [1]. 

To determine the shape of the impeller blade it 
is sufficient to determine their profiles in 5 to 
12 elementary stages, approximately equally 
distributed along the height of the blade. Figure 
1 schematically shows a meridian section of a 
reversible axial fan, with a developed 
cylindrical section for the mean section of the 
impeller, and velocity triangles immediately 
before and after the cascade. The velocity 
triangles are shown for the primary flow of the 
fluid, left-to-right flow (fig. 1: flow velocity c , 
circumferential velocity direction u ). With the 
change in the flow direction (circumferential 
velocity direction −u ) the flow becomes 
reversible (flow velocity − c ). 
The efficiency of the fan depends on the shape 
of blade profiles, the blade itself, and the ratio 
of the diameters of the impeller hub and the 
shroud.  

3. Performance calculation 
Fan performance is determined experimentally 
at a test stand and is given for a constant speed 
and air density at the entrance to the fan. 
The performance of fans is normally specified 
as a series of pressure, efficiency and shaft 
power characteristic curves plotted against 
airflow for specified values of rotational speed, 
air density and fan dimensions. It is, however, 

convenient to be able to determine the operating characteristic of the fan at other speeds and air densities. It 
is also useful to be able to use test results gained from smaller prototypes to predict the performance of larger 
or small fans that are geometrically similar. 
Fans are geometrically similar if the surfaces of the fan parts in their airflow passages are geometrically 
similar. This implies that linear dimensions of those parts and their relative positions are proportional and the 
angles defining the position and shape of these surfaces are equal. The conditions of proportionality include 
thickness of the parts completely immerged in the airflow, clearances between impeller and stationary parts, 
and roughness of the surfaces of fan parts exposed to the airflow. Exact geometric similarity between fans is 

 
Figure 1. Reversible axial fan 
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seldom obtained, but small deviations in similarity are acceptable if they produce performance deviations 
substantially smaller than the allowable performance tolerance. 
The test fan performance may be used as the basis for calculating the performance of the test fan to other 
speeds or to a larger fan or series of larger fans using the fan laws, eq. (1-4). 
If the performance of the tested fan (diameter De,a) is known for a given fan speed na, and air density ρa, the 
fan performance for new working conditions and a geometrically similar fan, identified by subscripts b, can 
be obtained for the given parameters of flow Qa and pressure pa, using the following equations for [1,2]: 
Airflow 

 , (1) 

Fan pressure (applies for both total and static pressure) 

 , (2) 

Power 

 , (3) 

 Efficiency:   

 . (4) 

These laws can be applied to compare the performance of a given fan at changed speeds or air densities, or to 
compare the performance of different sized fans provided that those two fans are geometrically similar. 

4. Experimental determination of fan characteristics  
The testing and obtaining of the operating characteristics of the fan was conducted by air loading on the 
suction side of the fan, for constant rotational speed.  
The testing was conducted on a standard test rig (AMCA 210), with the suction duct with the diameter 
D=690 mm (Figure 2), in the Laboratory for Hydraulic and Pneumatic Testing of the Faculty of Mechanical 
Engineering in Niš [3,4].  
 

 
. 

1 - Fan for testing, 2 - Deflector, 3 - Prandtl probe with traverse, 4 - Channel testing, 5 - Airflow straightener, 6 – 
Stand, I′÷ I′- Cross-section for measuring flow rate, I÷I - Cross-section in front of the fan, II÷II - Cross-section 
behind the fan. 

Figure 2.Test rig for testing axial flow fans 

The testing of the low-pressure reversible axial flow fans type AV 450/6/45R and type AV 560/6/45R 
was performed for the client ″Nigos elektronik″ from Niš (Report of the testing No. 612.22.87-5/06) [5]. 

4.1. The first tested fan was type AV 450/6/45R with the following characteristics: 
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– Outer diameter of the impeller: De = 450 mm, 
– Hub diameter: Di = 100 mm, 
– Number of blades: z = 6 
– Nominal rotation speed: n = 1410 rpm 
– Fan blades were made of polycarbonate casting, with fully symmetrical profiles. 
– Power: P=0,37 kW 

The following fan characteristics for n =1410 rpm were determined on the basis of the performed 
testing (Report No. 612.22.87-5/06): 

 
Figure 3. Performance of the fan AV 450/6/45R 

4.1.The second tested fan was type AV 560/6/45R with the following characteristics: 
– Outer diameter of the impeller: De =560 mm, 
– Hub diameter: Di = 100 mm, 
– Number of blades: z = 6 
– Nominal rotation speed: n = 1410 rpm 
– Fan blades were made of polycarbonate casting, with fully symmetrical profiles. 
– Power: P=0,75 kW 

Note: The geometry of the fan AV 560/6/45R was obtained from the geometry of the fan AV 
450/6/45R by only increasing the outer diameter of the impeller from De=450 mm to De=560 mm 
and physically extending the blades to the new diameter preserving the other geometric dimensions 
of the fan (partial geometric similarity). 
The following fan characteristics for n=1410 rpm were determined on the basis of the performed 
testing (Report No. 612.22.87-5/06): 
   

 
Figure 4.  Performance of the fan AV 560/6/45R 
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5. Comparison of fan characteristics 
Figure 5 shows the fan characteristics curves ∆ptot(Q) and η(Q) as follows: 

– Marked in red are the fan characteristics curves of the tested fan AV 560/6/45R (taken from Figure 4) 
whose geometry is obtained from the geometry of the fan AV 450/6/45R by only increasing the outer 
diameter of the impeller from De=450 mm to De=560 mm and physically extending the blades to the new 
diameter preserving the other geometric dimensions of the fan (partial geometric similarity). 

– Marked in black are the fan characteristics curves of the fan wiht the outer diameter D=560 obtained 
by calculating the characteristics of the tested fan AV 450/6/45R (Figure 3) on the basis of the similarity 
theory (full geometric similarity), using equations 1 and 2 for a constant rotation speed and constant air 
density: 

 
3 3

,

,

560 1.927
450

e b
b a a a

e a
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Q Q Q Q

D
   = = = ⋅       

 (5) 

and 
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,
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D
p p p p

D
   ∆ = ∆ = ⋅∆ = ⋅∆       
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where Qa  and ∆ptot,a  are the values of the tested fan AV 450/6/45R (Figure 4). 

 
Figure 5. A comparison of performance of the fan AV 560/6/45R at full and partial geometric similarity  

5.1. Discussion of results 
Based on the comparison of the given fan performance curves ∆ptot(Q) and η(Q), we can conclude: 

– The difference between the obtained characteristics is significant (Figure 5). It can be seen that the 
characteristics of the fan with partial geometric similarity have lower values of pressure and efficiency in 
relation to the characteristics of the fan designed at full geometry similarity. 

– Fan characteristics for full geometric similarity are shifted right, towards a greater flow rate, so that a 
greater pressure at an average of about 30% is obtained. The maximum efficiency is higher for about 13% 
than the maximum efficiency at partial geometric similarity and it is realized at a flow rate which is 
increased by around 18%.  

6. Conclusions 
Based on the performed testing, calculations and analysis we can conclude the following: series of 
low-pressure axial fans, with larger or smaller dimensions, should be constructed at full geometric 
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similarity, since designing them at partial geometric similarity leads to significantly lower values of 
pressure (above 30%) and a maximum efficiency lower for about 13%.  

Nomenclature 

Latin symbols 
D  – Diameter, [m] 
n  – Rotation speed, [rpm] 
p  – Pressure, [Pa] 

P  – Power, [W] 

Q  – Flow rate of the fan, [m3s−1] 

Greek symbols 
p∆  – Pressure rise, [Pa] 

η  – Efficiency, [-] 

ρ  – Density of the fluid, in [kg m–3]. 
ϕ  – Volume coefficient, [-] 
ψ  – Pressure coefficient, [-] 

Subscripts 
,a b  – Conditions and geometry of the fan 

e  – Periphery 
i  – For hub, cylindrical sections 
tot  – Total 
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Abstract: This research presents results of the measurement and validation of the simulation model with 
double skin facade. The experimental study was conducted for the multi-storey naturally ventilated type. 
The field of detailed measurements were performed during the 2014 in the office building located in 
Belgrade, Serbia. The results of performed experimental research show how selected energy 
characteristics depend of current meteorological conditions and facade regulation. The simulation 
software tool, EnergyPlus in combination with AIRNET algorithm, is used for temperature and air flow 
prediction, as well as for necessary energy calculation. Validation of the simulation results is shown with 
typical statistical indicators. This process is done triply: for winter, transitional and summer season. The 
criteria of eligibility, when the model is verified, are defined with the recommended level of accuracy of 
the statistical indicators. Overall, the research results highlight a very good agreement between 
measurement and simulation which prove validated model. 

Keywords: Energy modeling; EnergyPlus; Experimental technique; Multi-storey naturally ventilated 
double skin facade; Thermal characteristics; Validation; 
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1. Introduction 
The envelope (facade) is the part of the building which forms the primary thermal barrier with its 
environment. It represents the most important factor in determining the level of thermal comfort, natural 
lighting and ventilation ability, and finally how much energy is needed for heating and air-conditioning.  
Today, in order to quantify and investigate energy performance of double skin facade (DSF), many authors 
are using various whole building simulation tools (e.g., EnergyPlus, TRNSYS, ESP-r, BSim, TAS, etc.). The 
results of the some of this studies relied only on simulation quality, without any measurement validation [1, 2 
and 3]. This results can led to the wrong conclusion and concept opinions. Beside this, a very important issue 
is a simulation tool accuracy [4]. The report about experimental validation of building simulation tools for 
the DSFs published in 2009 [5], shown that none of the observed models offered continuously accurate 
results. Conclusion was that models are rough and they need further improvements and fine tuning. Recently 
published paper [6, 7, 8 and 9] prooves positive results and opinions of the high level of accuracy in case of 
validation of DSF simulation models. This is the best possible way to clear skepticism and to increase quality 
of the simulation models is to calibrate and verified models with measurement data. The results about energy 
savings achieved by DSF given with this type of validated models are essential for the concept assessment 
and they are very reliable. This performed research presents continuation of the previously published study 
[10]. The main goal of this paper is to verify proposed simulation model. 

2. Methodology  
For this research, previously obtain experimental results [10] were used in order to validate simulation model 
made in program tool EnergyPlus 8.2 [11, 12] combined with airflow network algorithm AIRNET [13]. 
Model validation is a phase that supersedes model fine-tuning. The validation process should quantify the 
accuracy of results obtained by simulation, in comparison with the results obtained through measurements.  
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Statistical methods and their indicators are most commonly used to assess the accuracy level of simulation 
model results. Very important remark is that validation process cannot be just one time activity. 
Comparatively, for the highest level of reliability, it needs to be conducted on a continuous basis. According 
to that, this research will provide triple validation process in three seasons: winter, transitional and summer. 
Currently, in the case of predicting temperature and air flow, guidelines aren't available and there is no 
standard which can provide procedure and statistical indicators level of accuracy. Because of that, for this 
validation process recommendations from [14, 15 and 16] are used. The following statistical indicators will 
be used for assessing the level of simulation model accuracy: 
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In methods 1 and 2, n is replaced with n-1 (number of degree of freedom). This is done in cases when the 
number of measurements and simulations is limited, i.e. not infinite. Degrees of freedom originate from the 
geometric representation of the problem associated with mean relative and mean square error. In this case, 
the number of degrees of freedom is equal to the number of dimensions of the geometric space prepared for 
problem solving. If m parameters are estimated for a particular source of change based on n independent 
measurements or simulations, the degrees of freedom equal m-n. Given the fact that results of measurements 
and simulations are estimated based on their arithmetic mean (m=1), the degrees of freedom are equal to n-1. 
Aforementioned recommendations and indicators are suitable for energy analysis of whole structures, in 
cases when values are constantly positive (HVAC equipment energy consumption). When it comes to 
temperature or airflow predication, no recommendations have been provided so far. Despite the absence of 
recommendations, these indicators are the most frequently used and most suitable techniques for validating 
simulation models. In addition to the four proposed indicators, two more will be introduced into the analysis. 
These are:  

                                                         DMIN= min�Si-Mi� (K)                                                          (5) 
 

                                                          DMAX= max�Si-Mi� (K)                                                         (6) 
 
where: 
Mi– measured value at one point; 
Si – value obtained by simulation; 
n – total number of measurements; 
N – arithmetic value/mean of measured data, N= ∑ (Mi)n

i=1
n

 
 
MBE is a statistical indicator that indicates the average deviation of values predicted in the model from 
actual (measured) values of the observed phenomenon, that is, the tendency of deviation of one set of data 
from the others. A positive value of this indicator would suggest that the model over-predicts values 
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(estimated values are greater than actual/measured values), while a negative value would suggest that the 
model under-predicts the value of the observed phenomenon. A low value of MBE is desired. The ideal 
value of this indicator would be zero, as that would suggest that there are no differences between values of 
the observed phenomena predicted in the model and actual, measured values. This indicator cannot take the 
error into account, when MBE is decreased due to both positive and negative values of the difference (S-M). 
The RSME indicator is often used to assess the difference between results obtained through computer 
simulation and values obtained by measurement. RMSE indicates how a certain data series varies from a 
different data series. This indicator suggests the average mean deviation (error) and the degree of data 
variation, but at the same time does not provide any explicit information on the relative magnitude of the 
average difference between the predicted and the and recorded value. This indicator provides information on 
model performance over a certain period of time. The value of this indicator is always positive, while the 
ideal value of RMSE is zero. 
Coefficient of variation of the root mean squared error (CV(RMSE)) is an indicator of the relation between 
RMSE and the arithmetic mean. It is most commonly expressed in percents, and suggests the share of RMSE 
in the arithmetic mean. The square of correlation coefficient, also known as coefficient of determination is a 
relation between covariance divided by predicted and recorded values of the observed phenomenon. It is a 
measure of the predictive capability of a regression model.  
Determination coefficient indicates the share of explained variance in the total variance. As an indicator of 
quality of regression, it gives answer to which part of variation of the dependent variable (simulation results) 
is explained by the model, and which is explained by variations of the independent variable (measurement 
results). If the correlation coefficient R=0.8, determination coefficient R2 equals 0.64; this would suggest that 
the share of explained variance of observed phenomena in the overall variance is 64%. In other words, 64% 
of results obtained by model simulation match the measured values. The main question in model validation is 
when a model can be considered validated? The answer to this question is based on generally accepted and 
recommended criteria, the so-called acceptance criteria. Based on mentioned standards and guidelines, the 
recommended borderline value of R2 statistical parameter for measurements and simulations conducted 
hourly is given as R2≥75%. 
Since no recommendations have been made for other indicators, their analysis will be based on personal 
estimates. This assessment will primarily be based on the level of accuracy and consistency of results 
obtained by simulations with those obtained by measurement. Such structured and validated model will 
subsequently be used assessment of a suggested seasonal operational strategies in order to quantify the 
effects of energy savings associated with the proposed measures. Also, this validated models can be used for 
comparative energy analysis between DSF and traditional facades.  
Table 1 presents an overview of results reached by various authors who applied verification of simulation 
models of buildings with DVF. The results refer to average and maximum deviations (temperature and flow 
velocity), as well as the values of coefficient of determination R2. 
Table 1. Literature overview about validation results on models with DSF 

Structure type Simulation software Error (˚C; m/s) R2 (%) Average Typical maximum 
Lab model(4) EnergyPlus 2.91; 0.99 20.06; 1.16 ― 
Lab model (17) EnergyPlus 0.18; ― 0.72; ― ― 
Lab model (18) EnergyPlus 0.27; ― 4.91; ― ― 
Lab model (19) ESP-r 0.85; ― 5.22; ― ― 
Lab model (20) ESP-r 0.45; ― 15.31; ― 90.89 
Lab model (9) EnergyPlus 1.40; ― 2.50; ― 92.32 
Real building (9) EnergyPlus 0.37; ― 1.4; ― ― 
Real building (21) EnergyPlus 2.15; ― 4.85; ― ― 
Real building (22) TRNSYS 1.87; ― 4.17; ― 96.58 
Real building (6) EnergyPlus 1.86; ― 9.58; ― 94.62 
Real building (7) EnergyPlus 2.25; 0.21 8.74; 0.38 90.31 
Real building (23) EnergyPlus 4.56; ― 7.12; ― ― 

By examining the above mentioned sources, it can be concluded that average errors are below 5°C, as well as 
that the value of errors decreases as conditions are better controlled (the higher the influence of natural flow, 
the greater the errors). In addition, it is logical that error values are lower in cases where there more detailed 
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measurements are conducted, more accurate input parameters present (material characteristics, method of 
use…) or with calibrated simulations with sensitivity analysis for key parameters. 

3. Test multi-storey building  
The test office building was VIG Plaza, located in Belgrade, Serbia (latitude 44.5°N, longitude 20.3°E, +1h 
GMT). Climatic conditions in Serbia can be described as moderate-continental with more or less pronounced 
local characteristics. The hottest month is July, where temperatures could reach up to 42°C whereas the 
coldest month is January, with minimum temperatures around −20°C. Average annual, winter and summer 
air temperature for the period 1961-1990 for the area with altitude of up to 300 m amounts to 10.9, 4.9 and 
23.2°C respectively. Transitional season is represented by the spring period, which is characterised by 
moderate outside conditions with a couple of extreme winter or summer intervals. Annual sums of solar 
radiation duration are in the range of 1500 to 2200 hours with maximum intensity of 1000 W/m2. During the 
warmer part of the year winds from W and NW are predominant with average speed from 1 to 3 m/s. In the 
cold period, winds from E and SE dominate with average speed from 5 to 11 m/s [17]. 
The building was finished in 2011 and it is first example of a multi-storey object with DSF in Serbia. Its 
design represents one of the unique types of DSF. The first facade layer is made in the traditional manner 
(with transparent and opaque part, WWR is 45%) and additional second layer that is made fully out of glass. 
In most cases, both layers of DSF for office buildings are transparent. Cavity depth is 0.63m and Fig. 1 
shows the view of target building with front evaluation, zoning and floor plan. The building incorporates a 
DSF on the NE (from first to the sixth floor) and SE (from first to the eighth floor) facing wall. The other 
two wall orientations are made in traditional way due to building's surroundings. The DSF is made on the 
principle of continuous multi-story facade with only natural ventilation in the cavity. The shading device 
(blinds) are mounted in cavity space and automatically regulated by BMS. Motorized ventilation inlet and 
outlet dampers are not installed at the bottom and top of DSF. As a result, the facade is opened all the time 
and cannot be regulated according to current outside conditions. The reason for this was the aim of the 
facade which was, in design phase, based only on an aesthetic (decorative lights are placed in the cavity) and 
noise reduction considerations. 

Figure 1. Front evaluation, zoning and floor plan of the selected building 
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4. Simulation setup  
Start of modelling building with DSF refers to its graphical representation. The research topic is the 
modelling of the building covered with DSF, so that this part be well analysed and presented in detail. The 
interior (zoning, HVAC systems, heat gains ...) will be shown to the extent that satisfies the design and the 
current operating conditions of the observed building. Part of the building envelope with DSF at which 
measurements are made will be used for the formation of EnergyPlus simulation model. Orientation of the 
selected part of the building's NE. Due to the availability of measuring equipment and simplify the model, 
the facade is divided into three zones (lower (1 and 2 floor), middle (2 and 3 floor) and upper (4 and 5 floor) 
zone). 
Sophisticated modular software ''Design Builder" version 4.2 is used to form a physical model of the part of 
the existing object with the selected DSF. This allows a precise, detailed and relatively rapid formation of the 
desired model. Software graphical environment is user-friendly, while the program ''engine'' is EnergyPlus 
version 8.1. In this way, fully enabled the generation of models that fully meets all the constructive 
dimensions and thermo-physical properties of all materials used in existing building (Fig 2). Also in this 
program environment, all zones are created corresponding to the existing HVAC systems together with their 
design and operating conditions during the current exploitation of the object. Further more detailed analyses 
were carried out directly in the program EnergyPlus since ''Design Builder" has the ability to export and 
generate .idf files. 

Figure 2. Energy model layout created in the Design Builder 

To fine-tune the model, experience from similar models [4, 6, 7 and 9], were used as well as a sensitivity 
analysis of the application of different inside and outside convection algorithms. Table 2 shows details about 
used EnergyPlus simulation parameters. 
Table 2. Details about used EnergyPlus simulation parameters 

Simulation setings Selected type 
Solar distribution Full interior and exterior 
Surface convection algorithm (inside) AdaptiveConvectionAlgorithm 
Surface convection algorithm (outside) MoWiTT 
Time step per hour 12 
Airflow model AIRNET Network Algorithm 
Cp Imput values Gp generator 
Discharge coefficient of the openings between the floors 0.51 
Crack Flow trough windows and walls Air mass coefficient (0.00015/0.00025) 
Crack Flow trough vents 0.0015 
Air mass flow exponent 0.68/0.68; vents 0.64 
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People People/Area 0.15 
Lights Watts/Area 12 
Electric equipment Watts/Area 10 
Zone Equipment ZoneHVAC:IdealLoadsAirSystem 

Winter room temperature Between 6AM and 7PM, 23°C 
Other 17°C 

Summer room temperature Between 6AM and 7PM, 23.5°C 
Other 28°C 

5. Validation results  
In order to determine the level of accuracy and quality of validation process (matching the results of 
measurements and simulation), as defined statistical indicators are used. As noted, due to the lack of 
recommendations and standards when it comes to verifying the temperature and air velocity, to standard 
statistical parameters are add indicators minimum Dmin and the maximum deviation Dmax. Until today 
there are no recommendations on the eligibility criteria provided for confirmation of results, standard 
statistical indicators, such as MBE, RMSE, CV (RMSE) and R2 can provide a sufficiently accurate picture of 
the quality of the results generated by simulation. To increase the credibility of the assessment of eligibility, 
process validation of results is done in three regimes (winter, summer and transient). In this sense, the results 
of all zones related to the following parameters are checked:  

1. inside surface temperatures of the outer DSF layer  
2. wall and window outside surface temperatures  
3. cavity temperature and air velocity 

In this paper, validation process inside surface temperatures of the outer DSF layer is presented. Based on the 
conducted quantitative statistical analysis indicators were obtained of the quality of the set of simulation 
results, which are presented in the Table 3 and Figure 3 for the inside surface temperatures of the outer DSF 
layer. The coefficient of determination (R2) indicates a high degree of explanation of the variation of the 
results of the simulation model, in each case (zone/season). In other words, over 93% of the results obtained 
by the simulation model coincides with the measured values. Bearing in mind the set standard in this field by 
which the value of the statistical parameter determination coefficient greater than or equal to 75% is 
considered desirable, set model can be characterized as a quality model in terms of prediction. Parameter 
mean error bias (MBE) indicates the prevailing negative value of the average deviation model predicted and 
measured values of the observed phenomena, which indicates that the model predicts below the actual value. 
Bearing in mind the fact that this indicator does not take into account the error of abolishing the positive and 
negative values of the difference model simulations obtained (S) and measured (M) knowledge, should be 
accounted for slightly lower values mean error of actual bias. 
The average size of the measured deviation model simulations of actual value deviations (RMSE) is 
relatively low and points to small fluctuations series data obtained by the simulation compared to the series 
of data recorded by measuring the field. 
The coefficient of variation (CV (RMSE)) as an important indicator of the representativeness of the sample 
and the reliability of the experimental methods used in the study is in the normal range of 5% to 10%, which 
can jeopardize the reliability of estimates of simulation results. 
Indicators minimum Dmin and the maximum difference Dmax model simulations calculated and measured 
values in synergy with other indicators complement the assertion that it is a good set, validated simulation 
model. Indicators for assessing the level of accuracy of the results of the simulation model for other 
mentioned selected parameters show a good deal of similarity with the same indicators, with some minor 
differences. 
Table 3. Validation results for the inside surface temperatures of the outer DSF layer 

Outer glass Σ W T S Σ W T S Σ W T S 
I Zone 0,96 0,93 0,94 0,94 -0,50 0,36 -0,64 -0,85 1,87 1,94 1,62 2,02 
II Zone 0,96 0,93 0,94 0,94 -0,71 0,16 -0,84 -1,01 1,94 1,92 1,72 2,16 
III Zone 0,96 0,93 0,96 0,94 -1,02 -0,15 -1,15 -1,25 2,09 1,93 1,90 2,39 

Indicator  R2 MBE RSME 
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Outer glass Σ W T S Σ W T S Σ W T S 
I Zone 9,16 14,25 8,60 7,01 0,01 0,01 0,02 -0,03  6,93 6,93 -5,17 -6,70 
II Zone 9,35 13,69 8,99 7,40 0,01 0,02 0,01 -0,01 -6,90 6,73 -5,37 -6,90 
III Zone 9,86 13,38 9,71 8,10 0,02 0,01 0,02 -0,01 -7,20 6,43 -5,67 -7,20 
Indicator CVRSME Dmin (S-M) Dmax (S-M) 

Figure 3. Validation of the inside surface temperatures of the outer DSF layer 

6. Conclusion 
The combination of software tools EnergyPlus and Airflow Network Algorithm proved to be a good and 
reasonable choice when it comes to the relationship of accuracy and the time required for the simulation. 
Simulations typically lasted about 10 minutes, which can be considered a relatively short time to obtain 
results. Software tool accepts that the air temperature in the zone is uniform and therefore provides only one 
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simulated value. Measurements were obtained by two values of temperature across the width of the facade, 
and for this analysis average measured value was used. The same case is for the surface temperatures and air 
velocity. 
All used statistical indicators have shown a high level of accuracy and matching the results obtained by the 
simulation and measurement. Values differ depending on the observed zone and regime. The conclusion is 
that better value matching was in the interim and summer regime, especially when the most influential 
parameter was analyzed – the cavity air temperature. Also, the conclusion is that greater deviations occur 
during the day, as the reason may have complex thermal behavior in the cavity which reflects the 
imprecision and uncertainty of the convective heat transfer coefficient. When it comes to the value of air 
velocity, the conclusion is that this parameter must be analyzed separately in a much shorter time interval (an 
interval of a few seconds). The results related to air velocity indicate that the values coincide better when the 
flaps are down, when the present case is better controlled. 
The general conclusion of the modelling and validation process is that the results represent good prediction 
of the real (measured) values. Therefore, this „fine-tuned” model is highly reliable in terms of future 
evaluation of thermal performance of the building with DSF. It should also be noted that, despite the lack of 
standards or guidelines for verification of temperature and speed, objectively speaking reliability of the 
model is good in terms of the obtained values of the proposed statistical indicators. 
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Abstract 

An experimental research has been carried out to investigate the thermal performance of a gas-liquid heat 
exchanger in a pilot plant. Results of the conducted experiment with a finned tubes thermosyphon heat 
exchanger using natural gas are presented. The installation has been mounted at the exit of a flue gas 
from an existing steam generator „PK-4“ with total power of 2.88 MW in the boiler room of “Vini”, 
Sliven, Bulgaria. In order to determine the efficiency of the heat exchanger different types of experiments 
have been carried out utilizing different load of the steam generator. Based on these results the coefficient 
of heat transfer of flue gas to the finned tubes is determined, according to different modes of operation 
with crossed and straight pipe bundles. The ε–NTU method has been used. 

Keywords: ε-NTU method, finned tubes thermosyphon, heat transfer, waste heat recovery 

1. Introduction 
When burning fossil fuels, either in liquid or gas state, a significant about of heat is emitted in the process, 
which can be then utilized. For this purpose many kinds of heat exchangers have been developed to transfer 
this heat to other fluids or aid other burning processes. One type of these heat exchangers is the 
thermosyphon heat exchanger with finned tubes from the side of flue gas. This type of devices have a simple 
design and are quite compact compared to other types. 
Many scientists ate working on the development and design of these heat pipe heat exchangers (HPHE). 
Below are given some examples of the experimental and theoretical developments and efficiencies of the 
HPHE. 
The methods used for design and experimental investigation of HPHE are two - the Log-mean temperature 
difference model (LMTD) and the effectiveness-number of transfer units model (ε-NTU) [1,2]. The ε-NTU 
method is preferred when calculating the performance of the HPHE. Azad and Geoola [1,3] applied the ε-
NTU model on air-to-air heat pipe heat exchanger. They developed a new correlation for condensing water 
vapour on vertical pipe and determined that the external thermal resistances in those cases limit the 
performance of HPHE. Zhongliang Liu et al. [4, 5] investigated heat transfer characteristics of HPHE with 
latent heat storage and suggested a new thermal storage system and a heat pipe heat exchanger with latent 
heat storage. Shah and Giovannelli [6] investigated heat pipe heat exchanger performance from a 
comparative point of view. They modelled a HPHE using both LMTD and the ε- NTU method. Many 
existing correlations and results were used to determine the thermal resistance. Tan and Liu [7] analyzed an 
air-to-air heat pipe heat exchanger using the ε- NTU method. They determined the optimum position 
separating a heat pipe into an evaporator and condenser, where regions in the heat pipe heat exchanger were 
formulated by minimizing the total thermal resistance of the heat path. Wadowski, T., et al. [8], studied an 
experimental investigation of the performance of an air to air thermosyphon-based heat exchanger and its 
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thermal performance. Yang et al. [9], Noie and Majidian [10, 11], Zare Aliabadi et al.[1] used ε-NTU 
method for experimental study of performance of HPHE in industrial plants, hospital, laboratories and etc. 
Lin et al. [12] used CFD simulation for modelling the processes in heat pipe heat exchanger. Detailed 
analysis of various tubes and fin geometries has been presented by Kays and London [13], and Rohsenow et 
al. [14]. 
In this study the ε-NTU is used for investigation of a gas-liquid heat pipe heat exchanger installed in a boiler 
power station of "Vini", Sliven. 

2. Theoretical formulation 
2.1. ε-NTU method 
The ε-NTU method based on the heat exchanger effectiveness, ε, which is defined as the ratio of the actual 
heat transfer in a heat exchanger to the heat transfer that would have occurred in a heat exchanger with an 
infinite surface. The exit temperature of the low-temperature fluid would equal the inlet temperature of the 
high-temperature fluid. Therefore, the effectiveness can be defined as [12]: 
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Applying conservation of energy, the general exponential function for a counter-flow heat exchanger is: 
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Where, the heat capacities of fluid in the evaporator and condenser sections of a heat pipe heat exchanger are 
Cevap, Ccond, respectively. Therefore, effectiveness can be calculated by the following correlations: 
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Due to phase change, the maximum heat capacity is several orders of magnitude larger than the minimum 
heat capacity. Therefore, the heat capacity ratio between minimum and maximum heat capacities are equal to 

zero min
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≈ 

 
 and the expressions for effectiveness are presented as follows: 
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 ( )1 exp NTUε = − −  (5) 
 
The effectiveness of the evaporator and condenser sections of the heat pipe heat exchanger can be defined as: 

 ( )1 exp NTUevap evapε = − −  

( )1 exp NTUcond condε = − −  

 
(6) 

 

Where evap evap
evap

evap

U A
NTU

C
=  and cond cond

cond
cond

U ANTU
C

=  

These correlations are defined for a single row of pipes. The effectiveness of heat pipe heat exchanger with n 
rows of pipes is as follows: 
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The least overall effectiveness of heat pipe heat exchanger is obtained by the following correlations: 
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2.2 Determination of U-value 

Heat transfer coefficient from hot to the cool coolant can be defined as: 

 1
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(9) 

The coefficient of heat transfer from the hot flow towards the outer surface of the thermosyphon in the 
evaporator is based on the following equation: 
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=  
(10) 

The coefficient of heat transfer for the inner surface of the thermosyphon with an intermediate heat transfer 
medium is based on the following equation: 
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Condensation heat transfer coefficient of intermediate coolant in thermosyphon tubes. 
The calculations of the coefficient for heat transfer of steam in a vertical pipe is determined in relation with 
the Nutselt theory for layered condensation and expressed with the following equation: 
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Heat transfer coefficient from the outer surface of thermosyphon tube to the cold coolant: 

 ,out cold cold
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3. Experimental equipment 
Flow diagram for the utilization of heat from exhaust gases when burning natural gas, with the use of 
thermosyphon heat exchanger, is shown (Figure 1). This is designed in 2014 at “Vini” in Sliven using a 
steam generator PK-4. The temperature of the exhaust gases of the steam generator varies between 150 – 220 
°С depending on its working mode, whereas the temperature of the feeding water stream is around 15 °С.  
The steam generator works at a coefficient of excess air α≤1.15. The water heater is designed for water that 
has undergone a chemical process of desalination. The remote water heater with thermosyphon heat 
exchanger does is not included in the loop of high pressure. The connection between the water heater and the 
heat pipes for water and gas circuits is illustrated below: 
 

 
Figure 1: Schematics of heat source connected with heat pipes 

 
The developed experimental model of separate water heater consists of three sections. First and second 
sections are identical, made of two rows of 18 pieces corridor located thermosyphon finned tubes. The 
evaporator zone is located in the middle of flue gases where the pipes are finned aluminium slats in order to 
intensify the heat exchange. Condensation zone is placed in an aqueous environment, such as the pipes of the 
thermosyphon are smooth. Water circulation around the heat pipes in the area of condensation is the two-
movement. 
The third section of the tank is made of 36 pieces thermosyphon finned tubes, staggered in three rows. The 
heat exchanger is designed to heat water received from the reservoir to the chemically purified water at a 
temperature ranging from 15ºC to 65ºC. The geometrical dimensions of the three sections of the developed 
boiler are shown in Table 1. In Fig. 2 is a diagram of the heater. 
The cut of the tank is consistent with the desired speed for optimal heat transfer fluid. Hydraulic resistances 
are low and do not affect the work of smoke extracting fan and chimney. Flue gas is coming from the left 
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side of the tank in the first section through the transition with flange connections. Second and third sections 
are arranged sequentially in the path of the flue gases. 
 

Location of the pipes     Staggered Parallel 
Outside diameter of tube D mm 25 18 
Outside diameter of fins Dfin mm 55 37 
Fin height Hfin mm 15 9.5 
Fin thickness Δfin mm 0.2 0.6 
Fin size  Sfin mm 3 4.5 
Fin coefficient   - 17.08 7.59 
Transverse pitch S1 mm 56 38 
Relative pitch σ1 - 2.24 2.11 
longitudinal pitch S2 mm 49 38 
relative pitch σ2 - 1.96 2.11 
diagonal pitch S2' mm 56   
relative pitch σ2' - 2.24   
Number of pipes in a row n1 No. 12 18 
Number or rows z No. 3 2 
Length of the pipes L mm 928 928 
Coefficient of congestion - frontally Kf   0.52 0.46 
Coefficient of congestion - diagonally Kd   1.18   
Hydraulic diameter Dh mm 1.52 0.73 

Table 1: Main specifications of the water heater 
 
The temperature of the feed water prior to the heat exchanger being mounted is 15°C. Its circulation through 
the heat exchanger is via a circulating pump with frequency control. Water is supplied from the reservoir for 
chemical treated water. There is a possibility at the time of the experiment that the heated water can return to 
the tank or be disposed of. The water flow can be adjusted over a wide range, which favours conducting tests 
in various operating modes. 
 

          
Figure 2: Example of a water heater with finned thermosyphon pipes [1] 

4. Conducting the experiment 
Experiments were carried out by equipment operating at three different loads on the steam generator. The 
flow of chemically treated water coming into the tank for heating has also been changed. It was also possible 
to change the heating surface by removing of the first and second section, in which the thermosyphons are 
places in parallel. 
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During the experiments, the following values were measured: 
Flue gas temperature at 4 points (at the entrance of the tank, at the entrance of the second and third section, 
and at the exit of the tank) - 8-channel microprocessor thermometer, Pt 100 resistance thermometers. 
Temperature of feed water (at the entrance of the tank, at the entrance of the second and third section, and at 
the exit of the tank) - 8-channel microprocessor thermometer Pt 100 resistance thermometers. 

• Consumption of water passing through the heater - ultrasonic flowmeter. 
• Volumetric fuel consumption - volumetric meter 
• Content of oxygen, nitrous oxide and carbon dioxide in the flue gas - gas analyser TESTO. 
• Speed of flue gases - 12 points after each section of the heater - Pitot tube. 

The difference between the full and static pressure in flue gas is also measured. For maximum accuracy in 
the calculations of flue gas the velocity is calculated based on the combustion process and sections [4]. 
The results of some of the experiments are presented in Table 2. Three modes of operation of the boiler are 
discussed, in which the volume and the temperature of the flue gas vary. Temperatures of the flue gases and 
the water along the heat exchanger are also presented. The designated temperature at the inlet of the first 
section are shown with index 1, index 2 - the input of the second section, index 3 - at the entrance to the third 
section and index 4 - at the outlet from the heat exchanger. 
Taking into account the volume of flue gas and the smallest diameter in the pipe, the peed of the gases are 
calculated for the case of parallel and staggered distribution of pipes. The results can be seen in Table 2. 
In order to make the calculations for the heat exchanger the following two are taken into consideration: type 
fluid and saturation temperature of the intermediate heat transfer medium, diameter of the pipes and ratio 
between the condenser and evaporator. It is important to choose the optimal temperature for the heat transfer 
medium saturation as this would allow to decrease the heated surface of the heat exchanger. 
The following assumptions are made when making the calculations for the thermosyphon:  

• The process of creating steam is achieved by surface evaporation of the condenser 
• The temperature of the steam does not change throughout the pipes 
• Layered condensation according to Nusselt theory is present in the condenser 
• The vapour impact on the movement of condensate on the wall of thermosyphon is ignored; 
• The flow type of the condensate is laminar 
• The thermosyphon is placed vertically 

The calculations are made under the following conditions: 
High temperature exhaust gases from burning natural gas are chosen for the hot heat carrier, and water for 
the cold heat carrier. 
 

5. Results and discussion 
The efficiency of the chosen heat exchanger is determined using the ε-NTU method in two different ways: 

• Using equation (1) based on the experimental data from Table 2. 
• By determining the number NTU in equations (8) after calculating the U-value using equations (9) - 

(13) - theoretical. 
Results were obtained for two modes of operation of the boiler: 

• Mode 1 - Consumption of natural gas as fuel is 32.5 nm3/s, 
• Mode 2 - Consumption of natural gas as fuel is 75 nm3/s, 

and are presented in Table 2. 
 

Vg Tinlet Chot/Ccold  εexp ε t 
m3/s °C 

Mode 1 
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0.606 162 0.117 0.507 0.457 
0.606 161.8 0.086 0.501 0.458 
0.594 155 0.101 0.465 0.460 
0.592 154 0.091 0.462 0.461 
0.597 156.3 0.135 0.412 0.376 
0.593 153 0.140 0.410 0.373 
0.591 152 0.138 0.410 0.298 

Mode 2 
1.456 180.3 0.083 0.507 0.513 
1.459 181.2 0.086 0.501 0.511 
1.530 203.5 0.089 0.462 0.450 
1.553 212.3 0.101 0.465 0.432 
1.555 212.8 0.091 0.462 0.431 
1.574 218.7 0.135 0.412 0.343 
1.581 219 0.138 0.410 0.244 

Table 2: Experimental and theoretical results 
 
The effect of the inlet temperature of the hot heat carrier (flue gases) on the efficiency of the heat exchanger 
has been examined. Figure 3 presents the dependencies of the experimental and theoretical efficiency of the 
heat exchanger from the fluid inlet temperature. For both modes the comparison between experimental and 
theoretical values of efficiency show a very good match. 
Under the first mode of operation, increased efficiency is observed when temperature is increased as well - 
12ºC increase in temperature results in 0.117 increase the value of ε. Under the second more of operations, 
where much higher temperatures of flue gasses are observed (180-210 ºC), the increase in temperature results 
in a decrease in the efficiency, which is most noticeable above 210 ºC. In this mode of operation the cost of 
flue gas and therefore its speed is higher than those for mode 1 (Table 3), which probably reduces the 
efficiency of the heat exchanger studies. 
 

 
   a)      b) 
Figure 3: Dependence between effectiveness of the heat exchanger and the temperature of inlet hot gasses, 
a- regime 1; b- regime 2 
 
Figure 4 shows the relationship between the efficiency of heat exchangers and heat capacities ratio Chot/Ccold. 
Chot/Ccold is one of the most important factors influencing the effectiveness of the heat exchanger. The 
chosen heat exchanger in this paper uses flue gases as a hot fluid and water for the cold one. Mass Flow 
meters are selected so that all modes comply with Chot/Ccold <1. For all studied modes Chot<Ccold, the 
effectiveness decreases by increasing the ratio of Chot/Ccold, because the sensible heat of the high temperature 
fluid stream is less than the low temperature fluid stream. In the tested modes of operation the value of 
Chot/Ccold changes from 0.086 to 0.140 (mode 1, Figure 4a), in which the experimental efficiency of the heat 
exchanger decreases from 0.501 to 0.410. In mode 2 (Figure 4b) Chot/Ccold changes from 0.083 to 0.140, 
whereby the efficiency decreases from 0.507 to 0.410. From the results it is clear that the speed of the hot 
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fluid does not influence the efficiency under the same values of Chot/Ccold. In the work of Zare et al [1] are 
presented results from a study on the influence of the ratio Chot/Ccold in a heat exchanger hot air - water. In 
this study the efficiency also decreases where Chot/Ccold also drops. This is due the fact that when Chot/Ccold is 
decreasing the exchanged heat also decreases. 
 

 
   a)      b) 
Figure 4: Dependence between effectiveness of the heat exchanger and the heat capacities ratio Chot/Ccold, a- 
regime 1; b- regime 2 
 

6. Conclusions 
Experiments were conducted on an experimental HPHE developed on an industrial scale. Results are the 
costs and the temperatures of hot and cold fluid. 

1. The efficiency of the heat exchanger determined according to experimental data and ε-NTU method. 
2. There is a good match between experimental and theoretical results. 
3. The effect of the inlet temperature of the hot fluid on the efficiency of the HPHE is also investigated. 

It was found that in the range 150 - 165°C temperature increase leads to an increase in efficiency, 
while at higher temperatures (180 - 200°C) increase in the inlet temperature reduces the efficiency of 
HPHE. 

4. The influence of the heat capacities ratio Chot/Ccold on the efficiency of HPHE is studied. Upon 
increase of Chot/Ccold the efficiency decreases. 
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7. Nomenclature 
Latin: 
cp – specific heat capacity, at p = constant (J kg-1K-1) 
C – heat capacity (J K-1) 
d – diameter of tube (m) 
g – gravitational acceleration (ms-1) 
k – thermal conductivity (Wm-1K) 
l – latent heat (kJ kg-1) 
L – height of thermosyphon tube (m) 
Nu – Nusselt number 
q – heat flux density (Wm-2) 
t – temperature (°С) 
 

Greek: 
γ – surface tension of the intermediate coolant in [Nm-1];  
µ – dynamic viscosity of the liquid phase in [Pas];  
ρ – density of the liquid phase of the intermediate coolant in [kgm-3]; 
δ – thickness [m];  
 

Subscript: 
c – condensing zone 
cold – cool coolant 
hot – hot fluid 
out – outer 
s – saturation temperature 
vap – vapour phase intermediate coolant 
vap,o – vapour phase intermediate coolant at atmospheric pressure 
w – wall (of tubes) 
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Abstract: This paper considers temperatures of the small caliber, cannon projectile, caused by aerodynamics at the 
initial flight path. Tolerances of  muzzle velocities caused different temperature profiles on the top as well as around 
projectiles body and determining the key data for the improved mechanism design for the projectiles safety operation., 
Modeling of flow field distribution at the  high speeds  is used as the base for the  calculation criteria of the 
temperatures field. Temperature field designed in the simulation as function of projectile muzzle velocities and their 
flight Mach numbers was in the accordance to the values at the flight trajectories after launching from the gun barrel. 
Analysis of experimental and calculated aerodynamically temperatures of projectile is done, refers to the heat exchange 
on the stagnation flight point, used for new design of the  fuse arming on the improved type  40 mm caliber gun 
ammunition . Simulation tests are presented for the high supersonic initial flight velocities in the threshold tolerated 
values appeared for the different gun operations in the  environmental temperatures.  
 
Keywords: aerodynamic temperature, small caliber cannon projectile, muzzle velocity, heat requirements  
 
1. Introduction 

 
Unguided projectile of the Antiaircraft types is, primarily, used for air targets, shooting with ballistic 

trajectories. New considerations may suppose, also, its advanced applications for the ground targets engaged 
from air and ground platforms in, so called, close support infantry operations. For these purposes modern 
ammunition design, requires extended safety and reliability demands. The new technologies applied on the 
lower calibers of tactical ammunition could use also heat of environmental supersonic flow to solve some 
problems of internal safety design. These technology analyses are especially challenging for the small caliber 
cannon ammunition with the appropriated smaller dimensions, because of specific properties of initial flight 
with the high Mach numbers. In that sense of meaning high speed ammunition characteristic for the 
antiaircraft guns get new applications to be integrated on the land and air weapon platforms [1] to [5]. Air 
cannon type projectiles launched from same caliber guns, exposes sensitive effects on the projectile 
operational reliability which could influence requirements about its novel simplified safety arming 
redesigning 

Ballistic trajectory of AA gun projectile has significant temperatures caused by supersonic velocities 
at the very beginning of flight. Muzzle velocities are vary regarding initial environmental temperatures. This 
changes time interval of fuse arming as safety distance on the flight path measured after launching from the 
barrel muzzle. The relevancies of these becomes especially important during  ripple fire where projectiles 
represents group of launched power expected to be effective from the different air and land platforms. 
Variations of the aerodynamically temperature calculations and their accurate estimations coupled with 
technology of arming as the heat simulation criteria is required to be designed in the ripples tolerance fields. 
Variations vs. initial flight Mach numbers, coupled with threshold operational environmental temperatures 
becomes the key element in that design .In the considered case this were among 2.5 -3.0.  

 
 
 

2. Experimental equipment and simulation  model  
Projectile launched model and the gun mechanism are shown on the figure 1a  [6]. Simulation and 

experimentally tested model of projectile in the flight is shown on the Figure 1b,refered from the papers  [7]. 
Characteristic values of mass and dimensions, approximately, corresponds to the AA cannon 40 mm HE 
unguided projectile, Table 1.  
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Fig. 1a.  Model of launching  gun mechanism ( paper [6 ]) 
 
 

CP

x about 3,3 cal.

about 5,0 cal.

CG

CGCP

 

Fig. 1b.  Model of launching  projectile( paper [7 ]) 
 

Table 1. Model of projectile, [JME] 
Parameter Mark, unit Value 

Reference diameter (cal) d [mm] 40 
Total length l [cal.] ~ 5 
Nose length l1 [cal.] ~ 2,5 
Ogive radius Ro [cal.] ~ 20 

Boat tail length l3 [cal.] ~ 0,5 
Mass of projectile m [kg] ~1,0 

Axial inertia moment Ix [kg m2] ~2,1∙10-4 
Transversal inertia 

moment Iy [kg m2] ~2,3∙10-3 

.  
 

 

 
Figure 2. Representative experimental trajectories of aerodinamical temperatures simulation tests( paper [6]), 

Aerodynamically temperature design by flow field is expected on the trajectories where arming heat 
system reacts on the projectile blunt body attacked by total (stagnation) temperature 

Appearing of this case happens on the representative experimental trajectories of launched projectile shown 
on the figure 2 paper [6 ]. 

Aerodynamic stream flow of the projectile were simulated by numerical software solution ,  [8] and [9].The 
numerical simulation of flow around the model of AA projectile are done using CFD code, based on the 
density based steady state solver. According to the boundary range of velocity from muzzle to approximate 
distance of 50 m, at low altitude and standard atmosphere, referential range of Mach number flow 
simulations is 2,5 and 3 Mach number. The governing equations were performed based on Reynolds 
Averaged Navier Stokes model. Applied turbulence model used around projectile was two-equation shear-

TEMPERATURE 
ARMING AREA 
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stress transport k-ω model, with k turbulence kinetic energy and ω specific dissipation rate. The 
computational domain of simulations was consisted of 1,7 million cells of hexahedra, and the con with 
longitudinal axis of 75 referential diameter of model as well as, lateral axes of 50 referential diameter of 
model. The values of wall function y+ were bellow 50. The discretization was second order and convergence 
criteria were bellow 10-6 of residuals with constant values of aerodynamic data. The numerical calculations 
were done for supersonic flow, around projectile with standard parameters of pressure and temperature, for 
the outer boundary condition. Inner boundary condition was isothermal, no slip wall.  

3. Obtained simulation results 
In the figure 3 and 4 was presented the contours of static overheating temperature at the flight Mach number 
2,5 and 3.0 of referred temperature taken from ballistic data as the environmental referent condition T= 289.9 
K  .In the figure 5 the total temperature overheating of projectile body, to the referent temperature is ,also, 
presented. Blunt body overheating important for this research shows small differences of the temperature 
loading for the Mach numbers at the lowest and highest values of muzzle velocities. This conclusion 
orientated expected temperatures between 571.9 K - 593.9 K. Total overheating temperatures on the 
surrounding stream,  1m around projectile body, do not very to much because of stagnation conditions in the 
boundary layer and the shock wave looses of total pressure of the ogive projectile with blunt body effect. 
These values are  about  10K. 
 

 
Fig. 3. Contours of Static overheating temperature to the environmental referent values at Mach number 2,5 

 

 
Fig. 4 Contours of Static overheating temperature to the environmental referent values at Mach number 3,0 
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Fig. 5 Contours of projectiles total temperature overheating to the environmental referent temperature value obtained 

simulated projectile temperature data proved variation of overheating involved in the  design of safety arming 
mechanism operation function on the reliability of the proving ground tests.  

 
4.Conclusion 

The temperatures of AA gun projectile model are affected by aerodynamic flow and stagnation effect 
of low blunt body projectile.  Steady state simulation data are tested for the fixed threshold supersonic flight 
flow conditions. Shoot gun tests were performed by approximately real designed model of projectile, and the 
obtained variable arming behavior  caused by temperature overloading based on heat exchange are proved as 
expected. Obtained data was not enough reliable for the full estimations to be used for the heat mechanism 
design and to control design corrections. The trait of the change of the based calculated values of 
aerodynamic temperatures coincides with the expected results but not satisfies required conclusions about 
reliability for the  technology of fuse arming by the heat method control in the given time interval.. 
Comparative calculation model of heat estimations in the internal components has to be   tested, to prove 
possible use of aerodynamically heat in the simplified designing of arming system. Actual simulation 
researches of ammunition functions could be possible after data obtained for preliminary consideration of 
fuse safety functions. Sensitivity tests of fuses has to be added to composed simulations and real static and 
dynamic testing, to develop best way for improved ammunition development.  
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Abstract: Paper expose the forming of Explosively Formed Projectiles (henceforth EFP) used for the 
special types  of warheads. Model is designed  without metal covers of explosive charge in order to 
represent temperature effects on melted core (henceforth liner) of EFP, powered by initial explosive shocks 
waves and realized velocities. Presented numerical approach of temperature and dynamical calculations at 
the very beginning of initiation has aim to estimated performances of EFP regarding forming dynamics, 
energies, projectile shapes and initial velocities.  

Keywords: explosively formed projectiles, numerical simulation, temperature profile, explosive propulsion 
 

1. Introduction 
The using of EFP projectiles is one of advance concepts for penetrating of armored targets from appropriate 
distances [1,2]. Last twenty years, EFP projectiles represents the significant concept for missile penetration 
warheads design. Concept is used for the armored land as well as ship and other targets. The main 
capabilities of these warheads types is ability to shoot targets in motion as well as in the rest, but from the 
appropriate distances without direct contact of warhead and target. Penetrability of these projectiles [1-3] is 
less than traditional shaped charge warheads [4] used in direct shooting missions but it is unavoidable in 
proximity ballistic shoots where system is integrated with appropriate target tracking sensors mounted on the 
warheads.  

The functionality of projectile is based on Misznay-Schardin phenomena [1,2], which creates explosive 
formed projectile by directed explosive discharging. By explosion effect [6,7], reshaped metal liner [8] 
integrated with explosive charge, takes the  part of explosive detonation energy [9,10] and transforms into 
the kinetic energy of liner capable to design as the EFP of very high speed and appropriate temperature. This 
temperature is  exposed usually as representative of the metal liner deformation energy, which is subject 
considered in this paper. 

Initial velocity of EFP is the complex function of several processes integrated into the warhead 
subassemblies. The numerical [11-13] approach is setup in aim to test the influencing parameters on the 
temperature values comparative with EFP initial velocity as its main dynamical performance.  

2. Simulation sample 
The EFP liner sample joint with fixed frame of explosive charge is designed without metal cover. The sample does 

not include additional components usually integrated with the warheads. The reason is to simulate processing effects of 
explosion and metal liner which forms the EFP with appropriate velocity and initial temperature.  

Geometry of accepted sample for modeling and its design characteristics are shown in Fig. 1. The 
properties of explosive and liner material used in simulations are given in Table 1. The initiation point of 
explosion is taken at  the bottom of the sample charge Fig1.  
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Figure 1: Basic dimensions of testing sample: 1 -liner, 2 -
explosive charge, 3 – initiation point 

 
 
 

Table 1: Geometrical parameters for EFP assembly 
Design parameter Type  
Length of charge  L [mm] 50.92 
Caliber   D [mm] 60 
Thickness of liner  δ1 [mm] 2.8 
Type initiation point initiation 
Cone angle                             θ [o]                140 

Material properties Copper COMPB 
Density [g/cm3] 8.96 1.65 
Detonation velocity [m/s] - 8050 
Comp. position (Fig. 1) No 1 No 2 

3. Numerical method 
Numerical approach was based on the finite element method ATODYN, software, in order to compare 
dynamical and its interactive thermal effects appeared by direct attack of explosive shocks on metal liner 
integrated with explosive charges. 

Adopted simulation grid [12, 15-19] valid for the Euler model is used for the EFP velocity and 
temperature distribution as well as, for estimations of the projectile shape. 

 

 

Figure 2: Formation process of explosively formed projectile shown in three stage  
 
The numerical grid density is determined according to accuracy as well as reasonable simulation run 

time within available computer facilities. The 2D semi cross section of explosive charge with liner shaping 
control volume used in numerical simulation is shown on the figures 2 and 3. Figure 2 shows formation 
process of EFP as well as forming stages in three instants.  

The appropriate number of finite elements is determined regarding effect of numerical blockage as the 
simulation constrains. Present analysis is also constrained by using fully Euler solver by the dimension of 
process space.   
The new Adopted simulation grid [12,15-19] valid for the Euler model is used for the EFP temperature 
distribution as well as for the velocity distribution comparation. The enviromental space of the EFP forming 
process is separeted in to appropriate number of finite elements in advance and after integrated with 
explosive charge with liner. The control space is shhown also in the fig2.  

Pressure of products detonation is determined according to Jones-Wilkins-Lee equation of state [1] by 
the: 
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ω ω ω− −= − + − +                           (1), 

where V and E are represented as 0 /V ρ ρ= , 0E eρ= , 0ρ is the initial density, ρ is the current density, e is 
the specific internal energy and  K, K1, R1, R2 and ω are semi-empirical coeficients for the given explosive 
material [1,2]. Deformation temperature of liner shaping process which transforms in to the EFP is calculated 
by the relations of strain and stresses initiated by the mechanical energy of detonation products. 

4. Simulation results and data analysis 
Testing  sample in simulation is considered through numerical approach and  EFP temperature field, velocity 
distribution and final shape of projectile is shown on the figure 2, 4, 5 and 6. The Figure 3 shows EFP 
projectile with 10 temperature and velocities control points in t=64 μs as an example of shaping process. 
Velocity distribution of observed elements, along the liner, show, not only profile velocities than, also, 
process of proper liner shaping in the dynamical sense of meaning.  
 
 

 
 

Figure 3: Projectile with gauge points in t=64 μs. 
 

The fig 4 presented temperature profile on the control points on liner during shaping. Temperature values 
are within plastic deformation intermediate to the liquid state constraint with melting temperature less than 
1100 K for the copper material of liner.. Expected  temperature in the EFP varies of about 450 K to 650 K 
along represented control points.  

 
 

Figure 4: Profile temperature in gauge points of liner during formation  
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Liner during shaping had proper temperature distribution dependent of the velocity profile.Final velocity 

obtained by numerical simulation is happened at he instant 123 μs after explosive initiation and achieve 
average absolute velocity of EFP about V=1694 m/s figure 5 c).  

The axial and radial velocity of the EFP is shown on figure 5 a) and b) distribution is responsible for the 
appropriate shaping of projectile after explosion. This proves numerical model as the tool for approximately 
design and analysis of projectile shape and dynamics in the initial phase of design. EFP, is  shown on the 
figure 6 and exposed well screening with data given in the papers  [1,2,10,13,20].  

 

 

Figure 5: Velocity distribution during time on gauge points on liner, a) velocity distibution of projectile along x-axis b) 
velocity distibution of projectile along y-axis c) absolute velosity distribution of projectile 

 

 
Figure 6: Shape of projectile after  t=123 μs with velocity of 1694 m/s a) 2D b)3D  

178



 

  

 
Final shape, figure 6, of EFP, is formed at the distance of about 240 mm with mentioned velocity. Projectile 
shape, which influences on the basic penetration performances integrated on the ordnance, had temperature 
influences as the most important capability to design material used for liner 

5. Conclusion 
The following conclusions based on the presented study are as follows: 

 Temperature field in the figure 4 shows that it is important in the initial designs to choose an appropriate 
liner material. 

 Numerical model gave an approximate image of the EFP forming process. 

 Numerical method gives accurate results regarding velocity, as well as, temperature when the results are 
compared with [1, 13]. 

 During formation process some parts of liner is separated in gauge points 1 and 11. This means that in 
future research liner must have optimized geometry [1,2,4].  

Acknowledgements 

This research is supported by the  Ministry of Education, Science and Technological Development of the 
Republic of Serbia, through the project III-47029, in the 2015 year, which is gratefully acknowledged. 

References 
 
[1] Bender, D., Corleone, J.: Tactical Missile Warheads -Explosively Formed Projectile, American Institute 

of Aeronautic and Astronautic, Washington, 1993. 
[2] Орленко, Л.П. : Физика Взрыва, Главная редакция физико-математической литературы, Москва, 

2004. 
[3] Luttwak, G., Cowler, M.S.: Advanced Eulerian Techniques for the Numerical Simulation of Impact and 

Penetration using AUTODYN-3D, International Symposium of Interaction of the Effects of Munitions 
with structures, Berlin, 3-7 May, 1999. 

[4] Jaramaz, S.: Warhead design and terminal ballistics, Faculty of Mechanical Engineering, 2000. 
[5] Bender, D., Chhouk, B., Fong, R., William N., Rice, B., Volkmann, E.: Explosively Formed Penetrators 

(EFP) With Canted Fins, 19th International Symposium of Ballistics, Interlaken, Switzerland, pp. 755-
762, 2001. 

[6] Jaramaz, S., Micković, D.: Military Applications of Explosive Propulsion, FME Transaction, Vol. 30, 
No. 1, pp. 15-22, 2002. 

[7] Jaramaz, S.: Physics of Explosion, Faculty of Mechanical Engineering, Belgrade, 1997. 
[8] Regueiro, R.A., Horstemeyer, M.F.: CTH Analysis of Tantalum EFP Formation Using the BCJ Model, 

Center for Materials and Engineering Sciences Sandia National Laboratories Livermore, CA 94551-
0969, USA. 

[9] Marković, M.: Explosively Formed Projectiles, MSc Thesis, University in Belgrade, Mechanical 
Engineering, Weapon Systems Department, 2011. 

[10] Sharma, VK, Kishore, P., Bhattacharyya, AR, Raychaudhuri, TK, Singh S.: An Analytical Approach 
for Modeling EFP Formation and Estimation of Confinement on Velocity, International Ballistics 
Society, pp.565-574. 

[11] Jianfeng, L., Tao, H., Longhe, L., Bing, H.: Numerical Simulation of Formation of EFP With Charge 
of Aluminized High Explosive, International Symposium on Ballistics, Tarragona, Spain 16-20 April, 
2007. 

179



 

  

[12] Johnson, G.R., Stryk, R.A.: Some Considerations for 3D EFP Computations, International Journal of 
Impact Engineering 32, pp. 1621-1634, 2006. 

[13] Hussain, G., Malik, A.Q., Hameed, A.: Gradient Valued Profiles and L/D Ratio of Al EFP With 
Modified Johnson Cook Model, Journal of Materials Science and Engineering 5, pp. 599-604, 2011. 

[14] Teng, T.L., Chu, Y.A., Chang, f.a., Shen, B.C.: Design and Implementation of a High Velocity 
Projectile Generator, Fizika Goreniya I Vzryva, Vol. 43, No. 2, pp. 233-240, 2007. 

[15] Jones, D.A., Kemister, G., Borg, R.A.J.: Numerical Simulation of Detonation in Condensed Phase 
Explosives, Weapons Systems Division Aeronautical and Maritime Research Laboratory, August 1998. 

[16] Lam, C., McQueen, D.: Study of the Penetration of Water by an Explosively Formed Projectile, 
Weapons Systems Division Aeronautical and Maritime Research Laboratory, June 1998. 

[17] Fong, R., Kraft, J., Thompson, L.M., Ng, W.: 3D Hydrocode Analysis of Novel Asymmetrical 
Warhead Designs, Proceedings for the Army Science Conference (24th), 29 November - 2 December, 
Florida, pp.1-3, 2005. 

[18] Pappu, S., Murr, L.E.: Hydrocode and microstructural analysis of explosively formed penetrators, 
Journal of Materials Science, pp. 233-248, 2002. 

[19] Weibing, L., Xiaoming, W., Wenbin, L.: The Effect of Annular multi-point Initiation on the 
Formation and Penetration of an Explosively Formed Penetrator, International Journal of Impact 
Engineering 37, pp. 414-424, 2010. 

[20] Church, P.D., Cullis, I.: Development and Application of High Strain Rate Constitutive Models in 
Hydrocodes, Journal de Physique IV, Vol. 1, pp. 917-922, October 1991. 

180



MHD Flow and Heat Transfer of Incompressible Electrically 
Conductive Micropolar Fluid  

Miloš Kocića, Živojin Stamenkovića, Jelena Petrovića, Milica Nikodijevićb 

aFaculty of Mechanical Engineering, Univesity of Niš, Niš, RS, kocicm@masfak.ni.ac.rs, zikas@ 
masfak.ni.ac.rs, jelena.n@masfak.ni.ac.rs 

bFaculty of Occupational Safety, Univerity of Niš, Niš, RS, milica.nikodijevic@znrfak.ni.ac.rs 

Abstract: In this paper, the steady flow and heat transfer of an incompressible electrically conducting 
micropolar fluid through a parallel plate channel is investigated. The upper and lower plate have been 
kept at the two constant different temperatures and the plates are electrically insulated. Applied magnetic 
field is perpendicular to the flow, while the Reynolds number is significantly lower than one i.e. 
considered problem is in induction-less approximation. The general equations that describe the discussed 
problem under the adopted assumptions are reduced to ordinary differential equations and closed-form 
solutions are obtained. The velocity, micro-rotation and temperature fields in function of Hartmann 
number, the coupling parameter and the spin-gradient viscosity parameter are graphically shown and 
discussed. 

Keywords:  magnetohydrodynamic, micropolar, heat transfer 

1. Introduction 
The flow and heat transfer of electrically conducting fluids in channels and circular pipes under the effect of 
a transverse magnetic field occurs in magnetohydrodynamic (MHD) generators, pumps, accelerators and 
flowmeters and have applications in nuclear reactors, filtration, geothermal systems and others. 
The interest in the outer magnetic field effect on heat-physical processes appeared seventy years ago. Blum 
et al. [1] carried out one of the first works in the field of heat and mass transfer in the presence of a magnetic 
field. The research in MHD flows was stimulated by two problems: the protection of space vehicles from 
aerodynamic overheating and destruction during the passage through the dense layers of the atmosphere; the 
enhancement of the operational ability of the constructive elements of high temperature MHD generators for 
direct transformation of heat energy into electric. The first problem showed that the influence of a magnetic 
field on ionized gases is a convenient control method for mass, heat and hydrodynamic processes.  
The flow and heat transfer of a viscous incompressible electrically conducting fluid between two infinite 
parallel insulating plates has been studied by many researchers [2-4] due to its important applications in the 
further development of MHD technology. The MHD devices for liquid metals attracted the attention of 
metallurgist [5]. It was shown that the effect of magnetic field could be very helpful in the modernization of 
technological processes. The increasing interest in the study of MHD phenomena is also related to the 
development of fusion reactors where plasma is confined by a strong magnetic field [6]. Many exciting 
innovations were put forth in the areas of MHD propulsion [7], remote energy deposition for drag reduction 
[8], MHD control of flow and heat transfer in the boundary layer [9,10]. 
All the studies cited above are limited to classical Newtonian fluids. There are many fluids which are 
important from the industrial point of view, and display non-Newtonian behavior. Due to the complexity of 
such fluids, several models have been proposed but the micropolar model is the most prominent one. 
Eringen [11] initiated the concept of micropolar fluids to characterize the suspensions of neutrally buoyant 
rigid particles in a viscous fluid. The micropolar fluids exhibit microrotational and microintertial effects and 
support body couple and couple stresses. It may be noted that micropolar fluids take care of the 
microrotation of fluid particles by means of an independent kinematic vector called microrotation vector. 
According to the theory of micropolar fluids proposed by Eringen [11] it is possible to recover the 
inadequacy of Navier–Stokes theory to describe the correct behavior of some types of fluids with 
microstructure such as animal blood, muddy water, colloidal fluids, lubricants and chemical suspensions. In 
the mathematical theory of micropolar fluids there is, in general, six degrees of freedom, three for translation 
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and three for microrotation of microelements. Extensive reviews of the theory and applications can be found 
in the review articles [12,13] and in the recent books [14,15]. 
The research interest in the MHD flows of micropolar fluids has increased substantially over the past 
decades due to the occurrence of these fluids in industrial and magneto-biological processes. These flows 
take into account the effect arising from the local structure and micro-motions of the fluid elements, and are 
able to describe the behaviour of the polymeric additives, animal blood, lubricants, liquid crystals, dirty oils, 
solutions of colloidal suspensions, etc. A comprehensive review of the subject and applications of micropolar 
fluid mechanics was given by Chamkha et al. [16] and Bachok et al. [17]. 
Basic ideas and techniques for both steady and unsteady flow problems of Newtonian and non-Newtonian 
fluids are given by Ellahi [18]. The basic equations governing the flow of couple stress fluids are non-linear 
in nature and even of higher order than the Navier Stokes equations. Thus an exact solution of these 
equations is not easy to find. Different perturbation techniques and a reasonable simplification are commonly 
used for obtaining solutions of these equations. 
In the present paper, the hydromagnetic flow and heat transfer characteristics of a viscous electrically 
conducting incompressible micropolar fluid in a parallel plate channel is considered  
Viscous dissipation and Joule heating effects have also been taken into account. The effects of the governing 
parameters on the flow and heat transfer aspects of the problem are discussed. 

2. Mathematical model 
The problem of laminar MHD flow and heat transfer of an incompressible electrically conducting micropolar 
fluid between parallel plates is considered. MHD channel flow analysis is usually performed assuming the 
fluid constant electrical conductivity and treating the problem as a one-dimensional one: with these two main 
assumptions, the governing equations are considerably simplified and they can be solved analytically. 
The physical model shown in Figure 1, consists of two infinite parallel plates extending in the x and z-
direction. Fully developed flow takes place between parallel plates that are at a distance h, as shown in 
Figure 1. Electrically conductive fluid flows through the channel due to the constant pressure gradient and 
applied magnetic field.  A uniform magnetic field of the strength B is applied in the y direction. The upper 
and lower plate have been kept at the two constant temperatures 1T  and, 2T  respectively. 

The fluid velocity v and magnetic field B are: 

 =u ,iv


 (1) 

 .B j=B


 (2) 

 
Figure 1. Physical model and coordinate system 
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Described laminar MHD flow and heat transfer is mathematically presented with following equations: 
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The no slip conditions require that the fluid velocities are equal to the plate’s velocities, boundary conditions 
on temperature are isothermal conditions and there is no microrotation near plates. The fluid and thermal 
boundary conditions for this problem are represented by equations: 
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In previous general equations and boundary conditions, used symbols are common for the theory of MHD 
flows. 
Now the following transformations have been used to transform previous equations to nondimensional form: 
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Equations (3-5) get the following form: 
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The boundary dimensionless conditions for previous equations are: 
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After basic mathematical transformations from equations (8) and (9) the equation for velocity is: 
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The solution of equation (12), are giving three possible cases: 
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b

δ δ δ δ= + + + +  (14) 
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 ( ) ( ) ( ) ( )5 6 1 7 8 2exp exp ,du C C y y C C y y
b

ξ ξ= + + + +
 

(15) 

 ( ) ( ) ( ) ( ) ( ) ( )9 1 10 1 1 11 1 12 1 1cos sin exp cos sin exp .du C y C y y C y C y y
b

β β α β β α=  +  +  +  − +   
 

(16) 

And solutions of equations (9) and (10) are, respectively: 

 

( ) ( ) ( ) ( )1 1 1 2 2 2 3 3 3 4 4 4exp exp exp exp ,C y C y C y C yω δ δ δ δ= + + +D D D D
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4 1 2

1exp ],
2

F y Fy H y Hδ + + +

 
(16) 

 

( ) ( ) ( ) ( )13 14 1 15 16 2exp exp ,E E y y E E y yω ξ ξ= + + +
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2 2
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(17) 
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(18) 

In this paper, it will be considered just solutions for the first case: 

 ( ) ( ) ( ) ( )1 1 2 2 3 3 4 4exp exp exp exp ,du C y C y C y C y
b

δ δ δ δ= + + + +  (19) 

 ( ) ( ) ( ) ( )1 1 1 2 2 2 3 3 3 4 4 4exp exp exp exp ,C y C y C y C yω δ δ δ δ= + + +D D D D
 

(20) 
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 (21) 

where: 
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( ) 2
1 1 1 12 1 1,2,3,i

i iD C C K Ha iδ δ+ + = + + = 

( ) 2
2 2 2 22 1 1,2,i

i iE C C K Ha iδ δ+ + = + + =   
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3 4 3 42 1 ,E C C K Haδ δ = + +   
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2
5 2

2 .dF Ha
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=  

3. Results and discussion 
In the previous section 2, it has been defined the mathematical model for  the steady flow and heat transfer of 
an incompressible electrically conducting micropolar fluid between two infinite horizontal parallel plates 
under a constant pressure gradient and applied magnetic field. Obtained solutions for the velocity, micro-
rotation and temperature fields in function of Hartmann number, the coupling parameter and the spin-
gradient viscosity parameter are generated graphically. 
The figures 2 to 4 show the effect of the spin-gradient viscosity parameter on the distribution of velocity, 
micro-rotation and temperature fields. 

 
Figure 2. Velocity profiles for different values of the spin-gradient viscosity parameter 

Figure 2 shows the effect of the spin-gradient viscosity parameter on velocity, which predicts that the 
velocity increases as the spin-gradient viscosity parameter decrease. 
This fact lead to the conclusion that increase of gyro-viscosity γ  reduce the flow compared to the viscous 
fluid case. 
Micro-rotation in function of the spin-gradient viscosity parameter is shown in the Figure 3. 
Increasing of the spin-gradient viscosity parameter cause decrease in absolute values of micro-rotation. 
Figure 4 show the effect of the spin-gradient viscosity parameter on dimensionless temperature field. 
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Increasing of the spin-gradient viscosity parameter cause decrease of dimensionless temperature over the 
entire width of the channel. Increase of the spin gradient viscosity reduce the amount of energy transformed 
in the fluid. As gyro-viscosity increase the dominant heat transfer mechanism is conduction. 

 
Figure 3. Micro-rotation in function of the spin-gradient viscosity parameter 

 
Figure 4. Dimensionless temperature in function of the spin-gradient viscosity parameter 

The effect of Hartmann number on the velocity and micro rotation is shown in Figures 5 and 6. It can be seen 
from those figures that the velocity, as it is expected, becomes small for large values of Ha. This happens 
because of the imposing of a magnetic field normal to the flow direction, which creates a Lorentz force 
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opposite to the flow direction. Similarly, the microrotation decreases near the lower plate and increases 
symmetrically at upper plate with increase of Hartmann number. 

 
Figure 5. Velocity profiles for different values of Hartmann number 

 
Figure 6. Micro-rotation for different values of Hartmann number 

For lower values of Hartmann number viscous dissipation increase the temperature while for increase of 
magnetic field intensity only Joule heating effect increase the temperature. 
Figure 8 shows the effect of the coupling parameter on velocity. From Figures 8 ad 9 it can be observed that 
the increase in coupling parameter K decrease the velocity but increases the microrotation which means, as 
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expected, that the resistance of fluid increases with the increase of K. In the limit 0K → results correspond 
to the case viscous fluid.  

 
Figure 7. Dimensionless temperature in function of Hartmann number 

 
Figure 8. Velocity profiles for different values of the coupling parameter 

The microrotation component ω  increases near the upper plate and decreases near the lower plate 
symmetrically with increasing K, showing a reverse rotation near boundaries. 
The Figure 10 shows the influence of the coupling parameter on the dimensionless temperature. Increasing 
of the coupling parameter cause decrease of dimensionless temperature over the entire width of the channel. 
 

189



 
Figure 9. Micro-rotation for different values of the coupling parameter 

 
Figure 10. Dimensionless temperature in function of the coupling parameter 

3. Conclusion 
In this paper, the steady flow and heat transfer of an incompressible electrically conducting 
micropolar fluid through a parallel plate channel is investigated. The upper and lower plate have been kept at 
the two constant different temperatures and the plates are electrically insulated. Applied magnetic field is 
perpendicular to the flow, while the Reynolds number is significantly lower than one i.e. considered problem 
is in induction-less approximation. The general equations that describe the discussed problem under the 
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adopted assumptions are reduced to ordinary differential equations and closed-form solutions are 
obtained. Effects of Hartmann number, the coupling parameter and the spin-gradient viscosity parameter on 
the heat and mass transfer have been analyzed. The influences of each of the governing parameters on 
dimensionless velocity, dimensionless temperature and microrotation are discussed with the aid of graphs. 

Nomenclature
B –   magnetic field vector, [T] 
cp –   specific heat capacity, [Jkg−1K−1] 
Ha –   Hartmann number, 
h –   Height of channel, [m] 
k  –   thermal conductivity of fluid, [WK−1m−1] 
p –   pressure, [Pa] 
T –   temperature, [K] 
u   –   fluid velocity, [ms−1] 
x –   longitudinal coordinate, [m] 
y –   transversal coordinate, [m] 

Greek symbols 
λ  –   vortex viscosity, [kgm−1s−1] 
γ   –   spin gradient viscosity, [kgms−1] 
ω   –   micro-rotation vector, [s−1] 
µ –   dynamic viscosity, [kgm−1s−1] 
ν –   kinematic viscosity, [m2s−1] 
Ө –   dimensionless temperature, 
ρ –   density of fluid, [kgm−3] 
σ –   electrical conductivity, [Sm−1] 
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Abstract: The magnetohydordynamic (MHD) flow and heat transfer of two viscous incompressible fluids 
through porous medium has been investigated in the paper. Fluids flow through porous medium between 
two parallel fixed isothermal plates in the presence of an inclined magnetic and perpendicular electric 
field. Fluids are electrically conducting, while the channel plates are insulated. The general equations that 
describe the discussed problem under the adopted assumptions are reduced to ordinary differential 
equations and closed-form solutions are obtained. Solutions with appropriate boundary conditions for 
velocity and temperature fields have been obtained. The analytical results for various values of the 
Hartmann number, load factor, viscosity and porosity parameter have been presented graphically to show 
their effect on the flow and heat transfer characteristics.  

Keywords: MHD flow, Heat transfer, Porous media, Immiscible fluids.  

1. Introduction 
The flow and heat transfer of electrically conducting fluids in channels and circular pipes under the effect of 
a transverse magnetic field occurs in magnetohydrodynamic (MHD) generators, pumps, accelerators and 
flowmeters and have applications in nuclear reactors, filtration, geothermal systems and others.  
The interest in the outer magnetic field effect on heat-physical processes appeared seventy years ago. Blum 
et al. [1] carried out one of the first works in the field of mass and heat transfer in the presence of a magnetic 
field.  The requirements of modern technology have stimulated the interest in fluid flow studies, which 
involve the interaction of several phenomena. One of these phenomena is certainly viscous flow of 
electrically conducting fluid through porous medium in the present of magnetic field.  The mathematical 
theory of the flow of fluid through a porous medium was initiated by Darcy [2]. For the steady flow, he 
assumed that viscous forces were in equilibrium with external forces due to pressure difference and body 
forces. 
The flow and temperature distribution through porous channels is of great importance in range of scientific 
and engineering domains, including earth science, nuclear engineering and metallurgy.  Cunningham and 
Williams [3] reported several geophysical applications of flow in porous medium. McWhirter et al. [4] 
reported the experimental results of the MHD flow in a porous medium required for the design of a blanket 
of liquid metal around a thermonuclear fusion-fission hybrid reactor. Research results presented by Prescott 
and Incropera [5] and Lehmann et al. [6] show that applied permanent magnetic field during the 
solidification process modify the intensity of the interdendritic flow of the metallic liquid in the mushy zone, 
i.e. a porous medium. This technique allows the reduction of micro-macro segregation occurring during 
casting processes. 
The flow and heat transfer of a viscous incompressible electrically conducting fluid between two infinite 
parallel insulating plates has been studied by many researchers [7-10]. Also, several analytical and numerical 
works in the literature are devoted to the study of the MHD flow of a conducting fluid through a porous 
medium between two parallel fixed plates. Alpher [11] examined an incompressible laminar flow and 
convection heat transfer between parallel plates through a transverse magnetic field. Cox [12] discussed a 
two dimensional incompressible viscous fluid between two parallel porous walls with symmetric and 
asymmetric suction. Tawil and Kamel [13] presented results of MHD flow under stochastic porous media, 
while Yih [14] examined the radiation effects on natural convection over a cylinder embedded in porous 
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media.  Vidhya and Kesavan [15] considered an incompressible viscous fluid flow and temperature 
distribution in a porous medium between two vertical parallel plates and the problem is analyzed 
analytically. Geindreau and Auriault [16] studied tensorial filtration law in rigid porous media for steady-
state slow flow of an electrically conducting, incompressible and viscous Newtonian fluid in the presence of 
a magnetic field. Recently Singh and Kumar [17] have investigated the heat and mass transfer MHD flow 
through porous medium.  
All the mentioned studies pertain to a single-fluid model. Most of the problems relating to the petroleum 
industry, geophysics, plasma physics, magneto-fluid dynamics, etc., involve multi-fluid flow situations. The 
problem concerning the flow of immiscible fluids has a definite role in chemical engineering and in medicine 
[18]. There have been some experimental and analytical studies on hydrodynamic aspects of the two-fluid 
flow reported in the literature. Bird et al. [19] obtained an exact solution for the laminar flow of two 
immiscible fluids between parallel plates. Bhattacharya [20] investigated the flow of two immiscible fluids 
between two rigid parallel plates with a time-dependent pressure gradient. Later, Mitra [21] analyzed the 
unsteady flow of two electrically conducting fluids between two rigid parallel plates. The physical situation 
discussed by Mitra is one possible case. Another physical phenomenon is the case in which the two 
immiscible conducting fluids flow past permeable beds. Chamkha [22] reported analytical solutions for flow 
of two-immiscible fluids in porous and non-porous parallel-plate channels. The findings of a study of this 
physical phenomenon have a definite bearing on petroleum and chemical technologies and on biomechanics.  
These examples show the importance of knowledge of the laws governing immiscible multi-phase flows for 
proper understanding of the processes involved. In modeling such problems, the presence of a second 
immiscible fluid phase adds a number of complexities as to the nature of interacting transport phenomena 
and interface conditions between the phases. Loharsbi et al. [23] studied two-phase MHD flow and heat 
transfer in a parallel plate channel with one of the fluids being electrically conducting. Following the ideas of 
Alireaz et al. [24], Malashetty et al. [25, 26] have studied the two-fluid MHD flow and heat transfer in an 
inclined channel, and flow in an inclined channel containing porous and fluid layer.  
Keeping in view the wide area of practical importance of multi-fluid flows as mentioned above, the objective 
of the present study is to investigate the MHD flow and heat transfer of two immiscible fluids through the 
porous medium in the presence of applied electric and inclined magnetic field.  

2. Mathematical model 
As mentioned in the introduction, the problem of the MHD flow and heat transfer of two immiscible 
incompressible and electrically conductive fluids through porous medium has been considered in this paper. 
Fully developed flow takes place between parallel plates that are at a distance 2h , as shown in Fig. 1. 

 
Figure 1. Physical model and coordinate system  

Electrically conductive fluids flow through the porous medium due to the constant pressure gradient, while 
the fluids are exposed to the externally applied inclined magnetic and perpendicular electric field. The 
problem is analyzed for electrically insulated channel plates, while their temperature is maintained at 
constant values 1wT  and 2wT . The fluids in the two regions have been assumed immiscible and 
incompressible and the flow has been steady, one-dimensional and fully developed. Both fluids flow through 
homogeneous and isotropic porous medium of permeabilityκ . Furthermore, the two fluids have different 
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kinematic viscosities 1ν  and 2ν  and densities 1ρ  and 2ρ . The physical model shown in Fig.1, consists of 
two infinite parallel plates extending in the x  and z -direction.  
The region 1: 0h y− ≤ ≤  has been occupied by a fluid of viscosity 1µ , electrical conductivity 1σ , and 
thermal conductivity 1k ,  and the region 2: 0 y h≤ ≤  has been filled by a layer of different fluid of viscosity 

2µ , thermal conductivity 2k  and electrical conductivity 2σ . 

A uniform magnetic field of the strength 0B  has been applied in the direction making an angle θ  to the y  
axis, electric field acts in the direction of z  axis while fluid flow in x  direction: 

 ( )( )= ,0,0i iu yv , (1) 

 ( )2
0 01 , ,0B Bλ λ= −B , (2) 

 ( )0,0, E=E , (3) 

where cosλ θ=  . 
The described MHD fluid flow and heat transfer problem is mathematically presented with a continuity 
equation: 

 0i∇ =v , (4) 

momentum equation for flow in the porous medium: 

 ( ) 2i i
i i i i i i i i i ip

t
µ

ρ ρ µ ε
κ

∂
+ ∇ = −∇ + ∇ − + ×

∂
v v v v v j B , (5) 

and an energy equation: 

 
2

2i i i
i pi i i i i i i i i i

i

Tc T k T
t

µ
ρ µ ε

κ σ
∂ + ∇ = ∇ + Φ + ⋅ + ∂ 

jv v v . (6) 

In previous equations and in following boundary conditions used symbols are: i  denotes fluid 1 or 2, iε  is 
equal to 1 for porous medium or 0 for "clean" medium, κ  is porous medium permeability, pic -specific heat 
capacity, iT -thermodynamic temperature, Φi -dissipation function. The fourth term on the right hand side of 
equation (5) is the magnetic body force and j  is the current density vector defined by: 

 ( )i i iσ= + ×j E v B . (7) 
Finally, the momentum and energy equation for described flow and heat transfer problem takes the following 
form: 

 ( )
2

0 02 0i i i
i i i i i

p u u B E B u
x y

µµ ε λσ λ
κ

∂ ∂
− + − − + =

∂ ∂
, (8) 

 ( )
22

22
02 0i i i

i i i i i i
T uk u E B u
y y

µµ ε σ λ
κ

 ∂ ∂
+ + + + = ∂ ∂ 

. (9) 

The flow and thermal boundary conditions have been unchanged by the addition of electromagnetic fields. 
The no slip conditions require that the fluid velocities are equal to the velocities of walls and boundary 
conditions on temperature are isothermal conditions. In addition, the fluid velocity, sheer stress and heat flux 
must be continuous across the interface 0y = . Equations, which represent these conditions for fluids in 
regions 1 and 2, are: 

 
( )2 0u h = , ( )1 0u h− = , ( ) ( )1 20 0u u= , 

1 2
1 2

du du
dy dy

µ µ= , 0y = , 
(10) 
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( )1 2wT h T− = , ( )2 1wT h T= , ( ) ( )1 20 0T T= , 

1 2
1 2

dT dTk k
dy dy

= , 0y = . 
(11) 

It is convenient to transform the equations (8)-(9) and boundary conditions (10) and (11) to a 
nondimensional form. The following transformations have been used: 

 

* yy
h

= , i
i

uu
U

∗ = , ipP
x

∂
= −

∂
, 0

i
i

i

Ha B h σ
µ

=  , 1
i

i

µγ
µ

= ,  

0

EK
B U

= , 
2h

κ
Λ = , 

2

1

h PU
µ

= , 
( )2i

i

PG
U hµ

= , 

 1

2

k
k

δ = , 2

1 2

i w
i

w w

T T
T T

−
Θ =

−
, i pi

i
i

c
Pr

k
µ

= , 
( )

2

1 2pi w w

UEc
c T T

=
−

, 

(12) 

where:Hai-Hartmann number, K-loading factor, Λ-porosity parameter, Pri-Prandtl number, Eci-Eckert 
number. 
The dimensionless governing equations, boundary and interface conditions now take the following form: 

 ( )
2

2
2 0i

i i i i i
d u u Ha K u G
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ε λ λ
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1 2

2
du du
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(15) 

 
( )1 1 0Θ − = , ( )2 1 1Θ = , ( ) ( )1 20 0Θ = Θ , 

1 2d d
dy dy

δ ∗ ∗

Θ Θ
=  for 0y∗ = . 

(16) 

3. Velocity and temperature distribution 
The solutions of equations (13) and (14) with boundary and interface conditions (15), (16) have the 
following forms:  

 ( ) ( ) ( )* exp expi i i i i iu y A y B yω ω∗ ∗ ∗= + − + Ω , (17) 
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* 2 2
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where: 
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1 2

1 1

RRB A
R R

= + , ( ) ( )2 2 2 2 2exp 2 expB A ω ω= − − Ω , (21) 

 
( )1 11 exp 2R ω= − , ( )2 21 exp 2R ω= − , 

( ) ( )3 2 2 1 11 exp 1 expR ω ω   = Ω − − Ω −    , 
(22) 
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(23) 
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With the aid of the expressions for velocity and temperature distribution, following important characteristics 
of the flow and heat transfer are derived: 

• The flow rate: 
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• The shear stress at the plates: 
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(33) 

• The mean temperature: 
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(34) 

• Dimensionless heat transfer coefficient-Nusselt number on the plates   
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4. Results and discussion  
In this section, results for steady MHD flow and heat transfer of two viscous incompressible fluids through 
porous medium are presented and discussed for various parametric conditions. The part of obtained results 
has been presented graphically in Figures 2 to 13. Figures 2 and 3 presents the effect of the Hartmann 
number on velocity and temperature field.  In the Figure 2 are shown the velocity profiles over the channel 
height for several values of the Hartmann number. It can clearly be seen that as the Hartmann number is 
increased, the velocity profiles become flatter. In the center of the duct, often called the core, the Lorentz 
force acts in the direction opposite to the flow direction and tends to retard the flow.  The main balance of 
forces is established between the Lorentz force and the driving pressure gradient, while the load factor K is 
equal to zero (external electric field is neglected). The influence of the Hartmann number on the velocity 
profiles is more pronounced in the channel region 2 containing the fluid with higher electrically conductivity 
compared to that in region 1. For large values of Ha flow can be almost completely stopped in the region 2. 

 
Figure 2. Effect of Hartmann number on velocity 

 
Figure 3. Effect of Hartmann number on temperature 
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The Figure 3 shows the influence of the Hartmann number on the dimensionless temperature. Several 
interesting observations can readily be made. First, it should be recalled that, in the solution, both viscous 
heating and Joule heating were included in the analysis. As expected, the stronger the magnetic field, the 
more the flow is retarded in the both fluid regions of the channel. With the increase of the Hartmann number 
temperature in the middle of the channel significantly decreases, while near the plate’s increases mainly due 
to viscous heating resulted from large shear stresses. A magnetohydrodynamic effect on the thermal 
characteristics of the flow is manifested in redistribution of the internal heat sources (viscous dissipation and 
Joule heating) under the influence of the magnetic field. The effect of increasing the Hartmann number on 
temperature profiles (Fig. 3) in both of the parallel-plate channel regions was in equalizing the fluid 
temperatures. 
The figures 4 and 5 show the effect of the magnetic field inclination angle on the distribution of velocity, and 
temperature. Figure 4 shows the effect of the angle of inclination on velocity which predicts that the velocity 
increases as the inclination angle increases. These results are expected because the application of a transverse 
magnetic field normal to the flow direction has a tendency to create a drag-like Lorentz force which has a 
decreasing effect on the flow velocity.  In Figure 5, the dimensionless temperature distribution as a function 
of y∗ , for various values of applied magnetic field inclination angle, is shown. It can be seen from Figures 4 
and 5 that the magnetic field flattens out the velocity and temperature profiles and reduces the flow energy 
transformation as the inclination angle decreases, for the 0K =  (short-circuit condition). 

 
Figure 4. Effect of magnetic field inclination angle on 

velocity 

 
Figure 5. Effect of magnetic field inclination angle on 

temperature 

 
Figure 6. Effect of porosity parameter on velocity 

 
Figure 7. Effect of porosity parameter on temperature 

In Figure 6 velocity profiles are displayed with the variations in porosity parameter Λ. From this figure, it is 
noticed that the velocity of the fluid increases from with the increase in the values of the porosity parameter. 
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Physically, an increase in the permeability of porous medium leads the rise in the flow of fluid through it. 
When the holes of the porous medium become large, the resistance of the medium may be neglected. An 
effect of porosity parameter Λ on temperature is presented in Figure 7. From this figure, it is noticed that the 
temperature of the fluid slightly increases with the increase in the values of the porosity parameter Λ. This is 
due to the balance of Joule heating and viscous heating. For small values of porosity parameter, only Joule 
heating is pronounced and for higher values of porosity parameter viscous heating increase temperature 
significantly in both fluids region. 
Of particular significance is the analysis when the loading factor K is different from zero (value of loading 
factor K define the system as generator, flowmeter or pump), while the Hartmann number is constant. The 
introduction of parameter K modifies the usual Hartmann flow. In addition, for a given Hartmann number, 
the relationship between pressure gradient and mean flow or flow rate is altered by K. In the case when 

0K ≠  the external electric field plays the role of a supplementary pressure gradient. Figure 8 shows the 
effect of the loading factor on velocity, which predicts the possibility to change the flow direction. Unlike the 
short circuit case, an interaction between fluids at the interface is significantly expressed.  

 
Figure 8. Effect of loading factor on velocity 

 
Figure 9. Effect of loading factor on temperature 

In the Figure 9 the temperature distribution as a function of y*, for various values of K, is shown. For K=0, 
and high intensity of magnetic field the temperature distribution in both fluid regions is almost linear i.e. 
temperature is affected only by conduction. In the case when 0K ≠  heat transfer is affected by the viscous 
dissipation and Joule heating. Viscous dissipation dominates in the regions near the plates and at the 
interface of fluids. Towards the middle of the each fluid region, temperature rises as a result of Joule heating. 
Figure 9 illustrates that with the increase in the loading factor K the heat transfer between the fluids 
increases. 

 
Figure 10. Effect of Hartmann number on shear stress  

 
Figure 11. Effect of porosity parameter on shear stress 
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The numerical values of shear stress at the lower and upper plate are presented at Figures 10 and 11 for 
different values of Hartmann and porosity parameter, while the loading factor take the positive, zero or 
negative values. Figure 10 presents the effect of the Hartmann number. Increasing of Hartmann number 
cause a decrease of shear stress for the short circuit case (K=0). In the case when external electric field play 
the role of additional pressure gradient shear stress at both plates are increased, and for high magnetic field 
intensity stresses at both plates reach some constant value. 
Figure 11 presents the effect of the porosity parameter on shear stress, while the Hartmann numbers take 
constant values. Increasing of porosity parameter primarily cause a increase of shear stress at both plates 
because of velocity increase. For high values of porosity parameter resistance of porous medium can be 
neglected and shear stress at the plates decreases for all values of loading factor K.  It is interesting to note 
increased shear stress in fluid region 1 with higher viscosity and also increased values for loading factor 
different from zero. 

 
Figure 12. Effect of Hartmann number on heat transfer  

 
Figure 13. Effect of porosity parameter on heat transfer 

Figures 12 and 13 shows the behavior of the Nusselt number on lower and upper plate for different values of 
magnetic field intensity and porosity parameter. At the both plates and for both fluids Nusselt number 
decrease for Hartmann number between 1 and 2. This is due to the mutual influence of viscous and Joule 
heating. Increase of magnetic field intensity in the case when loading factor is different from zero increase 
the heat transfer. For both plates with increase of magnetic field intensity Nusselt number decrease for the 
case when loading factor is equal to zero. For the case of Hartmann flow heat transfer is mainly due to the 
conduction. Increase of porosity parameter decrease the Nusselt number for both fluids and for all values of 
loading factor. Convective heat transfer is more intense at the upper plate. For short circuit case porosity 
parameter t have very small influence on heat transfer. External electric field as additional pressure gradient 
increase significantly the heat transfer. At the upper plate Nusselt number changes rapidly for the case when 
loading factor is different from zero, and this is also the case for the lower plate, while in the case of short 
circuit conditions (K=0) the temperature change near the plates are moderate. 

5. Conclusion  
In this paper the magnetohydordynamic (MHD) flow and heat transfer of two viscous incompressible fluids 
through porous medium has been investigated in the paper. Fluids flow through homogeneous and isotropic 
porous medium of permeabilityκ between two parallel fixed isothermal plates. A uniform magnetic field has 
been applied in the direction making an arbitrary angle to the vertical axis, while electric field acts 
perpendicular to the flow. The general equations that describe the discussed problem under the adopted 
assumptions are reduced to ordinary differential equations and closed-form solutions are obtained. Effects of 
Hartmann number and porosity parameter on the heat and mass transfer have been analyzed. The influences 
of each of the governing parameters on dimensionless velocity, dimensionless temperature, shear stress and 
Nusselt number are discussed with the aid of graphs. 
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 Abstract: In this paper research heat and mass transfer effects on the unsteady MHD dynamic, 
temperature and diffusion boundary layer mixed convection flow of an electrical conductivity, 
incompressible fluid under the effects of thermal radiation and chemical reaction with variable 
temperature and concentration long surface. The present magnetic field is homogenous, perpendicular to 
the body surface and function of longitudinal coordinate. Magnetic Reynolds number is significantly 
lower then one i.e. considered problem is in induction-less approximation. The initial governing nonlinear 
partial differential equations and associated boundary conditions are generalized and transformed in 
dimensionless universal form using a suitable similarity transformation and similarity parameters. 
Obtained generalized system equations and the boundary conditions are independent of particular 
conditions of the problem, and this form is considered as universal. System of non-dimensionless 
universal equations is solved numerically by implicit finite difference three-diagonal. Numerical results 
obtained for different values magnetic, diffusion and temperature parameters, buoyancy diffusion and 
chemical parameter and for different values the extended Pr number and Ec, Sc numbers. Profile of 
velocity, temperature and concentration and integral and differential characteristics boundary layer are 
discussed and shown graphically.  

Key words: MHD boundary layer, mixed convection, suction/injection, heat source/sink, chemical 
reaction   

1. Introduction    
Magnetohydrodynamic convection plays an important role in various industrial applications. Examples 
include magnetic control of molten iron flow in the steel industry, liquid metal cooling in nuclear reactors 
and magnetic suppression of molten semi conducting materials. It is of importance in connection with many 
engineering problems, such as sustained plasma confinement for controlled thermonuclear fusion and 
electromagnetic casting of metals. In the field of power generation, MHD is receiving considerable attention 
due to the possibilities it offers for much higher thermal efficiencies in power plants. MHD finds applications 
in electro magnetic pumps, controlled fusion research, crystal growing MHD couples and bearings, plasma 
jets, chemical synthesis and MHD Power generators. The fluid consider in the study was pure air or water. 
However, in nature, availability of pure air or water is very difficult 
Free and mixed convection flows are of great interest in a number of industrial applications such as fiber and 
granular insulation, geothermal systems etc. Buoyancy is also of importance in an environment where 
differences land and air temperature applications in geothermal energy recovery, oil extraction, thermal 
energy storage and flow through filtering device. The phenomena of mass transfer are also very common in 
theory of stellar structure and observable effects are detectable, at least n the solar surface. The study of 
effects of magnetic field on free and mixed convection flow is important in liquid – metals, electrolytes and 
ionized gases. The thermal physics of hydro magnetic problems with mass transfer is of interest in power 
engineering and metallurgy.  
Chemical reactions can be codified as either heterogeneous or homogeneous processes. This depends on 
whether they occur at an interface or as single phase volume reaction. Many transport processes exist in 
nature and in industrial applications in which the simultaneous heat and mass transfer as result of combine 
buoyancy effects of thermal diffusion and diffusion of chemical species. In many chemical engineering 
processes, there does occur the chemical reaction between a foreign mass and the fluid in which the plate is 
moving. These processes take place in numerous industrial applications, e.g. polymer production, 
manufacturing of ceramics or glassware and food processing. The effect of magnetic field on the unsteady 
flow over an bodies of arbitrary form and the presence of large number influence, to heat and mass transport 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
 

 

 

202



in MHD boundary layer, buoyancy force, heat source or sink, chemical reaction etc, was studies by a number 
of researcher [1-7] 
System nonlinear partial differential equations, which mathematically describe the complex problems MHD 
dynamic, temperature and diffusion boundary layers, can be solved in every particular case using any of the 
modern numerical methods [8,9],   In this study used a modern method, method general similarity, which is 
the last years has been applied to solution of different [10,11], including the problem of MHD flow [12-20]. 
Essence of this approach is in introducing adequate transformations and sets of parameters in starting equations of 
unsteady dynamic, temperature and diffusion MHD boundary layer of incompressible fluid, which transforms the 
equations system and corresponding boundary conditions into form unique for all particular problems and this form is 
considered as universal. Solution of universal equations obtained using modern numerical methods, can be used to 
derive general conclusions about developing of described considered MHD boundary layers and for boundary layer 
calculation of observed problem special cases.  

2. Formulation of the problem - mathematical analysis 
A mathematical model of this problem, unsteady two-dimensional dynamics, thermal and diffusion magneto-
hydrodynamic (MHD) laminar boundary layer, of incompressible fluid, over a horizontal circular cylinder, 
when the uniform external magnetic field ( )B x  is applied perpendicular to the surface of the body (the 
magnetic Reynolds number is significantly lower then one-considered problem is in induction-less 
approximation), and the free stream velocity ( ),U x t , ambient temperature T∞  and concentrations c∞ , is 
defined with system of for simultaneous equations: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 2.1. Flow in boundary layer   

 
 

1. Continuity equation:                                              0=
∂
∂

+
∂
∂

y
u

x
u

                                                               (1) 

 
 2. Momentum equation:    
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   4. mass-diffusion equation:              ( )
2

2 h
c c c cu v D k c c
t x y y ∞

∂ ∂ ∂ ∂
+ + = + −
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                                            (4) 

 
and the corresponding boundary and initial conditions: 
 

( ) ( )0, 0, ,w wu v T T x c c x= = = =   for 0=y  

( ) ∞∞ === ccTTtxUu ,,,  for ∞→y  

( ),,0 yxuu = ( ),,0 yxTT = ( )yxcc ,0=  for 0tt =  

                                                  ( ),,1 ytuu = ( )1 ,T T y= ( )1c c y=    for 0xx = .                                               (5) 
 

The last two conditions indicate that it is for solving the system of equations, and for, necessary to know the 
size of the power tool, temperature and concentration in the whole area of the boundary layer, in an initial 
point, that is, in a cross-sectional characteristic of the boundary layer. 
In the equation of continuity and equation of MHD  boundary layers are introduced, as is usual in the Theory 
of plane unsteady boundary layer longitudinal - ,x and transversal coordinate - y ; u - longitudinal and v  - 
transversal velocity; v - kinematics viscosity of fluid; σ -fluid electrical conductivity; ρ -fluid density; Tβ - 
the thermal coefficient of volumetric expansion, λ - the thermal conductivity, pc - the specific heat at 
constant pressure, T - fluid temperature, hk - chemical reaction parameter, c -concentration of ionic species 
in solution; ( )wT x , ( )xcw - body surface temperature and concentration of ionic species; D -diffusion 
coefficient. The term ( )Q T T∞−  is assumed to be the amount of heat generated or absorbed per unit volume. 
Q  is a heat generation/absorption constant. Where is: 0Q  heat generation and 0Q  heat absorption 
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where 0D  is a normalizing constant, η - dimensionless transversal coordinate, ( )txh ,  - the characteristic 
scale of transversal coordinate, ( )ηφ ,,tx  - dimensionaless strem function, ( ) ( )ηηθ ,,,,, txCtx  - 
dimensionless temperature respectily cocentration. It can be concluded that introduced variables similarities, 
which are used in the paper [14],  reduced, for the steady flow of the form which was used Lojcjanski [8]. 
Introduced transformation to dimensionless temperature and concentration already used in earlier works [22]. 
Now, with introduced varibles the system MHD boundary layer equations conditions (1-5), are converted 
into a non-dimensional form   
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with boundary conditions: 

0ηφ φ ϕ= = =  , 0θ =   и  0=C    for   0=η  

           1ηφ ϕ= → , 1θ →  and  1→C   1→       for  ∞→η . 

                        ( )ηφφ 0= , ( )ηθθ 0= , ( )η0CC =   for 0xx =  and 0tt = .                          (11) 
                                      
      In the system of boundary equations where introduced the initial dimensionless parameters similarity in 
the following form:  
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and the characteristic boundary layer 
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          Assuming that the functions that define the external flow and the boundary conditions on the body –
( )txU , , ( )txN , , ( )txT ,α ,  ( )xTw  and ( )xcw  are differentiable at x and t , for further obtaining of universal 

equations, introduced the following infinite sets of similarity parameters 
 
The term ( )Q T T∞−  is assumed to be the amount of heat generated or absorbed per unit volume.  
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These parameters similarities are introduced into the equation  boundary layer effect the nature of free stream velocity 

change ( )txUU ,= , influence of magnetic field ( )txN , , temperature and diffusion boundary conditions of the  body 

surface  ( )wT x , ( )wc x , and also influence of chemical reactions, heat source/sink Q  and ( ),T x tα  - thermal 

buoyancy force. 
For further universalization, of the system of equations (5-7), are introduced, in place of coordinate coordinates x  

and t , as new independent variables the parameters similarities (13). In this direction, the first step necessary to make 
substitution of differentiation operators for  tx,  with differentiation operators by parameters (13) 
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       If now, using the relation (14) and (15), the system of equations (103) substitutes derivate by tx, , will 
get a new universal system of equations boundary layers, in which now, as independent variables, be 
transversal coordinate similarities η and ten infinite sets of similarity parameters (13). Dynamic (16), 
temperature (17) and diffusion boundary layers (19) 
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with untial and boundary conditions     
0Cηφ φ θ= = = =    за    0=η ,  1Cηφ θ= = →    for   ∞→η , 

( ),....,, 00
0 knkn gfηθθ =  ( ),....,, 00

0 knkn gfηφφ = , , ( ),....,, 00
0 knkn gfCC η= ,                         

0 0 0 0 0 0 0
, , , , , , ,T T

kn k n kn kn kn kn k k k k k k k kf f g g l l q q c c h hα α= = = = = = =         
                                   

So formed system of universal equations includes the right sides infinite sums which are given the derivate 
of the introduced parameters. In order to arrive at solutions such equations, it is necessary to replace the 
infinite sum of finite number of members of the right side of the equation. In this sense, as independent 
variables, from the present ten infinite sets of similarity parameters should keep the first sets of parameters, 
whereby a certain number of these parameters. play the role of independent variables, - full Parameterization, 
while the remaining parameters of the first, or be equal to zero or will remain as constants - local 
Parameterization, which means that it will be derivate by them are equal to zero.  
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That in this paper are considered three boundary layer, interdependent, and that the high number of influence 
on the development of speed, temperature and concentration in the boundary layer, be it on the outside 
influences. It is necessary, using the method of reduction to solve the task with the minimum of parameters, 
where necessary, in some form and to keep any remaining, enumerated, problems. It is consequently 
necessary to point out the important fact that the number of retained parameters, in full or localized form, 
must be such that the thus obtained universal parametric equations give solutions that will accuracy be useful 
for practical application, and that the solution of specific problems, universal application of this method to 
possess the desired accuracy. 
 After analyzing the possible impact of introduced parameters have been retained as independent variables  
dynamical and magnetic parameter, as a constant size of the remaining parameters. After all of these 
transformations, is obtained finally, a system of three two-parameter equation of the full, six time localized 
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With initial and boundary condition 
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In the further process it is necessary to determine the characteristic functions ss TF ,  and characteristic linear 

scale ( )txh , . Getting for  further work relation  ∗∗= δh , impulse equation 
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described problem takes the form:       1
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where the neglected derivate size ∗H  by time, and where they introduced the size of given with following expressions 
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Using parameters (10),  from the equation impulse can now determined the expression for a characteristic size  
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3. Method of solution, results and discussion   
Non-dimensional system of universal parabolic differential equations (20-22), with introduced boundary 

conditions, is solved numerical, using the finite difference method with appropriate indirect block scheme 
defined by the five points. Getting highly accurate solutions, achieved on the one hand, as a result of a range 
of possibilities provided by finite difference method, and, on the other hand, as result of an iterative process 
which allows approximate solutions with arbitrary accuracy given. Approximation of nonlinear differential 
equations is performed by a system of algebraic equations, defined on a discrete set of points of integration 
network as defined in the plane - 10 10f ,g ,η∂ .  System of partial differential equations is reduced to the 
following system of algebraic equations – dynamic, temperature and diffusion boundary layer equations. 
Linearization of the nonlinear terms in the equations are resolved using a combination of methods, such as 
values, which now form the equation coefficients, taken from the previous network layer or in the previous 
iteration and the current iteration are well-known value. In this paper, we get the system of algebraic 
equations, which is suitable for further calculations, is resolved using the three diagonal methods. 
Numerical results are obtained and presented for different values of numbers , , ,r c cP E S unsteady dynamic 
parameters 1of , thermal buoyancy parameter T

10α , thermal parameter 1q , temperature parameter 1l , diffusion 
parameter 1c  and chemical reaction parameters 1h . The solutions for the flow, temperature and diffusion 
transfer, and other integral characteristics boundary layer, are evaluated numerical for difference values the 
introduced parameters and characteristic number. Transient effects of velocity, temperature and diffusion 
were also analyzed.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figures 3.1-3.2. Diagram area integration and dimensionless stream function ς , for different values of parameter 10

Tα  
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A part of the obtained results is presented in the figures 1 - 14. In Figure 3.1 are given diagrams 0=sF , 

0=ς , that show the influence of thermal buoyancy parameter T
10α  to move the front stagnation point 

respectively the separation point of the boundary layer.  In Figure 3.2, from presented curves can be 
observed positive effect of influence of the thermal buoyancy parameter T

10α  the movement of the boundary 
layer separation point downstream 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.3-3.4. Dimensionless temperature gradient Tς , for different values of  parameters 101,qf   

 

In Figures 3.3-3.4  are shown diagrams change dimensionless function heat transfer Tς  for different values 
of nonstationary dynamic parameter 01f  and thermal parameter 1q  .It can be noticed from these figures 
identical influence positive or negative values unsteady dynamical 01f  and thermal parameter 1q   to change 
dimensionless temperature gradient Tς .   

In Figures 3.5-3.6 are shown diagrams of change dimensionless function diffusion transfer cς  for different 
values chemical reaction parameter

1
h and magnetic parameter 10g . It can be noticed from these figures 

identical influence increase value the magnetic parameter and increase positive values chemical reaction 
parameter to decrease dimensionless diffusion gradient cς .  

  
 
 
 

 

 
 

 

 

 

 

  

Figures 3.5-3.6  Dimensionless concentration gradient- cς , for different values of  1h  and 10g  
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In Figures 3.5-3.6  are shown diagrams change dimensionless function diffusion transfer cς  for different 
values chemical reaction parameter

1
h and magnetic parameter 10g . It can be noticed from these figures 

identical influence increase value the magnetic parameter and increase positive values  chemical reaction 
parameter to decrease dimensionless diffusion gradient  cς .  
 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figures 3.7-3.10. Diagrams the characteristic functions TH  for different values of time T
10α and rP  characteristic 

functions cH   for different values of 1h  and  

 

In Figures 3.7-3.8  are shown diagrams change characteristic functions TH , for different values 
thermal buoyancy parameter T

10α  and Prandtl number rP . It can be noticed from these figures to increase 

values thermal buoyancy parameter T
10α  increase the characteristic function TH , and the increase values 

Prandtl number rP , to decrease the characteristic function TH . In Figures 3.9-3.10  are shown diagrams 
changing characteristic functions cH , for different values chemical reaction 1h  and Schmidt number cS . It 
can be noticed from these figures to increase values chemical reaction 1h  increase the characteristic 
function cH , and the increase values Schmidt number cS , to decrease the characteristic function cH .  

Dimensionless temperature profiles θ  are given in Figures 3.11 and 3.12, for different values of the 
parameters of temperature 1l  and thermal parameters 1q . It is noted that the dimensionless temperature 
increases with increasing values of temperature parameters, ranging from negative, through zero to positive. 
In the case of a heat source temperature , temperature in the fluid can rise so to be higher than the body 
temperature, so that even in the case of cooling ( ∞TTw  ), the body starts to be heated, that is, heat from the 
fluid then passes to the body. 
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Figures 3.11-3.12. Dimensionless  temperature θ  for different values of  parameters 11,lq  

 

 

 
 
 

 

 

 

 

 

 

Figures 3.13-3.14 Dimensionless concentration C and  dimensionless stream function ϕ , for values of parameters 
1c and 01f  

    
In Figure 3.14 shows the influence of diffusion parameter 1c on the development of dimensionless 
concentration C . From the given diagrams can be notice that, with increasing values of the diffusion 
parameter values increasing a dimensionless concentration.   Diagrams of dimensionless stream function ϕ  
is shown in the Figure 3.14 in function of dimensionless transversal coordinate η  for different values of 
unsteadiness dynamic parameter 1of .It may be noted that velocity in boundary layer faster tends to velocity 
on outer edge of boundary layer for the case of accelerated outer flow and slower for the case of decelerated 
outer flow compared with stationary outer flow.                  

4. Conclusion 
This paper is devoted to the analysis of unsteady laminar plan dynamic, thermal and diffusion MHD 

laminar boundary layer flow in the presence of thermal buoyancy force, heat source or sink and chemical 
reactions. The developed governing boundary layer equations and associated boundary conditions are 
converted into a dimensionless form using a suitable similarity transformation and similarity parameters. 
Numerical solution of dynamic, temperature and diffusion boundary layer equations, we solved the use of 
finite difference method, combined with the method of iteration. Numerical results for the solutions of the 
flow, temperature and diffusion transfer and other integral characteristics boundary layer, are obtained and 
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presented for different parameters such cS , ,, cr EP  magnetic, dynamical thermal buoyancy, thermal, 
temperature, diffusion and chemical reaction parameters. Transient effects of velocity, temperature and 
diffusion are analyzed. The results of integral, differential characteristics of the boundary layer,  velocity, 
temperature and concentration  distribution, shows the effects of introduced parameters similarities around 
the  body surface.  

References 
[1]   H. Mc-Graw-Hill. K. Yih, Effect of uniform blowing/suction on MHD-natural convection over a horizontal 

cylinder: UWT or UHF. Acta Mechanica. 144 (200) pp.17-27 
[2]   A. Chamkha, Transient hydromagnetic three-dimensional natural convection from an inclined stretching permeable 

surface, Chem. Eng. J., (2000), 76, pp. 159–168 
[3]   M. Abd EI-Naby, M.Elbarbary,N. Abdelazem : Finite difference solution of radiation effects on MHD unsteady 

free – convection flow over vertical plate with variable surface temperature, Journal of App. Mathes. 20003:2 
(2003),,pp. 65 – 86 

[4]   C. Chen , Heat and Mass Transfer in MHD flow by natural convection from a permeable, inclined surface with 
variable wall temperature and concentration, Acta Mechanica 172, (2004), pp. 219 – 235  

[5]   A Barletta,S Lazzari, E Magyari and I Pop. Mixed convection with heating effects in a vertical porous annulus with 
a radially varying magnetic field. Int. J. Heat Mass Tran.  51, (2008), pp.5777-5784 

[6]    J Prakash, R Sivaraj, B. Kumar. Influence of chemical reaction on unsteady MHD mixed convective flow over a 
moving vertical porous plate. Int. J. Fluid Mech. 2011; 3 (2011), pp. 1-14  

[7]    G. Reddy ,B. Reddy, Mass transfer and heat generation effects on MHD free convection flow past an inclined 
vertical surface in  a porous medium, Journal of Applied Fluid Mechanics, 4 (3),(2011), pp. 7-11 

[8]    L. Loicjanskii, Universal equation and parametric approximations in theory of laminar boundary-layer, ANSSSR 
Appl. Match. and Mech., 29, (1965), pp 70-87  

[9]   V.Saljnikov, Contribution to Universal Solutions of the boundary-layer Theory. Teoretical and Applied Mechanics, 
4, (1978), pp.139-163, 1978 

[10]  Chan Y., Loitsianski's method for boundary layers with suction and injevtion., AIAA Jour.,V 7, No 3 (1969) 
[11]  Сараев Ю., Применение параметрического метода для  решения  задач нестационарног температурного  

пограничного слоя, Инж.физ.журнал, Том XXVIII, Но 2 (1976), pp.286-295 
[12]  Юферев В., Ламинарный  пограничны  слой  сжимаемого  элктропроводного газа в поперечном магнитном 

поле, МЖГ, Но 8,  (1967), pp.64-70  
[13] Карякин Ю., Магнитогидродинамический ламинарний пограничний слой в осесиметричном потоке с 

закруткой., Магнитная  гидродинамика , Но 2, (1968) 
[14]  Бушмарин, О., Столетов, В., Обобщено подобный метод в теории нестационарного пограничного слоя с   

универсальним уравнением в дифференцияльной форме, Инжинерно физичекий журнал Т-34, Но-2, 
(1978) 

[15]  Saljnikov, V.N., Boricic, Z., Nikodijevic, D., Generalised similarity solutions for 3-D laminar compressible 
boundary layer flows on swept profiled cylinders, Acta Mechanica, Suppl 4,  (1994), pp. 389-399. 

[16]  Nikodijević, D., Boričić, Z., Milenković, D., Stamenković, Ž., Generalized similarity method in unsteady two-
dimensional MHD boundary layer on the body wich temperature varies with time, Inter.Journal of Engineering, 
Science and Technology, v 1, No 1 (2009), pp 206-215. 

[17]  Boričić, Z., Nikodijević, D., Blagojević, B., Stamenković, Ž., Universal equations of unsteady two-dimensional 
MHD boundary layer on the body with temperature gradient along sutface, WSEAS Transactions on Fluis 
Mechanics, v 4 (2009),pp  97-106 

[18]  Savić, S., Obrović, B., Gordić, D, Jovanović, S., Investigation of the Ionized gas flow adjacent to porous wall in 
the case when electroconductivity is a function of the longitudinal velocity gradient, Thermal Science, Vol.14 
(2010), No.1, pp 89-102. 

[19]  Nikodijević, D., Boričić, Z., Milenković, D., Stamenković, Ž., Živković, D., Jovanović M., Unsteady plane MHD 
bondary layer  flow of a fluid of  variable electrical conductivity, Thermal Science V 14 (2010), S 2, pp 171-182. 

[20]  Nikodijević, D., Nikolić, V., Stamenković, Ž., Boričić, A., Parametric method for unsteady Two-dimenssional 
MHD boundary layer on a body whose the temperature varies with time., Archives of Mechanics, Polish Akademy 
of Science, v 63 (2011), No 11, pp 57-71. 

[21]  Nikodijević D.,Stamenković Ž., Boričić A., Kocić M., Active control of flow and heat transfer in boundary layer 
porous on the body of arbitrary shape., Thermal Science V 12, S 2 (2012),pp. 295-309  

[22] Boričić, A., Jovanović, M., Boričić, B., Magnetohydrodynamic effects on unsteady dynamic thermal and diffusion 
boundary layer flow over a horzontal circular cilylinder, Thermal Science V 12 (2012), S 2, pp 311-32. 

 
 
 

214



Unsteady MHD Thermal and Diffusion Boundary Layer from a 
Horizontal Circular Cylinder 

Aleksandar Z. BORIČIĆ (CA), Miloš M.Jovanović, Branko Z. BORIČIĆ 

Faculty of Mechanical Engineering, University of Niš, Niš Serbia 
aboricic@masfak.ni.ac.rs, jmilos@ masfak.ni.ac.rs 

Abstract: The unsteady two-dimensional dynamic, thermal and diffusion MHD laminar boundary layer 
flow over a horizontal cylinder of incompressible and electrical conductivity fluid, in mixed convection in 
the presence of heat source or sink and chemical reactions. The present magnetic field is homogenous and 
perpendicular to the body surface. It is assumed that induction of outer magnetic field is function of 
longitudinal coordinate Outer electric field is neglected and magnetic Reynolds number is significantly 
lower then one i.e. considered the problem is in induction-less approximation. Fluid electrical 
conductivity is constant. Free stream velocity, temperature and concentration on the body are functions of 
longitudinal coordinate. The developed governing boundary layer equations and associated boundary 
conditions are made dimensionless using a suitable similarity transformation and similarity parameters. 
System of non-dimensionless equations is solved using the implicit finite difference three-diagonal and 
iteration method. Numerical results are obtained and presented for different numbers Pr, Ec, Sc and 
values the: magnetic parameter, temperature and diffusion parameters, buoyancy temperature parameters, 
thermal parameter and chemical reaction parameter. Variation of velocity profiles, temperature and 
diffusion distributions and many integral and differential characteristics, boundary layer, are evaluated 
numerically for different values of the magnetic field. Transient effects of velocity, temperature and 
diffusion are analyzed. A part of obtained results is given in the form of figures and corresponding 
conclusions.  

Key words: Buoyancy forces, Chemical reaction, Circular horizontal cylinder, Heat source or sink, MHD 
boundary layer, Mass and heat transfer, Mixed convection. 

1. Introduction   
Flow of electrically conducting fluid in MHD boundary layers, especially in cases where it is necessary, next 
to the field  velocity, know the temperature and concentration fields, and when they are in fact present, and 
many outside influences on their development, is described, as shown  very complex system of nonlinear 
partial differential equation whose solution is connected with significant difficulties. The study of magneto-
hydrodynamics (MHD) incompressible viscous flow has many important engineering applications in devices 
such MHD power generator, the cooling of nuclear reactor, geothermal system, aerodynamic processes and 
the heat exchange designs, pumps and flow meters, in space vehicle propulsion, control and re-entry, in 
creating novel power generating systems and developing confinement schemes for controlled fusion. Besides 
the analysis of general circulation of conductive fluid under the influence of magnetic field, special interest is 
the study of the movement of fluids around the body boundary layer [1-3]. 
Analytical and numerical solutions of equations of unsteady MHD laminar boundary layer flow of an 
incompressible conducting fluid, there are a relatively small number of special cases which do not nearly 
cover all of those to engineering and technology major problems, for which there is a need to solve this 
system of MHD equations. Having regard to the intensive development of numerous, new, modern field of 
technology, which has been studied movement and non-Newtonian conducting fluid, highly complex 
physical and chemical characteristics, the presence of numerous effects of mass and heat transfer, the 
presence of chemical reactions, etc., were is increasingly necessary to deal with the problem by studying 
non-similarity convection flow around the body complex forms. It should be noted, that the way of solving 
this set of tasks MHD, also analogous to the study of boundary layers of non-conducting fluid, used, many 
exact and approximate methods, developed in the classical theory of the boundary layer. So many of these 
methods, and transferred to the study of more complex problems MHD boundary layers [4-12]. 
Significantly, the presence of non-stationary problems in technical and technological practices, their 
insufficient exploration , particularly in the area of MHD boundary layer , the need for management and 
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control processes, which take place convection flow profile , especially when the problems are complex 
physical , or when equally present problems heat and mass transfer , indicate the need to intensify such 
research . The last twenty years, in the world literature there is a number of works that explore these issues. 
However, in most of these works were mainly addressed specifically defined main missions given profile: 
flat plate, positioned horizontally or vertically wedge both horizontally or vertical circular cylinder, etc., with 
different boundary conditions for the temperature and concentration at the surface and in the outer flow [13-
19].  Special attention was paid to various forms of profile body whereby the special interest shown by the 
analysis of MHD flow around a horizontal circular cylinder [20-24].                                
The subject in this paper will be exploring the effects of mass and heat transfer in a plane unsteady laminar 
MHD, the temperature and diffusion boundary layer, electrical conductive incompressible fluid around a 
horizontal circular cylinder, with arbitrarily given boundary conditions for temperature and concentration on 
the body, in the presence of volumetric buoyancy force resulting from the concentration difference and the 
Lorentz force. It is assumed, that induction of outer magnetic field is function of longitudinal coordinate with 
force lines perpendicular to the body surface on which boundary layer forms. Outer electric field is neglected 
and magnetic Reynolds number is significantly lower then one i.e. considered problem is in induction-less 
approximation. It discusses the influence of influence of buoyancy forces, which are the result of 
concentration differences, present source/sink heat and the effect of chemical reactions, on the development 
of velocity, temperature and concentration fields. Dimensionless equations will be solved numerically using 
a finite difference and iteration methods. The results will be presented over a number of graphics of the skin 
friction coefficient, the rate of the mass transfer-concentration, velocity, temperature and concentration 
distributions for difference values the magnetic field, and introduced of the work of the similarity 
parameters.  
Considering all the above, in this studied process the system of dynamic equations of MHD, of temperature 
and diffusion boundary layer, which describes non-similarity problems, and that there will be a new 
approach to solving [25-27], which, by their character-nature, can to a certain extent, divided into new 
methods for solving MHD boundary layer equations. 

2. Formulation of the problem - mathematical analysis 
A mathematical model of this problem, unsteady two-dimensional dynamics, thermal and diffusion magneto-
hydrodynamic (MHD) laminar boundary layer, of incompressible fluid, over a horizontal circular cylinder, 
when the uniform external magnetic field ( )B x  is applied perpendicular to the surface of the body (the 
magnetic Reynolds number is significantly lower then one-considered problem is in induction-less 
approximation), and the free stream velocity ( ),U x t , ambient temperature T∞  and concentrations c∞ , is 
defined with system of for simultaneous equations: continuity equation and equations of dynamic, diffusion 
and thermal boundary layer 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.1. Flow in boundary layer   
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4. mass-diffusion equation:                      ( )
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and corresponding boundary and initial conditions: 
 

( ) ( )0, 0, ,w wu v T T x c c x= = = =   for 0=y  
( ) ∞∞ === ccTTtxUu ,,,  for ∞→y  

( ),,0 yxuu = ( ),,0 yxTT = ( )yxcc ,0=  for 0tt =  
                                                       ( ),,1 ytuu =  ( )1c c y=    for 0xx = .                                                       (5)  

 
In previous system of equations and boundary conditions the parameter labeling used is common for the 
MHD Boundary layer theory: yx, -longitudinal and transversal coordinate; vu, -longitudinal and transversal 
velocity components; v - kinematics viscosity of fluid; σ -fluid electrical conductivity; ρ -fluid density; λ - 
the thermal conductivity, pc - the specific heat at constant pressure,T - fluid temperature, hk -chemical 

reaction parameter, c -concentration of ionic species in solution; ( )wT x , ( )xcw - body surface temperature 
and concentration of ionic species; D -diffusion coefficient. The term ( )Q T T∞−  is assumed to be the 
amount of heat generated or absorbed per unit volume. Q  is a heat generation/absorption constant. 

If we introduce stream function - ( ), ,x y tψ , the usual manner: xvyu ∂∂−=∂∂= ψψ , , and new general 
similarities variables dimensionless transversal coordinate, velocity, temperature and concentration [26]  
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The system of equations (1-5), after a number of transformations  translate into a form the governing 
boundary layer equations and associated boundary conditions (1-5), are converted into a non-dimensional 
form 
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with boundary conditions:     0φφ ϕ
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Where dimensionless parameters similarity are introduced in the following form: 
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0D  is normalizing constant, which is determined from the condition that the first equation of system of 
equation (3), is reduced to the case of flow past a flat plate:  
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To the system of equations (9), where the unknown function ( ), ,x tφ η , ( ), ,x tθ η , ( ), ,C x t η  and ( ),Z x t , it is 
necessary to add one of the appropriate integral equations. In this paper is as integral equation, using - the 
integral impulse equation 
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with initial and boundary conditions: 0Z t∂ ∂ = , for 0t = , and 0Z x∂ ∂ =   - for 0x = .   

Where the dimensionless characteristic functions of the boundary layer are introduced in the following form:
    

( ) ( )[ ] 0=
∗∗∂∂= yyUu δζ  ,  ( ) ηφ

δ
δ

η d
D

H ∫
∞

∗∗

∗

−==
00

11
,   ∗∗=

δ
δ tT

TH  

                            ( )dyy∫
∞

∗ −=
0

1 φδ , ( )dyyy∫
∞

∗∗ −=
0

1 φφδ , ( )dyT ∫
∞

−=
0

1 θδ .                                            (15) 

 
System  of equations (8-10,14), with corresponding boundary conditions, with  group of  independent 
parameters (12), can be now applied to any concrete example, defined profile of the body, given boundary 
and initial conditions, of temperature and concentration on the surface of the body and velocity outer flow. 
   Equations (8-10, 14), with the corresponding boundary conditions are applied in this paper to the example 
of the flow around a horizontal circular cylinder. In this case, the analysis will be carried in non-dimensional 
form, where longitudinal coordinate and velocity, will be scaled in relation to velocity of outer flow ( ),U x t  
and the radius of the cylinder- a , and the coordinate and velocity, perpendicular to the boundary layer, will 
be divided with - eR . With defined free stream velocity, externally uniform magnetic field strength ( )B x , 
which is in this case taken as constant, and boundary conditions for temperature and concentration and 
friction on the body - ( ),w x tτ τ= , determined with the following expressions: 

( ) ( )2
1, 1 sin ,U x t a t x= +

     ( ) sin ,c ccx xα α=  

                              ( ) ( )0 2ˆ ˆ1 ,wT x T T a x∞= + + ( ) ( )0 3ˆ ˆ1 ,wc x c c a x∞= + +  ( )0w u yτ µ= ∂ ∂ ,                                 (16) 
 
where x  -angular coordinates of arbitrary points on the cylinder measured from the stagnation point in 
radians, and t


 is the dimensionless size of the time. 

Size of the coefficients - 1,a 2a , 3a , are arbitrary positive ore negative dimensionless constants. 
Positive constant value - 1a corresponding to accelerated fluid flow, a negative, to decelerated fluid flow. 
Positive ore negative value constants - 2a , 3a  indicate increase or decrease the temperature and concentration 
in the direction along the cylinder profile.  

In this example the introduced parameters similarity (12), are transformed into the: 
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3. Method of solution, results and discussion   
Non-dimensional system of parabolic differential equations (8-10), and momentum equations (14), with 
boundary conditions, numerical is solved, using the finite difference method with appropriate indirect block 
scheme defined by the five points. Getting highly accurate solutions, achieved on the one hand, as a result of 
a range of possibilities provided by finite difference method, and, on the other hand, as result of an iterative 
process which allows approximate solutions with arbitrary accuracy given. Approximation of nonlinear 
differential equations is performed by a system of algebraic equations, defined on a discrete set of points of 
integration network as defined in the plane - x,t ,η . At this staged network integration, discrete values of, the 
dependent and independent values in the node identified by the node index ( )knm ,, , the following 
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First and second order derivatives are replaced by following equations:  
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and index j − indicates the current number of iterations. 
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Using the relations (19), system of partial differential equations (8-10), is reduced to the following system of 
algebraic equations - dynamic equations of the boundary layer, equations of temperature boundary layer, 
diffusion boundary layer equations, and algebraic, linearized momentum equation (14). Linearization of the 
nonlinear terms in the equations are resolved using a combination of methods, such as values, which now 
form the equation coefficients, taken from the previous network layer or in the previous iteration and the 
current iteration are well-known value. In this paper, we get the system of algebraic equations, which is 
suitable for further calculations, is resolved using the three diagonal methods.  
In this way the obtained systems of simultaneous equations, each of which contains three unknown functions 
of the velocity ratio - non-dimensional temperature - concentration levels can be solved, because the number 
of equations of each system is equal to the number of unknown functions. Special design matrix system of 
algebraic equations, the three-diagonal matrix, is used for solving simple direct method, which for its 
implementation does not require the creation of inverse matrix. System of algebraic equations can be solved 
by applying the three-diagonal method.  The integration of the equations is performed on the adopted 
integration network, in a limited part of the space, of the first octant ( ), ,x tη of the coordinate plane ( ),0,t η , 
which physically represents unsteady flow around the front of the stop point- ( )0, 0f F x= = =  the surface 

defined by the separation point of the boundary layer - ( )0ς =  , whose size varies with the taken , values 

ratio ,1a and size ( ), ccN α . 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.1. Planar integration network and integration area 

 
 

Numerical results are obtained and presented for different values of numbers , , ,r c cP E S dynamic 
parameters 1if a→ ± , and also parameter of the thermal buoyancy parameter 1 ,T cTα α→  temperature 
parameter 0 2l a→ ± , diffusion parameter 0 3c a→ ±  thermal parameter q Q→  and chemical reaction 
parameters hh k→ . The solutions for the flow, temperature and diffusion transfer, and other integral 
characteristics boundary layer, are evaluated numerical for difference values the magnetic number - N . 
Transient effects of velocity, temperature and diffusion was analyzed 
A part of the obtained results is presented in the figures 3.2 – 3.21. Figures 3.2 – 3.5, shows the variations of 
the variables wτ , figures 3.4-3.7 0ηθ  and 0Cη , in function of the coordinate x; figures 5-8 shows the 
variations dimensionless velocity, temperature and concentration in the function of the coordinate η , in a 
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certain section of the boundary layer, for several values of the magnetic parameter  ,, , ,r c cN P E S number and 
for several values of the thermal buoyancy-parameter ,cTα Q - heat source/sink parameter, hk -chemical 
reaction parameter.  

It can be noticed - fig 3.2.-3.5., (where is - Pr=0.73, Ec=0.3, Sc=0.3 Q= hk = 1a = ccα = 2a =0.1), that the 
magnetic parameter N, influences considerably to the position of the boundary layer separation point. The 
increase in the magnetic parameter move the point of of boundary layer separation downstream and in that 
sense its influence can be considered positive.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figures 3.2-3.5. Stream function τw, for different values of magnetic parameter N, a1, cTα  and t  

 
These conclusions are valid also for values of the temperature buoyancy parameter cTα ( 0.1N = ). It can be 
noticed from these figures that free stream acceleration causes a delay in boundary layer separation, i.e. it 
moves the boundary layer separation point. It can be noticed from these figures that free stream acceleration 
causes a delay in boundary layer separation, i.e. it moves the boundary layer separation point downstream 
(a1=±1), while free stream deceleration moves the boundary layer separation point upstream (a1=±1). Thus 
the influence of free stream acceleration is positive and the influence of free stream deceleration is negative. 
Figure 3.5 clearly recognize the positive impact of accelerating external current at the point separation of the boundary 
layer, which is becoming more expressed with increasing time. 
 

 

222



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

  
  Figure 3.6-3.13. Thickness of the dynamic, temperature and diffusion boundary layer for different values of parameter 

N, a1, and cTa  
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In Fig. 3.6-3.13 shows diagrams of changes in thickness of the dynamic, temperature and diffusion boundary 
layer in the function changes of parameters cTaN α,, 1 . From development presented curves clearly recognize 
the influence of increasing or decreasing size of the introduced parameters to increase or decrease in the 
thickness of the corresponding boundary layer   
   
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 3.14-3.16.  Dimensionless temperature Tς  and concentration gradient- cς , for different values of Pr, t , xa3   

 

In Fig.3.14-3.15. (where is -Ec=0.7, Sc=7.0, N=0.2, k=Kp=0.1, a1=1, t=0.1), respectively in fig.3.16., (where is - 
Ec=0.7, Sc=7.0, N=0.2, k=Kp=0.1, a1=1, t=0.1), shows the graphs of characteristic functions ς  respectively  cς , 

in function of coordinate x, for different values of  Pr-number and time, respectively parameter  xa3 . 

 
 

 

 

 

 

 

 

 

 

Figures 3.17-3.18. Dimensionless velocity ϕ , for different values of magnetic parameter N and cTα  
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Figures 3.17-3.18.7., shows change the dimensionless velocity in a certain section of the boundary layer  
(x=1.0,t=0.06) for different values magnetic field N  and   temperature buoyancy force cTα . It is evident that, 
with increasing the magnetic field strength and buoyancy force, increase the size of the dimensionless velocity in 
the boundary layer. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                              Figures 3.19-3.22. Dimensionless  temperature θ, dimensionless concentration C  for different values 

of ,N Pr,, 2xa  and hk  

Figures 3.19-3.21., shows the effects of Prandtl number (Pr) and parameter N, and parameter 2xa on the 
dimensionless temperature (for fixed values of Ec=0.3, Sc=0.3, N=0.1, 1 2 0.1hk a a= = = , a1=1, t=0.02). It is 
clear, that the dimensionless temperature at a point increases (fluid temperature decreases) with increase in 
Prandtl number. The increase of Prandtl number Pr means that the thermal diffusivity decreases. So the rate 
of heat transfer is decreased due to the decrease of fluid temperature in the boundary-layer. Increase of heat 
generation/absorption constant xa2 , from negative to positive values, has the opposite effect, since for this 
case, the temperature in the boundary layer grows while the dimensionless temperature decreases. Figure 
3.22., shows the effects for different values the parameter hk , on the dimensionless concentration C . 
Increase values of the parameter k, increases dimensionless concentration. 
Based on the results skin friction on the body, the heat transfer coefficient and the concentration on the 
surface of the cylinder ( Nusselt and Sherwood number) , the thickness of the dynamic, of temperature and 
diffusion boundary layer, as well as profiles , the velocity ratio , dimensionless temperature and 
concentration in certain sections of the boundary layer, it can be concluded about the possibilities introduced 
by the impact on the development of MHD boundary layers. Thus, the influence of the magnetic field - , the 
characteristics of lift force - and the size of the coefficient of the non-stationary - , the size and extent sizes 
dimensionless speed suction/injection, can successfully manage the development of all three MHD boundary 
layer. The temperature parameters and values of the coefficients and the extent and dimensions that 
characterize the sources / sinks of heat, extended Prandtl , which contains the influence of heat radiation and 
Evart number , we can manage the development of the temperature boundary layer , and the diffusion 
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parameters, namely the size of the coefficients and exponents, sizes that characterize a chemical reaction and 
Schmidt number , the development of the diffusion boundary layer 

4. Conclusion 
This paper is devoted to the analysis of unsteady two-dimensional dynamic, thermal and diffusion 

MHD laminar boundary layer flow over a horizontal circular cylinder, of incompressible and electrical 
conductivity fluid, in the presence of diffusion buoyancy effects, heat source or sink and chemical reactions. 
The developed governing boundary layer equations and associated boundary conditions are converted into a 
dimensionless form using a suitable similarity transformation and similarity parameters. Numerical solution 
of dynamic, temperature and diffusion boundary layer equations, with integral impulse equation are obtained 
by using the finite difference method, combined with the method of iteration. Numerical results for the 
solutions of the flow, temperature and diffusion transfer and other integral characteristics boundary layer, are 
obtained and presented for different parameters such cS , ,, cr EP  magnetic-N number, and dynamical 
parameters, diffusion buoyancy-parameter, temperature, thermal, diffusion and chemical reaction 
parameters. Transient effects of velocity, temperature and diffusion are analyzed. A part of obtained results 
is given in the form of figures and corresponding conclusions. In this paper, the results of integral and 
differential characteristics of the boundary layer, shows the effects of magnetic field and other parameters 
introduced similarity on the flow development around the circular cylinder surface. Results of friction skin 
on the body and the velocity distribution, showing,  a positive effect of  magnetic field action, accelerating 
the outer flow and an increase in diffusive buoyancy force in the development of the boundary layer around 
the surface of the cylinder and moving the point of separation of the boundary layer along the profile of the 
body. 

References 
[1]  Blum, E.J., Mihajlov, I.A., Heat transfer in electro conductive fluid in presence of transversal magnetic field, 

Magnetodohydrodinamics, 5 (1966), pp. 2-18. 
[2]  Sparrow, E., Cess, R., Effect of magnetic field on free convection heat transfer, Int.J.Heat and Mass Transfer, vol.3 

(1961), pp. 267-274. 
[3]   Rosow, J., On flow  of electrically conducting fluid over a flat plate in the presence of a transverse magnetic field, 

Report,  No.1358,  NASA, USA,(1958) 
[4]  Юферев В., Об одном приближенном методе расчета ламинарного пограничного слоя проводящей 

жидкости., МЖГ, Но 1 (1958), pp 124-127. 
[5]  Карякин, Ю., Магнитогидродинамический ламинарний пограничний слой в осесиметричном потоке с 

закруткой., Магнитная  гидродинамика , Но 2 (1968), pp  47-54. 
 [6]   Savić, S., Obrović, B., Gordić, D, Jovanović, S., Investigation of the Ionized gas flow adjacent to porous wall in 

the case when electro conductivity is a function of the longitudinal velocity gradient, Thermal Science, Vol.14 
(2010), No.1, pp 89-102. 

 [7]  Nikodijević, D., Boričić, Z., Milenković, D., Stamenković, Ž., Generalized similarity method in unsteady two-
dimensional MHD boundary layer on the body wich temperature varies with time, Inter.Journal of Engineering, 
Science and Technology, v 1, No 1 (2009), pp 206-215. 

 [8]  Boričić, Z., Nikodijević, D., Blagojević, B., Stamenković, Ž., Universal equations of unsteady two-dimensional 
MHD boundary layer on the body with temperature gradient along sutface, WSEAS Transactions on Fluis 
Mechanics, v 4 (2009),pp  97-106 

[9]   Savić, S., Obrović, B., Gordić, D, Jovanović, S., Investigation of the Ionized gas flow adjacent to porous wall in 
the case when electro conductivity is a function of the longitudinal velocity gradient, Thermal Science, Vol.14 
(2010), No.1, pp 89-102. 

[10] Nikodijević, D., Boričić, Z., Milenković, D., Stamenković, Ž., Živković, D., Jovanović M., Unsteady plane MHD 
bondary layer  flow of a fluid of  variable electrical conductivity, Thermal Science V 14 (2010), S 2, pp 171-182. 

[11] Nikodijević, D., Nikolić, V., Stamenković, Ž., Boričić, A., Parametric method for unsteady Two-dimenssional 
MHD boundary layer on a body whose the temperature varies with time., Archives of Mechanics, Polish Akademy 
of Science, v 63 (2011), No 11, pp 57-71. 

[12] Nikodiević, D., Mirčevski, M., Stamenković, Ž., Boričić, A., Kocić, M., Application of Parametric method to the 
solution of Unsteady temperature MHD Boundary layer on the Porous arbitraty scope body, The II International 
Conference, Mechanical Engineering in XXI Century,  (2013),pp  139-144.  

[13]  Chamkha, A, Mujtaba, M., Quadri, M., Camille,I., Thermal radiation effects on MHD forced convection flow 
adjacent to a non- isothermal wedge in the presence of a heat source or sink, Heat and Mass tansfer, v 39 
(2003),pp  305-312. 

226



[14] Chen, C., Heat and mass transfer in MHD flow by natural convection from a permeable, inclined surface with wall 
temperature and concentration, Acta Mechanica, v 172 (2004),pp  219-235. 

[15]Subhas, A., Prasad, K., Mahaboob, A., Buoyoncy force thermal radiation effects in MHD boundary layer visco-
elastic fluid over continuously moving stretching surface, Int,Journ. of Thermal Science, V 44 (2005), pp 465-476.  

 [16] Rashad, A., Bakier, A., MHD effects on Non-Darcy forced convection boundary layer flow past a permeable 
wedge in porous medium with uniform heat flux, Nonlinear Analysis a Control, v 14 (2009), No 2, pp 249-261.  

[16] Rajeswari, R., Jothiram, B., Nelson,V.K., Chemical reaction, heat and mass transfer on nonlinear MHD boundary 
layer flow through a vertical porous surface in the presence of suction, Applied Mathematical Sciences, V.3 
(2009),N.20, pp.2469-2480 

[17] Saleh, M., Mohamed, A., Bazid, A., Mahmoud, S., Heat and mass transfer in MHD visco-elastic fluid flow 
through a porous medium over a stretching sheet with chemical reaction, Applied Mathematics, V 1(2010),pp  
446-455.  

[18] Kandasamy, R., Muhamian, A., Scaling Transformation for the effect of temperature-dependent fluid viscosity 
with  thermophoresis particle deposition on MHD free convection heat and mass transfer over a porous stretching 
surface, Trans Porous medium, V 84 (2010), pp  549-568. 

[19] Miraj, A., Abdul,A., Sazzad, A., Conjugate effects of radiation and joule heating on MHD free convection flow 
along a sphere with heat generation, American Journal of Computational Marhematics, V 1(2011), pp 18-25. 

[20] Aldoss, T.K., Ali, Y.D., Al-Nimar, M.A., MHD mixed convection from a horizontal circular cylinder, Numerical  
Heat Transfer,V.30 (1996), pp 379-396. 

[21] Yih, K., Effect of uniform blowing/suction on MHD natural convecton over a horizontal cylinder: UWT or UHT, 
Acta Mechanica, V 144 (2000), pp 17-27. 

[22] Amin, M., Combined effects of viscous dissipation and Joule heating on MHD forced convection over a non-
isothermal horisontal cylinder embeded in a fluid saturated porous medium, Jour.of Magnetism and Magnetic 
Materials V 263 (2003), pp 337-343. 

[23]  Nazar, R., Amin, N., Pop, I., Mixed convection boundary layer flow from a horizontal circular cylinder a constant 
surface heat flux, Heat and Mass Transfer, V40 (2004), pp 219-227. 

[24]  Molla, M., Saha, S., Khan, M., MHD natural convection flow from an isothermal horizontal circular cylindar 
under consideration of temperature dependent viscosity., Enginering Computations, V 29, No 8 (2012), pp  875-
887 . 

[25]  Boričić, A., Stamenković, Ž., Boričić, B., MHD dynamic and diffusion boundary layer flow of variable elektrical 
conductivity fluid past a circular cilylinder, Procedeeding 15 Symposium on Thermal Science and Engineering of 
Serbia- SINTERM 2011 (2011), pp 66-76. 

[26]  Boričić, A., Jovanović, M., Boričić, B., Magnetohydrodynamic effects on unsteady dynamic thermal and diffusion 
boundary layer flow over a horzontal circular cilylinder, Thermal Science V 12 (2012), S 2, pp 311-32. 

 
[27]  Boričić, A., Jovanović, M., Boričić, B., Heat and Mass transfer on unsteady MHD dynamic, temperature and 

diffusion boundary layer flow over a horiyontal circular cylinder,The II International Conference, Mechanical 
Engineering in XXI Century, (2013), pp 145-150.       

227



Influence of sorbent particle dispersion in pulverized coal-fired 
furnace on desulphurization process efficiency 

Ivan Tomanovića(CA), Srđan Beloševićb, Aleksandar Milićevićc and Dragan Tucakovićd 

a University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, ivan.tomanovic@vinca.rs 
b University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, v1belose@vinca.rs 

c University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, amilicevic@vinca.rs 
d University of Belgrade, Faculty of Mechanical Engineering, Belgrade, RS, dtucakovic@mas.bg.ac.rs 

Abstract: Sorbent particles dispersion and residence time within optimal temperature zones in the 
furnace have a considerable influence on desulfurization during the furnace sorbent injection. Numerical 
simulation of calcium based sorbent injection into the pulverized coal furnace is an efficient numerical 
tool that can help to optimize the desulfurization process. In order to avoid injecting sorbent in zones with 
low sulfur concentration, and at the same time to reduce the amount of sorbent present in zones with high 
concentration, multiple injection parameters can be varied, providing insight into the in-furnace sorbent 
particles distribution. An optimization goal is to attempt to provide optimal injection location and 
transport air velocities that can give good sorbent distribution, while retaining boiler operation parameters 
in safe range. An attempt is made to identify zones with high sulfur concentration over the furnace cross 
section, and to direct the sorbent flow towards those zones. This should provide faster reaction rates, due 
to higher sulfur dioxide concentrations around particles and higher local temperatures, and lead to higher 
desulfurization efficiency, as well as better sorbent particle utilization. 

Keywords: furnace sorbent injection, particles dispersion, pulverized coal, desulfurization efficiency, 
modelling 

 

1. Introduction 
Air pollution is contemporary problem, brought to us by increased combustion of fossil fuels due to rising 
demands for electrical power. Coal power plants are one of the biggest contributors to global air pollution[1], 
and as such are required to efficiently control emission of pollutant gasses. Multiple legislatives, concerning 
allowed emission from boilers exist, and one of them, is European directive 2010/75/EU, that consider 
emissions from large sources. The control of emission of products from boiler furnaces, as one of major 
sources of air pollution present an ongoing contemporary problem. 
Significant pollutants are oxides of sulfur and nitrogen. Nitrogen oxides emission can be greatly reduced just 
by proper combustion configuration, while sulfur oxides must be removed from furnace gasses either by 
direct sorbent injection in furnace (or further down the flue gas stream) or by use of wet or dry scrubbing 
processes. 
Sulfur removal from power plant boilers often involve use of pulverized sorbent that is used ether in wet[2,3] 
or dry[3] scrubbers, or injected directly in boiler furnace[3,4], or some combination of both, such as 
LIFAC[5] or similar systems. 
Due to complexity of processes in boiler furnace, direct injection of sorbent presents a challenge, as the 
combustion organization directly affects the process efficiency. Choice of injection position of sorbent must 
present compromise between local gas temperatures and sulfur concentrations, as the high temperatures 
influence increase in sorbent sintering rate, while the high sulfur concentration zones coincide greatly with 
high temperature zones. 
Our previous work covered numerical analysis of possible reduction of both sulfur[6] and nitrogen[7,8] 
oxides. Combustion modifications were considered, with minor furnace modifications, for nitrogen oxides 
reduction, while for the sulfur oxides removal we had to implement multiple models for sorbent particle 
reactions, in order to analyze possible modifications for furnace sorbent injection. 
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Models implemented covered multiple particle sizes, with use of Borgwardt’s model for larger particle sizes, 
and models by Alvfors and Borgwardt for smaller sizes. During initial simulations with models, it was 
noticed that sorbent distribution inside the furnace had major role on sulfur capture, aside from other 
significant factors such as Ca/S ratio, particle thermal history, particle granulation and others. 
Primary goal in this numerical investigation is to obtain insight in particle distribution, depending on 
injection point, with main focus on injection of sorbent through burner tiers. An attempt is made to evaluate 
influence of sorbent injection through different configurations and distribution over burner tiers. Individual 
sorbent particles are tracked, in order to better understanding of their dispersion in boiler furnace, and 
modify injection of particles in such a manner that the most of particles do not stay too long in zones with 
high temperatures, thus avoiding particle deactivation. At the same time sulfur oxides concentration field, 
and particles influence on it are observed.  
Power plant boiler furnace model used in this study considers the pulverized coal-fired Kostolac B power 
plant boiler. An in-house developed CFD code with combustion reactions, coal and sorbent particles is used. 
The desulfurization process is modeled by using two different models of sorbent particles reactions. The first 
model used is Borgwardt’s model[9] for small particle sizes and the other one is model by Alvfors[10] and 
Lindner[11].  

2. Mathematical model 
An Euler-Lagrangian approach is used during two-phase gas-particle flow modeling, where the gas phase 
was described by time-averaged Eulerian conservation equations for mass, momentum, energy, mixture 
component concentrations, turbulence kinetic energy and dissipation. While the motion, energy and mass 
changes in dispersed phase are described by corresponding equations in Lagrangian field. Eulerian equation 
used for gas phase can be given in general index notation in following form (1): 

 ( ) Ф
j Ф Ф part

j j j

ФU Ф Г S S
x x x

ρ
δ

 ∂ ∂ ∂
= + +  ∂ ∂  

 (1) 

Closure of Reynolds averaged Navier-Stokes equations is done by means of k-ε turbulence model. Particle to 
gas impact is considered by PSI Cell method, with corresponding source term in equation (1), while the gas 
phase influence on particles is considered by a diffusion model of particles turbulent dispersion, within the 
two-way coupling of phases. Radiative heat transfer is considered by six-flux model for radiative heat 
exchange. 
Coal particle combustion is modeled on the basis of the “shrinking core” particle reaction model and char 
combustion model, while the sorbent particle is considered to consist of partially sintered grains and models 
areapplied: Partially Sintered Spheres Model (PSSM) by Alvfors[10], in conjunction with Lindner[11] 
approach to sulfation modeling, and also Borgwardt’s model for small particles[9]. 
Both models assume that reaction occurs in two steps, the first step calcination, together with particle 
sintering dictates particle surface development, depending on particle temperature history. During this step 
calcium carbonate is converted to calcium oxide (2). The difference between two models is that Borgwardt 
considers calcination to be instantaneous process, while Alvfors measures calcination times to be up to half a 
second, depending on temperature. Also the determination of available surface for reaction slightly differs, 
even though it uses same assumptions, and similar approach. 
 3 2CaCO CaO CO→ +  (2) 
Sulfation, the second step, is modelled according to reaction (3), where calcium oxide reacts with sulphur 
dioxide, and form calcium sulfate. Alvfors[10] model reaction on surface of individual grains, and then 
transfers grain properties and behavior to the particle as a whole. In our model, in order to simplify and 
accelerate calculations, the process is modelled using single grain as representative of the particle, with 
averaged surrounding gas concentration over the particle profile. Borgwardt[9] model particle reaction rate 
for the whole particle, using global measured chemical reaction rates. 

 2 2 4
1CaO SO O CaSO
2

+ + →  (3) 
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Motion equations for single particle (4) in Lagrangian field are given by Basset equation for turbulent flow, 
formulated by Hinze[12]. Less important effects, such as forces due to pressure gradient, inertial effects due 
to fluid mass, Basset force, and Magnus force, are neglected. 

 ( ) ( )
31

2 6
p p

p D p p p p

du d
m C A u u u u g

d
π

ρ ρ ρ
τ

= − − + −


      (4) 

First model (Alvfors[10], Lindner[11]) estimates the current total particle surface, which consists of calcium 
carbonate part, and calcium oxide part, according to equation (5): 

 3 3

3

CaO ,CaO CaCO ,CaCO
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 (5) 

In this equation calcium oxide surface at given time step is determined using equation (6), derived from 
Borgwardt formula for calcination rate for calcium carbonate part in limestone[10], and German-Munir 
formula for surface loss[13]: 
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−

=
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Second model (Borgwardt[9]) use similar approach to the surface development modeling, with initial 
assumption that the particle calcination instantaneous, and the only continuous process is loss of surface 
(sintering of particle). The surface is obtained by solving integral in equation (7), and the solved equation has 
a form looking a lot like equation (6), but with some minor differences. 

 
1
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00

t
cK S S SS dt

S

γ

γ

−  −
 = −  
   
∫  (7) 

Major difference between two calcination and sintering models is in the way they treat extent of calcination. 
The Alvfors model seeks solution for calcination extent over time by solving equation (8), while Borgwardt 
assume that calcination time is fast enough that it can be assumed to be instantaneous. 

 ( )
3 3,ln 1 c c M CaCO CaCOX t k M S t− = −    (8) 

Sulfation models are significantly different. While PSS[10,11] Model takes into account particle structure 
and reactant concentrations over particle profile, Borgwart’s[9] model is based on simplified chemical 
kinetics. 
PSSM accounts for reactant diffusion in particle (9) and solves differential equation in order to obtain 
concentration profile in particle. 
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This concentration profile play major role in determining local reaction rate, which is determined according 
to (10): 
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Based on this rate dimensionless diameter of unreacted particle core can be determined by solving (11). 
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2

d
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And it can be used to determine extent of sulfation of particle at each time step (12): 
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On the other hand, Borgwardt’s model use simplified chemical kinetics, and rate of sulfation can be 
estimated using Arrhenius alike equation (13): 

 2

2 0.642.65 exp( 36600 / )d SOk S P RT= −  (13) 

This rate is than entered in equation (14), from which we can calculate extent of sulfation according to 
Borgwardt: 

 ( ) ( )2/31 3 1 2 1s s dX X k t− − + − =  (14) 

Transport equation for sulfur dioxide, which is solved in Eulerian field (15) has two particle source terms 
due to mass exchange. One comes from coal combustion and represent generation of sulfur dioxide, while 
the other one comes from sorbent reactions, and represents sulfur dioxide depletion due to the sorbent 
sulfation. 

 ( ) 2

2 2 2 2

SO CaO
SO SO p,SO p,SO

m
j

j j j

X
U X S S

x x x
ρ Γ

 ∂∂ ∂
= ⋅ + +  ∂ ∂ ∂ 

 (15) 

Depending on model used in simulation (PSSM or Borgwardt), the source term due to sulfation has 
corresponding formulation. 
Alvfors model is validated in simulations of 2D reactor[6], and compared with available experimental data. 
Both models were implemented in complex boiler furnace simulation code, and are used in furnace analysis. 

3. Furnace simulations 
In order to optimize furnace sorbent injection, few parameters must be monitored, and compromise must be 
made between them. Particle temperature history, particle residence time and local calcium/sulfur molar ratio 
at each time step for each particle position in furnace. It is clear that lower injection positions have longer 
residence times, compared to the rest of the furnace, but particles injected through them have higher chances 
to end up in flame core, in high temperature zones, which would lead to intensive particle sintering and 
deactivation. On the other hand, most sulfur dioxide comes from the combustion of coal, and the 
concentration is highest in flame center. With this in mind, sorbent distribution is varied over burner tiers, 
and details about each case are given in Table 1. 
Table 1. Furnace sorbent injection test cases (referent SO2 content at the furnace exit 6816 mg/Nm3) 
Test case Sorbent distribution over burner tiers Ca/S 

molar 
ratio 

FEGT SO2 content at 
the furnace 

exit 

SO2 reduction at 
the furnace exit Main burners Upper burner 

Lower Upper Lower Upper 
Borgwardt 
model 

[%] [%] [%] [%] [-] [°C] [mg/Nm3] [%] 

TC1 100.00 - - - 3.0 1022 5652.79 17.06 
TC2 - 100.00 - - 1053 4905.59 28.03 
TC3 - - 100.00 - 1041 4815.15 29.35 
TC4 - - - 100.00 1015 4916.52 27.87 
TC5 - 33.33 33.33 33.33 1032 4759.02 30.18 
TC6 25.00 25.00 25.00 25.00 1008 4939.86 27.23 
TC7 Injection through sorb. injection ports 987 5624.76 17.48 
Alvfors 
model 

        

TC8 25.00 25.00 25.00 25.00 3.0 1026 4163.45 38.92 
TC9 Injection through sorb. injection ports 1.0 1025 5946.00 12.76 

Test cases TC1 – TC4 from Table 1 have all sorbent injected through single burner tier. In TC1 sorbent is 
injected through lower main burner. It can be seen that initial reduction is good, removing most of sulfur 
from central zone. However, further reduction towards the furnace exit is not possible, due to fact that most 
of sorbent lost its surface because of high temperatures that affected it. As the injection point moves upward, 
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through upper main burners – TC2, or even upper stage burners TC3 and TC4, higher reduction can be 
obtained, as the sorbent is not exposed to high temperatures for prolonged periods of time, which has good 
influence on particle sintering, and sorbent is capable of high reaction rates over entire furnace section. It can 
be noticed that best reduction in these test cases is obtained for  TC3, as that injection position is nearest to 
the optimal injection temperature range, having reasonably high local temperatures, long residence times and 
good particle distribution. Even though sorbent injected through main burner tiers has longer residence time, 
we encounter intensive particle sintering, especially when injected through lower tier, leading to sorbent 
deactivation and inability to absorb sulfur oxides. 
From figure 1 it can be seen that injection through main burners lead to best distribution of sorbent 
considering sulfur dioxide concentration fields, however this also creates problem with rapid sorbent 
deactivation, thus severely limiting the amount of absorbed SO2. On the other hand, injection through upper 
burner tiers leads to grouping of particles in several zones, which have high concentration of sorbent and 
very good reduction, but most of furnace cross section is left with no sorbent, including the high sulfur 
content zones. 

 
Figure 1. Sulfur oxides concentration fields in selected cross sections and sorbent trajectories, depending on sorbent 

injection location (injection through one burner tier TC1 – TC4). 
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Figure 2. Sulfur oxides concentration fields in selected cross sections and sorbent trajectories, depending on sorbent 
injection location (injection through multiple burner tiers TC5 – TC6). 

In test cases TC5 and TC6, shown in figure 2, sorbent is divided among three and four tiers and injected in 
equal amount through each tier. The distribution over furnace cross section is significantly better, with 30% 
achieved SO2 reduction in TC5. However, in TC6 reduction is lower, and this is mainly due to deactivation 
of sorbent particles that pass through flame core. It must be noted that this model use worst case scenario for 
particle sintering, reducing the particle surface instantly as it passes through high temperature zones. With 
this in mind additional comparison is made with another model (Alvfors) in TC8 versus (Borgwardt) TC6, 
and it can be seen that slower estimated loss of surface leads to faster particle reactions and more intensive 
SO2 reduction. 
Test case TC 7, figure 3, examines influence of equally distributed sorbent and sorbent carrying air among 
eight sorbent injection ports. As it can be seen from table 1, achieved reduction is significantly lower, mainly 
because of: poor sorbent particles mixing with SO2, shorter residence time of particles, and lower gas 
temperatures at injection point. 

 
Figure 3. Sulfur oxides concentration fields in selected cross sections and sorbent trajectories, equal distribution of 

sorbent among eight sorbent injection ports placed above burner tiers (TC7). 

4. Conclusions 
The analysis shows the high dependence of SO2 capture on sorbent distribution and particle thermal history. 
Obtaining proper internal particle surface is crucial for increase of sorbent reaction rate. Finding a balance 
between injection in high sulfur zones, and high temperature zones is of crucial importance for sorbent 
utilization. 
The comparison between two models shows high dependency of SO2 capture on particle internal surface. 
Thus, the Borgwardt’s model, which assume that surface loss is instantaneous (occurs immediately, as the 
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particle enter high temperature zone), estimate lower SO2 capture, compared to Alvfors model, which model 
particle surface development differently. 
No matter which model is used in simulation, general conclusion can be that optimal distribution in boiler 
furnace can be achieved in narrow range of injection parameters. An effort must be made to optimize 
injection in each boiler operation regime so that the sorbent can react as much as possible with SO2 during 
short time it stays in furnace. This strongly depends on local flame temperatures, flame position in furnace, 
and local SO2 concentration. 
Developed software can simulate complex processes in 3D geometry, by using CFD combined with reaction 
models and radiation heat exchange. Simulations present valuable tool that gives insight in possible boiler 
processes modification, and can help engineer evaluate many possible scenarios for boiler operation. This 
can help, when used in conjunction with experiments, in finding optimal solutions. 
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Nomenclature 

Latin symbols 

pA  – Reference area, in [m2]. 

DC  – Drag coefficient. 

2SOc  – Concentration of SO2 in gas 
phase around the sorbent 
particle,  
in [mol m-3]. 

C  – Concentration of SO2 in 
particle. 

E  – Activation energy for sulfation 
reaction, in [J mol-1]. 

cK  – Calcination rate. 

sK  – Sintering rate. 

pm  – Mass, in [kg]. 

MM  – Molar mass, in [kg mol-1]. 

MV  – Molar volume, in [m3 mol-1]. 

r  – Local reaction rate. 
R  – Sulfation reaction rate,  

in [mol kg-1 s-1]. 

gR  – Universal gas constant,  
in [J mol-1 K-1]. 

0,Ca CaO, ,n nS S S  – Effective surfaces of sorbent 
used in models, in [m2]. 

, partS SΦ
Φ  – Source terms. 

T  – Gas temperature, in [K]. 

U  – Gas-phase velocity component, 
in [m s–1]. 

pu  – particle velocity, 
in [m s–1]. 

x  – Coordinate, in [m]. 

cX  – Extent of calcination. 

sX  – Extent of sulfation. 

z  – Radial distance in particle, in 
[m]. 

Greek symbols 
Г  – Transport coefficient. 
η  – Influence of sintering, particle 

size and reduction of sorbent 
particle (Effectiveness factor). 

ρ  – Gas-phase density of the fluid, 
in [kg m–3]. 

τ  – Time, in [s]. 
Ф  – General variable. 

Subscripts 
0  – Variable value at zero sulfation. 
a  – Sulfation rate of chemical 

compound, here CaO. 
,0eff  – Effectiveness factor at zero 

sulfation. 
,p part  – particle related variable. 

ј  – Coordinate index. 
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Abstract: In this paper, based on in situ experimental temperature measurements, the following dynamic 
thermal parameters of a wall were calculated: decrement factor, time shift of thermal transmittance and 
areal heat capacities. The outdoor and indoor air temperature of a resident building in Belgrade during the 
three months from spring to summer of the last year were collected by data loggers. The experimental 
data were processed using the techniques of filtering and Locally Scatter plot Smoothing (LOESS) 
method, in order to get frequency and amplitude of daily temperature variations. A solution of the Fourier 
heat equation for this case, in matrix formulation in frequency space, is given. Matrix's elements of the 
Fourier equation were used for calculation of the dynamic thermal parameters of the wall. 

Keywords: Fourier heat equation, temperature data processing, wall's thermal parameters  
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1. Introduction 
 
Dynamic thermal parameters describe the thermal behavior of building components subjected to time 
dependent boundary conditions (BC). These conditions could be variable temperature and heat flow rate on 
one or both of their boundaries. Generally, the variable condition assume any function of time but often 
means sinusoidal variation of known frequency. The response of the building component's is twofold: 
transient, which decrees in time, and steady with the same harmonics as excitation. The amplitudes of the 
temperature and the heat flux is damped as the excitation traverses the component. The both quantities have 
time delay compared to surface's BC [1]. This imply that usage of the complex functions could be 
appropriate for description of the physics involved. In this way, the dynamic parameters of the wall: 
decrement factor, time shift of thermal transmittance and areal heat capacities have been defined over 
complex quantities based on the solution of the Fourier heat equation in frequency space [2]. 
In this paper, a procedure leading to the Fourier heat equation solution in complex matrix form for a 
multilayered wall, using the Laplace transform, was adopted. Also, the results of simultaneous measurements 
of the external and internal air temperature in an apartment located on the second floor residential five storey 
building in Belgrade, were shown. Using techniques of signal processing, temperature variations in form of 
sine functions on the both surfaces of the wall of the building were extracted [3]. From this, the period of the 
temperature changes due to daily variation, was determined.  
 

2. Experimental setup and measurement methodology 
Figure 1 shows the “data logger” used for measurements of the air temperature inside and outside of the 
apartment. Inside and outside temperatures were measured at the same moments,  every 5 minutes. Response 
time of the logger to step excitation is 20s. The logger measures and stores up to 16382 temperature readings 
over range from -350C to 800C.  The logger is protected against water and dust when the plastic cap and seal 
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are fitted. Figure 2 represents the measurement accuracy of the air temperature according to manufacturer 
specifications. Within a measuring range of 00C to 400C the maximum absolute error of measurement is less 
than 0C. 
Facade of  the living room wall faces south. Outdoor temperatures are measured in vicinity of the building 

close to the same wall in a place sheltered from direct sunlight. We used two measuring devices of the same 
manufacturer and type. 
Data logger were placed at the living room of the apartment, on the dresser (Figure 3) and in the window of 
ventilated garage on the ground floor of the building (Figure 4). Windows of the apartment were circled with 
rectangle on the figure 4. During entire course of measurements there were no people present and no power 
consumption in the apartment.  

 
 
 
 
 

3. Solution of the Fourier equation in matrix form 
 
The Fourier equation for the heat conduction in a homogeneous wall of thickness , without heat sources 
and sinks is: 

,                                                                (1) 

Figure 1. Data logger used for measuring air 
temperature and relative humidity Figure 2. The data logger accuracy of air temperature 

measurement, according to the manufacturer. 

Figure 3. The living room of the apartment Figure 4. The building and marked windows of the 
apartment at the second floor.  
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where λ  is coefficient of the thermal conductivity, ρ is density and ( )txT ,  is temperature field inside the wall. 
BCs subjected to the surfaces at both sides are of the mixed type: 
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Subscripts u and s stand for indoor and outdoor. α  is a convection coefficient. Eqn (1) is the partial 
differential equation and could be transformed into the ordinary differential equation using the Laplace-

transform formalism, ∫
∞

−=
0

),(),( dtetxTxjT tjωω , (j-imaginary unit): 
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where ( )xT0 - initial condition for the temperature field in the wall at 0=t . We adopt 0)(0 =xT , because  
we are interested in steady-state solution.  With a short mark λρ /ck = , eqn (3) reads: 
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Solution of eqn ( )5  has well known form ( ) ( )xjexjT ωηω =, , where )( ωη j  is solution of characteristic 

equation ( ) 02 =⋅− kjj ωωη ,  ( ) kjj ⋅±= ωωη 2,1 . Now, general solution of eqn (4) is:  

    ( ) xkjxkj eCeCxjT ⋅−⋅ += ωωω 21,              (6)                                                                             

Applying BC (2) in 0=x we arrive to: 
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Eqns (7) give unknown constants 1C and 2C : 
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The temperature field in the wall is: 

( ) ( ) ( ) ( ) ( )xkjsh
kj
jqxkjchjTxjT u

zu ⋅+⋅= ω
ωλ
ωωωω,                                        (9) 

Our aim is to relate the temperatures and the heat fluxes at both surfaces. In order to achieve this  the 
Laplace-transform of the heat flux on outdoor surface of the wall is used: 

( ) ( ) ( ) ( ) ( )dkjchjqdkjshTkj
x
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=
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               (10) 

Also, the outdoor surface temperature is: 
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In matrix form eqns (10) and (11) reads: 
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In eqn (12) the temperatures of the wall surfaces could be expressed over the air temperatures ( )ωjTs  and 
( )ωjTu . Using BC (2) in matrix form we get: 
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Substituting into eqn (12) we get an equation relating the temperatures and the heat flow rates at the both 
side of the wall: 
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If the wall is multilayered with n-layers eqn (14) is: 
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where nZZZ ,..., 21  stands for matrix of each layer. 

 

4. Dynamic thermal parameters of the wall 
 
As stated in the first chapter the following parameters describe the most important physics of processes: 
decrement factor, time shift of thermal transmittance and areal heat capacities. The decrement factor f
relates periodic and steady-state thermal transmittance, more precisely, the modulus ratio of modulus of the 
periodic transmittance and steady-state transmittance 0U [2] is: 

120

11
ZU

f −= .                                                                 (16) 

f illustrates the heat flux damping capability of a wall when the flux changes in the time as a sinusoidal  
function. The decrement factor has value between zero and one and if it is close to zero it means that the wall 
has strong damping capabilities. This is the characteristic of the massive constructions. The thermal 
transmittance does not include the thermal bridges.  
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The time shift ft∆  represents the period which takes the amplitude of the heat flux to traverses construction 
element [2]: 

( ) [ ]hZTt f 12arg
2π

=∆                                                              (17) 

As in the case of the decrement factor, for the lighter constructions the time shift is shorter than for massive 
one.  
The areal heat capacity is the heat capacity per unit area of construction element. The two definitions exist 
[2]:  
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Distinction between these definitions is that the first one relates to external period of the temperature 
variations and the later to internal one. 

5. Numerical results and discussion 
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In Figure 5 the measured outdoor and indoor air temperature were shown. The measurements in the period 
from 22.04.2014. to 02.08.2014 were made. In this period each logger recorded 29326 readings. Red curve in 

Figure 5 corresponds to the indoor and black to the outdoor temperatures. As expected, indoor curve has 
much lower amplitude than the outdoor one. To calculate the matrix elements 211211 ,, ZZZ  and 22Z , it is 
necessary, beside material parameters, to know the angular frequency of the sinusoidal input temperatures. 
The FFT spectra of the outdoor temperatures for Belgrade, for period of last fifty years, have several picks at 
frequencies corresponding to daily, seasonal, half year and year temperature variations [4]. The most 
influential frequency on the numerical values of the matrix elements are the daily temperature variations 
because in this case the corresponding angular frequency has  maximal value. In Figure 6 a typical outlook of 
the daily air temperature variations, recorded in our outdoor measurements is shown. To extract the 
frequency of interest from the data, filtering was used. All temperature changes lasting mach longer and 
shorter than a day has been removed by a band-pass filter. The bandwidth filter, with corresponding time 
interval from 20h to 28h was chosen, because the characteristic temperature variations do not follow exactly 
day time. To justify this bandwidth interval, the LOESS smoothing algorithm on temperature curves was 
applied. In Figures 7 and  8 smoothed, original, sinus fitted and band pass curves for outdoor and indoor air 
temperature, were shown respectively. Orange curve represents sum of two curves: smoothed with the 
LOESS algorithm and band pass. Excellent agreement of original (measured) data and processed one was 
obtained. Filtered curves are fitted at sine function of the form ( ) )/(sin0 ωπ cxxAy −+ , where c0  xA, ,y  
and ω  are variable parameters. In Figures 7 and 8 with blue color filtered curves were shown. 

Figure 5. Outdoor (black) and indoor (red) 
air temperature. 
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Figure 6. Outdoor temperature variations for the 
first 5 days. 
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Figure 7. Outdoor air temperature curve (black), band 
pass filter curve (red), sinus fit of band pass curve 
(blue), LOESS algorithm curve (green) 

Figure 8. Indoor air temperature curve 
(black), band pass filter curve (red), sine 
fit of band pass curve (blue), LOESS 
algorithm (green) 
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Figure 9. Sinusoidal outdoor (red) and 
indoor (blue) air temperature changes 
curves 

In Figure 9 extracted sinusoidal outdoor (red) and indoor 
(blue) air temperature were drown. These curves has been 
used for determination of the period T of input 
temperature functions from both sides of the wall. 
Corresponding periods are 88162s and 88189s for outdoor 
and indoor temperature respectively. A mean values of 
88170s was chosen as a common period (1day has 
86400s). In Figure 7 and 8 all fitting parameters including 
the angular frequency were given. 
Dynamic thermal parameters of the wall: the decrement 
factor, time shift of thermal transmittance and areal heat 
capacities were calculated as explained in chapters 3 and 
4. The structure and  numerical values of dimensions and physical characteristics of the wall materials are 
shown in Table 1. In the Table 2 numerical values of these parameters were given. The wall is massive 
because it has decrement factor close to zero, meaning that it has strong damping capability. The massive 
constructions also have greater value of the time shift and in the Table 2 these values were shown.  
 
Table 1. Physical characteristics of wall materials  

 
  
 

 

 
 

 

 

Table 2. Numerical values of dynamic parameters 
f  [h] ft∆  )]/([  2

1 KmJκ  )]/([  2
2 KmJκ  

0,26 -2,57 56389 171854 

 

6. Conclusion 
 
In this paper, the experimental data of indoor and outdoor temperature of a residential building in Belgrade, 
out of heating season, during three months, were processed and used to extract the period of characteristic 
daily sine temperature variations necessary for calculation of the dynamical parameters. The band pass filter 
has been used for data extraction for the daily temperature variations. The fitting to sine function and LOESS 
smoothing algorithm are used to check the results obtained by band pass filter. The physics of the heat 
transfer in the wall has been modeled by the Laplace transform approach which relates the outdoor and 
indoor temperatures and corresponding the heat fluxes in the matrix form. The matrix elements for the 
calculation of the parameters were used. The thermal properties of the construction in dynamical regime 
could be estimated from the  dynamical parameters. 
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Abstract: Howell Bunger valves have a priority at the hydro technical structures where the regulated free 
stream of water is needed. For different opening of the valve and shape of the flow domain is a reason to 
obtain a very high local flow velocity inside the flow domain and there is a potential area to origin of 
cavitations. The practical data refer to cavitations for these types of valves are very poor in the literature.  

The Howell Bunger valve which is installed at the dam Knezevo, R. Macedonia, is analyzed in this paper. 
In the exploitation conditions was happen reverse flow around the valve. The actual working condition of 
the valve is the reason for redesigning of the deflector’s flow domain with the aim to overcoming the 
reverse flow and origin of cavitations.  

The technical solution for redesigning of deflector is developed by using the commercial CFD software 
FLUENT. The obtained solution with practically best numerical results is applied at the site. The 
comparison of numerically predicted results and working conditions at site   confirms that the proposed 
re-designing of flow domain is successful. 

The proposed reconstruction and obtained results presented in this paper are very useful for the 
constructors and users of this type of valves, and can be implemented in the new design for the flow 
domain of the new valves and old installed valves which have a problem with cavitations 
 

Keywords: CFD, Cavitation, Deflector, Free jet, Howell Bunger valve 

 

1. Introduction 

Hydro Zletovica allows multipurpose use of water from the river Zletovica and water supply, irrigation and 
energy utilization of waters affected smaller HPP. Dam Knezhevo is located at an elevation of 900 meters, 
near the village of Knezevo, about 20 km from Zletovo. The dam was constructed as a rock-asphalt core, 
with a height of 75 meters or with the crown elevation of 1065.5 meters, which is 2 m higher than the 
maximum accumulation water level- 1063.5 meters. 

Upon completion of construction of the dam, diversion tunnel is repurposed into bottom outlet and multi-
supply system. The adaptation consists in the build of intake building, construction of concrete plug in the 
middle (in the direction of the axis of the dam), setting up a steel pipeline with a diameter of 1220 mm 
section of the tunnel behind the plug and installation of hydro mechanical equipment in emergency and 
output (regulation ) valve chamber. 

The mode of operation of a bottom outlet, the maximum flow through the pipeline is 16.7 m3 / s, which 
allows the discharge of the reservoir 20 to 26 days at a constant flow of 3 m3 / s. Another condition that must 
be satisfied in this mode is the discharge flow rate of 4,7 m3 / s in Zletovica at all elevations in the reservoir 
to the minimum 1009 meters for the needs of downstream users. 

Beyond output valve chamber the end of the arm is mounted on a bottom outlet cone stopper, type Howell-
Bunger. Shutter is derived by DN 1100, PN 10 and it should work in all modes at elevations of water in the 
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reservoir of 1009-1063.5 meters or within the limits of static downs of 76.1-21.6 m and closes in all 
conditions, ie at all flow rates and pressures. 

 
Figure.1. Domain of the installed Howell Bunger valve at dam Knezevo 

 

In functional tests on the valve found by the following: 
• great dispersion of the jet exit valve 
• intensive diffuse of water flow meet the outlet pool 
• reverse flow of water towards the chamber which is mounted a valve 

 

 
 

Figure.2. Installed Hovell Bunger valve at the bottom 
outelt of dam  Knezevo 

Figure.3. Outlet flow conditions in the pool 

 

2. Reconstruction of defelctor 
The reconstruction of the deflector is composed of two elements: 

• change the length and shape of the deflector body 
• installation of a cylindrical ring area of the course of opening defelktorot 

The proposed reconstruction compared to the body of deflector, extending the cylindrical part and setting the 
conical shaped output sectional, aim to perform control of the output stream in accordance with the 
conditions of the area where the valve is fitted, ie the output stream to direct and control in terms of its shape 
and length. 
The incorporation of a cylindrical ring in the area of the opening of deflector is made in order to avoid 
cavitation operation of the valve in terms of a small open. 
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Figure.4. Reconstruction of lenght and conical output 
section 

Figure.5. Aditional installation of cilindrical ring 

3. Numerical model 
3.1. Design of flow domain 
The numerical calculation of the current space and the distribution of strains is performed in 3D space model 
defined by GAMBIT software package and ready for numerical calculation with CFD software FLUENT. 
The model of the current space is designed to succeed: 

• numerical analysis of the operation of the existing valve performance of the deflector 
• numerical analysis of the operation of the valve with a reconstructed version of the deflector 

which is modified by the setting of different physical meaning of specific areas present in the model of the 
current fluid flow space. 
 

  
Figure.6. Fluid flow domain of short deflector Figure.7. Fluid flow domain of the reconstructed 

defelctor 

3.2. Initial and boundari conditions 
The conditions under which performed numerical calculations are as follows: 
a) initial conditions 

• input section - total pressure 
• output section- atmospheric pressure 

b) boundaary conditions 
• for solid surfaces is set to change exponencial velocity low along the walls 

c) mathematical model 
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• steady flow 
• turbulentekn complex model 
• fluid- nekompresibilen (water) 

4. Comparicon of numericaly and at site results 
4.1. Fluid flow condition- domain of defelctor 
On the following figures are given numericaly obtained conditions of fluid flow and conditions what happens 
at terain.  

  
Figure.8. Velocity vector around deflector Figure.9. Water flow around defelktor body 

 
Frpm the results can be seen as follows: 

• To open a particular valve, the stream output from the valve is controlled by the length of the 
deflector and the jet is directed to the output reservoir 

• Increasing openness of the valve, the output stream is not controlled by the deflector and he hits the 
free upper wall 

• uncontrolled discharge from the jet deflector causes reversible flow around deflector or flow of 
water from the stream to the chamber where installed valve 

• The emergence of the return flow of water along the body of the deflector has won at the trial 
opening the valve, making numerical calculations confirmed the situation obtaining at site or su 
numerical calculations confirm fluid flow conditions picture at the outlet of the valve. 

4.2. Fluid flow condition- outlet pool 
The numerical calculations also cover the area of the flow in the doamain of output pool where accepts 
stream of the valve. Compared the given fluid flow images of present design of deflector obtained by 
numerical calculations and fluid flow picture for off discharges water are given on the following figures. 
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Figure.10. Numericaly obtained fluid flow streem in 
the outlet pool 

Figure.11. Flow conditions into the outlet pool at 
terain 

The received current pictures for existing construction of the deflector is characterized as follows: 
• jet which spreads the output pool has an irregular (uncontrolled) form or in conditions of pulsating 

waves lies in the output pool 
• according to photographs of the test release valve, it can seen that the jet will completely un-shaped 

form that fills the space uncontrolled 

4.3. Fluid flow condition- domain of reconstructed defelctor 
The numericaly obtained fluid flow velocity field at the present and reconstructed deflector is given on the 
following figures. 

  
Figure.12. Velocity vector at present design of 

deflector in the zone of outlet of valve 
Figure.13. Velocity vector at reconstrucred design of 

deflector in the zone of outlet of valve 

 

The numericaly obtained fluid flow velocity field at the present and reconstructed deflector  in the domain of 
output pool is given on the following figures. 

  
Figure.14. Flow conditions in the domain of outlet 

pool with  present design of defelctor 
Figure.15. Flow conditions in the domain of outlet 

pool with reconstructed  design of defelctor 

 
For compensating current images reconstructed performance characteristic deflector following 

• reconstructed deflector do not permit the output jet of water  to hitting the in the surrounding area 
and arrow the water jet into the space of the output pool 

• stream output from the deflector is a continuous and homogeneous, with controlled direction of 
operation, that the output stream is symmetric relative to the direction of fluid flow 

• orientation of the jet provides it not hit directly to the dam wall outlet pool, but is directed to a 
portion of the pool which is filled with water 

5. Numerically predicted cavitation zone 
Numericaly was research the zone for location of possible zones where the cavitation can be reach. The two 
domain are created for numerical analizes: domain for present design of defelctor and domain with proposed 
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reconstruction of the design of deflector. The reconstruction refer to cavitation at the deflector are done by 
inserting a cilindrical ring in the zone where hapens oppening of the valve. There are clearly shown the 
proposed reconstruction. 

  

Figure.17. Numerical design in the zone of oppening 
valve- present design 

Figure.18. Numerical design in the zone of oppening 
valve- reconstructed design 

 

The analysis in the field of pressures is performed in order to define areas where the conditions for the 
occurrence of cavitation. Field of pressures on the existing construction of the deflector and upgraded 
construction of deflector is given to the following pictures. 

 
 

 
 

Figure.19. Cavitation zone for large and small 
oppening of the valve at present defelctor 

Figure.20. Cavitation zone for large and small 
oppening of the valve at reconstructed  defelctor 

 
The results with the numerical calculations for existing construction deflector can conclude the following: 

• and in terms of greater openness of the valve, the conditions for cavitation in output fluid flow 
domain  tend to capture a wide range of influence that is a conditions for intensive damage to the 
valve during its exploitation 
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• space which projects the occurrence of cavitation is between the valve body and the body of 
deflector (widht) in continuous zone, which certainly shows that conditions are achieved for 
cavitation 

Numerical results of  pressures field on reconstructed deflector indicates that the occurrence of cavitation 
zones which are located in the output section of the current domain areas but they are characterized as 
follows: 

• in the area of the output edge of the valve body, a zone that is free behind (atmospheric) space and 
the mechanism of cavitation would be unfolded in not closed space 

• zone in terms of built-ring, which should be borne in mind that in that part of a system of aeration 
deflector. 

6. Conclusions 
The design of deflector has an important role for controlling the outlet fluid flow stream line in the outlet 
domain and it has a role to adjust it in the free space. The installation of the valve in the limited free space 
area takes a responsibility for designers to take into account the all unpredicted conditions which can occur at 
terrain to obtain a proper exploitation of the valve. 
In this paper is presented the influence of re-designed deflector refer to outlet fluid flow conditions and 
cavitations. The analyzes are done by CFD calculations and from results can be seen that the numerical 
calculation clearly predicted the exploation conditions of the installed valve. Further more there is given 
analyzes about cavitations zones in the valve flow domain which can be confirmed in the next exploitation 
period.  
Through the presented case study results it can be used for new developing design for analyzed type of valve 
or it can give ideas for developing a new design of deflector in the future. 
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Abstract: As already known mounting of threaded spindles is one of the most challenging tasks in 
mechanical engineering, because the main conditions of keeping high accuracy with in advance given 
higher revs. Accordingly, it is expected increased thermal load of mounting. In case, when it is expected 
additional heat sources or sinks during operation, the main criteria for mounting analyze will be thermal 
stability. For this reason, in this paper will be presented heat balance research of mounting system with 
threaded spindle. As representatives for this paper were obtained axial ball bearings with angular contact 
for the threaded spindle, types ZKLN and ZKLF, of german manufacturer Schaeffler (INA). 

Keywords: Axial ball bearing, heat balance , threaded spindle. 

1. Introduction 
As already known mounting of threaded spindles is one of the most challenging tasks in mechanical 
engineering. Often, the mounting is required to receive greater number of revolutions at predetermined high 
accuracy guidance. In specific situations, it is also possible to expect additional heat sources or sinks, which 
additionally load bearing mounting thermally. In such cases, the main criterion for the analysis of the 
mounting is thermal stability.  
For mounting of threaded spindles, the German manufacturer Schaeffler designed special bearings for this 
purpose. In fact, these are the axial ball bearings with angular contact. As a representative sample, in this 
paper we will analyze bearings of ZKLN and ZKLF types, of the said German manufacturer.  
In order to better understand the analysis of these bearings, we should first get to know their structure. 
During the threaded spindle operation, the maximum load is generated from the corresponding nut, which 
slides across the spindle. Theoretically, the bearing has a radial and axial load, but the axial load is 
significantly higher (over 90%), and for this reason the structure of these bearings is adjusted accordingly. 
The specificity of these bearings is a two-piece inner ring, and a much wider angle of contact between the 
rolling object – ball and rolling track (an angle of 60°). In addition, these bearings have a precise nut for 
prestressing of bearings, while the ZKLF type even has a bolted connection for additional fixing of bearing 
to the machine housing, in order to secure bearings in the axial direction. In light of the above-mentioned 
structure of bearings themselves, at higher speeds one can expect significant heat load on the bearing 
mounting. 

2. Installation situation 
Basically, for further analysis we examined two types of installation: radial and axial type of installation, as 
can be seen in Figure 1. 
As can be seen from Figure 1 the difference between the radial and axial installation lies in the fact that in 
case of radial installation the bearing is further secured by the lid to the machine housing, while in case of 
axially installed bearing it is fastened directly to the machine housing by means of bolt-connections provided 
on the edge of the bearing. In further analysis bearings ZKLN2557-27 and ZKLF2575-2Z of German 
manufacturer Schaeffler (INA) [4] are taken as representative. 
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a) Mounting with bearing of ZKLN-type, 
radial installation 

b) Mounting with bearing of ZKLF-type, axial 
installation 

Figure 1.  Types of bearing installation  

3. Objective and methods 
The aim of this study is to investigate the heat balance of the mounting of threaded spindle realized by 
bearings of ZKLN and ZKLF types. 
The basis for the calculation of thermal RPM is provided by standard DIN732, parts 1 and 2. Essentially, this 
standard is based on the heat balance of the “bearing” system. In order to create the conditions for the 
application of heat balance, it is essential to meet the reference conditions. The main reference conditions are 
that the temperature of the outer ring of the bearing is 70°C, the temperature of the environment is 20°C, the 
outer ring of the bearing is fixed and does not move, the reference load for axial ball bearings for threaded 
spindles is 2% of the static load capacity of the bearing (P1R = 0.02ˑC0), and the load is purely axial and 
centric [1], [2]. 
It is important to note that the said standard does not take into account the following very important elements 
that appear in the present case, namely: housing to which the bearing is secured additionally, precision nut 
for prestressing, screw connections (for ZKLF type), a significantly higher angle of contact of 60°. For this 
reason, the aforementioned standard will be partially used in the analysis.  

3.1. Mounting heat balance research methodology  
Given the complexity of the observed system, and the fact that the standard DIN732, parts 1 and 2, is only 
partially enforceable, it was necessary to create a new approach to the analysis of the observed system in 
order to investigate the thermal balance of the same. 
For ease of explanation, Figure 2 presents the propagation of heat through the system “bearing-threaded 
spindle-machine housing-precision nut for prestressing-screw connection (for ZKLF type).” 
As seen in Figure 2 the thermal energy that occurs in the mounting is induced primarily on the surface 
between the rolling objects and the rolling track and then spreads in the directions as shown by the arrows in 
the figure, [3]. 
 

 
Figure 2. Schematic representation of the propagation of heat in bearing  
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During analysis attention must certainly be paid to the mechanisms of heat transfer (conduction, convection 
and radiation). In order to facilitate the analysis of the mechanisms of heat transfer, the algorithm in Figure 3 
is given. 

 
Figure 3. The algorithm of heat transfer through the system of mounting  

The main task in the analysis of the heat balance is determining the heat transfer coefficient kq for the 
observed system. Before that we must determine reference area through which the heat is transferred. These 
values of the heat transfer coefficient kq, given in the catalog of the manufacturer Schaeffler are given 
depending on the surface of “saddle” of the bearing. As such, they are ancillary variables used to describe 
thermal resistance that occurs between the rolling track and surface of the housing. However, the present 
case requires an extension of the methodology, because it includes more surfaces that are reference for the 
case, but are not taken into account in the standard (here we refer to the precision nut for prestressing of 
bearing, screw connection in case of ZKLF bearing). 
From the constellation of the system, clearly we must conclude that the overall heat transfer coefficient kq 
will be composed of heat transfer coefficient for the “solid” material and heat transfer coefficient of contact 
surfaces (joints between the system elements). 

4. Determination of heat balance 
Due to great complexity of a given system, the heat balance will be calculated using simulation. The 
simulation is performed using the software Pre.-Postprocessor: ABAQUS/CAE, version 6.9-3, Element: 
DCAX3. Axially symmetric thermal model was used for the simulation. 

As input data for determining the balance we used the number of revolutions on the rolling track that induces 
overall friction torque, which further generate the temperature on the outer ring of the bearing of 70°C. This 
is the temperature of balance, which is also the reference condition for applying the heat balance. At this 
temperature it can be considered that the resulting amount of heat is equal to amount of heat released from 
the system (a basic principle of the balance). Basic mechanisms of heat transfer were respected in the 
simulation. The value of thermal conductivity of contact surfaces is taken on the basis of experience, and in 
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accordance with the FE-Spec. 000.2, elastic model, contact surface medium – air [5]. In further remarks, 
representations of the obtained thermal balance for bearings of ZKLN and ZKLF types will be given. 

 
Figure 4. Overview of the obtained values of heat transfer coefficients in case of ZKLN bearing 

It should be noted that during the determination of the heat transfer coefficient by radiation, the adopted dark 
surface emissivity coefficient was ɛ=0.8. The heat transfer coefficients (by convection) were obtained from 
Nusselt number. 

 
 

Figure 5. Obtained values of heat transfer coefficients in case of ZKLF bearing 
In the next iteration heat balances were obtained for each bearing type. 
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Figure 6. Heat balance in case of ZKLN bearing 

 
Figure 7. Heat balance in case of ZKLF bearing 

 

5. Comparison of the obtained results and the conclusions 
As shown in this paper, the problem was quite complex. In principle, there are two systems, mechanical and 
thermal. The sole mechanical constellation of the system causes quite complex methodology, which was 
conducted during the study of the heat balance of the entire system.  
The existing standard DIN 732, parts 1 and 2, in principle, defines the procedure for determining the thermal 
threshold for the number of revolutions of various types of bearings. However, for the reasons mentioned 
above, this standard is only partially applicable to the mounting of a threaded spindle, because it does not 
take into consideration all parts of the mounting of a threaded spindle. 
The basic part that is applicable to the subject mounting is part with reference conditions, which are adhered 
to throughout the analysis.  
The basic reference condition regarding the temperature equilibration is used as input data for determining 
the total resistance due to friction  in the bearing, which is then used as a total load of friction in the system, 
and based on it and shown heat balance was determined. In practical terms, the balance temperature is 70°C 
at the outer ring. When this temperature is reached, heat balance may be applied to the observed system 
(total generated amount of heat is equal to the amount of heat released from the system). Of course, all the 
present heat transfer mechanisms (conduction, convection, radiation) must be observed throughout the 
analysis. 
If we compare the obtained results, we reach the following conclusion.  
In case of ZKLN bearing, the total thermal energy in the system is transferred in the following manner: about 
25% through the housing, outer ring and the cover (lid) on the side of the bearing, and about 75% through 
the threaded spindle, the associated nut and inner ring. 
In case of ZKLF bearing, about 35% of the total generated thermal energy is transferred through the housing, 
the screw connection and outer ring, while about 65% is transferred through the threaded spindle, the 
associated nut and inner ring. 
The resulting difference in the distribution of heat balance is expected. It occurred because of a change of the 
reference surface through which the heat is transferred (screw connection). 
From the presented research it can be seen that determining the temperature load of the mounting of the 
threaded spindle is rather complex task. Generally, the heat balance mostly depends on the size of the 
reference surface through which heat is transferred. This further means that the thermal load will depend on 
the size of the bearing and size of the prestressing surface. The heat balance in this paper should be 
understood qualitatively. 
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Abstract: The experimentally obtained values of the general thermal comfort indicators were the basis 
for the validation of the mathematical models proposed in the presented paper.The proposed models are 
built into a numerical code of the commercial software PHOENICS, and parametric analysis was 
conducted through a series of six test cases, starting from the basic model, which is characterized by the 
fact that the turbulent model and heat transfer by radiation model are built-in, up to the case C_B which 
includes both modifications for turbulent model and radiant model. In addition to the standard procedure 
of error analysis, statistical analysis of a complex array has been conducted, so additional statistical 
indicators have given the right information about the each model quality. 
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1. Introduction 
 
The purpose of Thermal Comfort is to specify the combinations of indoor space environment and personal 
factors that will produce thermal environment conditions acceptable to 80 % or more of the occupants within 
a space. Naturally ventilated indoors has a very complex air movement, which depends on numerous 
variables such as: outdoor interaction, intensity of infiltration, the number of openings, the thermal inertia of 
walls, occupant behaviors, etc. The most important mechanism for naturally ventilated indoors is the 
intensity of infiltration and thermal buoyancy mechanism. In this study the objective was to determine 
indicators of thermal comfort for children, by the CFD model based on experimental measurements ( based 
on SRPS EN ISO 77330 [1]) with modification on turbulent and radiant heat transfer mathematical model. 
The case study was selected on school children aged 8 and 9 years in primary school „France Prešern“, 
Belgrade. The proposed models are built into a numerical code of the commercial software PHOENICS [2], 
and parametric analysis was conducted through a series of six test cases, starting from the basic model, 
which is characterized by the fact that the turbulent model and heat transfer by radiation model are built-in 
[3], up to the case C_B which includes both modifications for turbulent model and radiant model. 
 
THERMAL COMFORT CFD МОDEL  ACRONAME  

0_2 А_2 B_2 C_2 A_B C_B 
Turbulent k - ε  model  (Cε3 = 0) yes no yes no no no 

Turbulent k - ε  model(Cε3 = 1) no yes no no yes no 

Modified  turbulent k - ε  model (Cε3 variable) no no no yes no yes 
Radiant model transparent medium yes yes no yes no no 
Radiant model non-transparent medium no no yes no yes yes 
 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
 

 

 

257



2. Error Analysis 
In a validation of numerical models for thermal comfort has received considerable attention. In addition to 
the usual statistical parameters, such as relative error and average relative error, there are also additional 
statistical categories that provide insight into the quality of numerical models, and thus a better basis for 
assessing the validation of each model individually. 
Basic statistical indicator validation is a relative error which is determined according to the formula: 
 

 𝐸𝑟𝑟𝑜𝑟 = �
Ф𝑒𝑥𝑝 − Ф𝑐𝑓𝑑

Ф𝑒𝑥𝑝
� ∙ 100 [%] (1) 

Where is: 
Фexp - The value of a physical parameter measuring point obtained experimentally, which stands for:  
Ta - air temperature;  
Tr - radiant temperature; 
PPD - an indicator of thermal comfort; 
Фcfd - The value of a physical parameter measuring point obtained by numerical simulation. 
Tables 1,2 and 3 are given summary values a relative error of numerical models compared to experimental 
data for air temperature, radiant temperature and PPD, respectively. Criteria validated models were adopted 
so that the relative error of the physical parameters is less than 5%, and for complex parameter such as PPD, 
which in itself includes a large number of physical and physiological parameters adopted the criterion that 
the relative error is less than 30% [1]. At the end of each table are given in the summary numbers of 
measuring points that meet the criteria of validation. 
Table 1. The summary table of the relative error of the model of the air temperature 
 

Tа, Error < 5 % 

THERMAL COMFORT CFD МОDEL  
Position 0-2 A-2 C-2 B-2 A-B C-B 

1 0.608 1.494 1.384 5.125 3.733 3.744 
2 7.312 10.906 7.944 3.617 1.350 1.796 
3 7.810 3.789 1.502 2.561 0.428 2.329 
4 4.725 2.010 0.156 4.790 3.727 5.517 
5 4.759 6.694 5.760 4.556 1.985 2.186 
6 7.318 9.920 9.334 2.290 1.063 1.156 
7 10.106 12.197 8.781 3.803 0.634 1.267 
8 6.430 4.182 1.943 4.162 3.598 5.008 
9 7.313 3.516 3.284 3.899 3.007 3.950 
10 7.931 7.522 6.230 4.035 0.609 1.298 
11 11.850 9.263 8.340 3.197 1.694 1.749 
12 9.409 11.305 8.020 3.609 0.792 2.044 
13 13.325 5.192 1.270 4.744 2.154 3.831 
14 5.335 1.749 0.539 5.115 3.540 5.366 
15 10.572 7.149 6.203 3.183 0.806 1.556 

Relative error 
Taexp and Tacfd 

 (%) 
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Table 2. The summary table relative error model for radiant temperature 
 

Tr, Error < 5 % 

THERMAL COMFORT CFD МОDEL  
Position 0-2 A-2 C-2 B-2 A-B C-B 

1 10.556 10.556 10.556 6.070 8.013 8.024 
2 2.637 2.637 2.637 1.081 0.948 0.953 
3 5.568 5.568 5.568 0.791 2.497 2.522 
4 0.936 0.936 0.936 3.526 1.988 1.976 
5 4.785 4.785 4.785 0.607 2.291 2.303 

Relative error 
Trexp and Trcfd 

 (%) 

 
3 

 
3 

 
3 

 
4 

 
4 

 
4 

 
Table 3. The summary table relative error model for PPD 
 

PPD, Error < 30% 

THERMAL COMFORT CFD МОDEL  
Position 0-2 A-2 C-2 B-2 A-B C-2 

11 184.12 114.96 112.98 43.75 2.29 0.99 
12 159.50 163.63 166.57 73.04 53.29 51.46 
13 67.22 40.30 46.95 33.59 3.10 0.91 
14 140.83 5.95 2.41 54.34 16.60 24.50 
15 63.19 3.64 3.93 56.85 5.54 5.80 
21 165.73 203.50 208.76 26.52 17.77 15.70 
22 116.74 168.18 174.65 38.71 40.77 40.91 
23 74.57 104.57 115.00 24.40 9.64 11.74 
24 156.13 99.81 105.81 28.42 39.25 42.72 
25 42.03 27.51 27.36 57.13 16.62 16.27 
31 68.77 117.01 124.57 11.88 12.27 10.71 
32 136.42 131.16 136.96 31.10 37.06 38.66 
33 82.81 68.87 73.99 26.41 23.88 24.21 
34 100.90 22.33 23.36 47.83 6.71 0.45 
35 95.60 13.81 13.66 56.86 14.79 16.48 
41 129.14 110.65 109.31 12.75 41.68 40.33 
42 160.59 132.63 139.35 38.34 4.59 1.43 
43 92.32 74.59 58.26 19.40 18.67 19.01 
44 74.68 113.32 112.43 28.49 1.36 21.47 
45 98.08 5.72 1.54 78.44 19.40 19.98 
51 44.97 60.35 69.03 18.90 26.30 25.54 
52 53.30 106.05 109.98 6.40 10.43 12.79 
53 62.75 47.92 62.77 9.77 8.12 9.28 
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54 77.77 34.00 59.98 14.47 5.08 13.40 
55 138.85 69.43 83.97 52.51 11.73 6.86 
61 34.55 27.35 29.55 4.16 49.46 48.64 
62 80.27 68.80 78.01 23.47 30.15 28.16 
63 108.62 65.50 57.87 8.68 6.68 6.17 
64 86.77 29.34 38.06 18.27 3.22 0.91 
65 190.25 15.79 36.50 64.53 21.21 19.91 

Relative error 
PPDexp and PPDcfd 

(%) 

 
0 

 
9 

 
7 

 
16 

 
23 

 
24 

 
Table 4. The mean relative error model for thermal comfort CFD models 
 

Total Error % 

                                                                                     PARAMETARS OF THERMAL COMFORT 
THERMAL COMFORT CFD МОDEL  Tа (%) Tr (%) PPD (%) 

0-2 7.653 4.896 102.917 
A-2 6.459 4.896 74.888 
C-2 4.713 4.896 79.452 
B-2 3.912 2.415 33.647 
A-B 1.941 3.147 18.588 
C-B 2.853 3.156 19.181 

 
Table 5. Quality of test cases according criteria total error for thermal comfort CFD models 
 

Total Error % 

                                                                                     PARAMETARS OF THERMAL COMFORT 
THERMAL COMFORT CFD МОDEL  Tа (%)< 5 % Tr (%)< 5 % PPD (%)< 30% 

0-2 no yes no 
A-2 no yes no 
C-2 yes yes no 
B-2 yes yes no 
A-B yes yes yes 
C-B yes yes yes 

 
According to criteria of total error for thermal comfort CFD models (Table 5) only satisfying results are in 
cases A-B and C-B. But these criteria don’t give additional information about quality of results or witch of 
this two cases are better according to experimental data. 
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3. ANALYSIS OF STATISTICAL PARAMETERS OF THERMAL 
COMFORT CFD MODELS VALIDATION 
 
Additional indicators of the model validation that provide much more detailed picture of the quality of 
numerical models are based on an estimate of additional statistical indicators, and adopted criteria [4,5]. 
Additional statistical parameters are defined in equations: 
 

 𝐹𝐵 =
Ф𝑒𝑥𝑝������� − Ф𝑐𝑓𝑑�������

0.5(Ф𝑒𝑥𝑝������� + Ф𝑐𝑓𝑑)�������� (2) 

 

 𝑀𝐺 = 𝑒𝑥𝑝 (𝑙𝑛�Ф𝑒𝑥𝑝������������� − 𝑙𝑛�Ф𝑐𝑓𝑑�������������) (3) 

 

 𝑁𝑀𝑆𝐸 =
(Ф𝑒𝑥𝑝 − Ф𝑐𝑓𝑑)2��������������������

Ф𝑒𝑥𝑝������� ∙ Ф𝑐𝑓𝑑�������  (4) 

 
 𝑉𝐺 = 𝑒𝑥𝑝�(𝑙𝑛Ф𝑒𝑥𝑝 − 𝑙𝑛Ф𝑐𝑓𝑑)2��������������������������� (5) 
 

 𝐹𝐴𝐶2 =
Ф𝑐𝑓𝑑

Ф𝑒𝑥𝑝
 (6) 

 

 𝑞 =
1
𝑁
� 𝑖𝑛

𝑁

𝑛=1

 (7) 

Where: FB (Fractional Bias), MG (Geometric Mean Bias), NMSE (Normalized Mean Square Error), VG 
(Geometric Variance), and FAC2 (Factor of Two) unity. 
Additional criteria for statistical parameters are defined in equations: 
 
 |𝐹𝐵| < 0.3 (8) 
 
 0.7 < MG < 1.3 (9) 
 
 NMSE < 1.5 (10) 
 
 

VG <4 (11) 

 
 0.5 ≤ FAC2 ≤ 2.0 (12) 
 
 
 

q ≥ 0.66 (13) 
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Table 5. Validation of statistical parameters for Thermal Comfort CFD mode case A-B with experimental 
values 
 

Parameter Value 

 Фexp,sr Фcfd,sr FB MG NMSE VG FAC2 q 
Air temperature 

20.405 20.008 0.0196 1.020 0.0005 1.001 0.981 1.000 
Radiant temperature 

20.767 20.259 0.0247 1.025 0.0018 1.002 0.976 0.800 
PPD 

12.250 12.087 0.0134 1.040 0.0709 1.064 0.990 0.767 
 
Based on analysis of errors and statistical parameters of the А-B Thermal Comfort CFD model 

validation, it could be concluded that the model for validation criteria is 1.0 which is not satisfactory because 
value is above limit criteria of 0.66. 
 
Table 6. Validation of statistical parameters for Thermal Comfort CFD mode case C-B with experimental 
values 
 

Parameter Value 

 Фexp,sr Фcfd,sr FB MG NMSE VG FAC2 q 
Air temperature 20.405 19.821 0.0290 1.029 0.0011 1.001 0.971 0.800 

Radiant temperature 20.767 20.256 0.0249 1.025 0.0018 1.002 0.976 0.800 
PPD 12.250 12.401 0.0123 1.014 0.0706 1.064 1.016 0.800 

 
Based on analysis of errors and statistical parameters of the C-B Thermal Comfort CFD model 

validation, it could be concluded that the model for validation criteria is 0.8 which is satisfactory because 
value is above limit criteria of 0.66. 
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Diagram1. Validation of statistical parameters PPDCFD model with PPDexp experimental values fot test 

case C-B 
 

4. Conclusion 
The experimentally obtained values of the general thermal comfort indicators were the basis for the 
validation of the mathematical models proposed in the presented paper.The proposed models are built into a 
numerical code of the commercial software PHOENICS, and parametric analysis was conducted through a 
series of six test cases, starting from the basic model, which is characterized by the fact that the turbulent 
model and heat transfer by radiation model are built-in, up to the case C_B which includes both 
modifications for turbulent model and radiant model. In addition to the standard procedure of error analysis, 
statistical analysis of a complex array has been conducted, so additional statistical indicators have given the 
right information about the each model quality. 
The mathematical model has been developed for the steady-state air flow, including turbulent dispersion 
model of pollutant, buoyancy effects and radiant heat transfer model. The turbulence empirical coefficient 
Cε3 has been found to depend on the flow direction. Based on analysis of errors and statistical indicators of 
the CFD model validation, it could be concluded that the model for validation criteria is 0.8 which is 
satisfactory because value is above limit criteria of 0.66. It is non-uniform field of PPD values. This 
nonuniformities are the result of the radiant asymmetry of cold and warm walls. The average value of PPD 
for the modified CFD model C_B is 7.5%, which is on a Fanger’s scale “slightly cold” value. 

Nomenclature 
PPD - indicator of thermal comfort (Percentage of Dissatisfied) 
Ta - air temperature;  
Tr - radiant temperature; 
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Фexp - The value of a physical parameter measuring point obtained experimentally 

Фcfd - The value of a physical parameter measuring point obtained by numerical simulation 
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Abstract: In this paper we analyse the forced Rayleigh-Bénard convection under the influence of the 
bouyancy and gravity force not only in normal direction but also in streamwise one. We have simulated 
the slight inclined fluid layer between two parallel plates. The simulation results show high sensitivity to 
the angle of inclination and its high influence on the flow stability. We analyse the numerical result on the 
interplay between two different symmetry breaking mechanism in pattern forming system, namely 
inclined fluid layer convection with a spatially temperature modulated heated and cooled plate. The 
results of direct numerical simulation of the Navier-Stokes, continuity and energy equation are presented 
in this paper for four different instant of time, as the field of streamfunction, vorticity and fluid velocity. 

Keywords: forced Rayleigh-Bénard convection, subcritical convective instability, non-linear instability 

 

1. Introduction 
 
We analyze in this paper viscous fluid flow between two parallel plates, where the bottom one is hot and the 
top one is cold and both are inclined with respect to horizontal plane with angle γ. The temperature on  both 
plates is not spatially constant, it changes its value sinusoidally with small amplitude δm and wavenumber 
qm. This small temperature modulation imposed on the both plates causes forced Rayleigh-Bénard 
convection, and the inclination of the plates causes the fluid motion due to gravity component not only in 
normal but also in direction parallel to the plates. The combined effect of the gravity and bouyancy is 
investigated, and different flow pattern can be seen in dependance on angle of inclination, and distribution of 
temperature modulation on the both plates. 
Probably the first attempt to cope with this problem was due to Kelly [1], where they tried to inforce the 
spatial temperature modulation with optical forcing method.  Schmitz [2] studied periodic temperature 
modulation at top or/and bottom boundary  of a cell for thermal convection  combined with an undulation of 
one boundary. Lowe [3],[4] studied spatially periodic modulation of the applied voltage at expiriments on 
planar electro-convection. The first experiments on Rayleigh-Benard convection (RBC) with spatial 
modulation on the lower plate, so called forced RBC, has been carried out only recently Mc Coy [5], Mc Coy 
et.al. [6], Seiden [7]. The recent paper of Freund [8] discusses the case of forced Rayleigh-Bénard 
convection, where the temperature varies sinusoidally about a mean value. According to their stability 
diagram of the forced rolls between the plates, these rolls develop instabilities in wide range of qm/qc against 
resonant modes Ra<Rac, and only for modes qm in vicinity of qc, the forced rolls remain stable up to fairly 
large Ra>Rac. The paper of Venturi [9] studies stability problem of RBC for a fluid confined within a square 
inclosure subject to random perturbations in the temperature distribution at both horizontal walls. The 
experimental results on the interplay between two symmetry breaking mechanism in pattern forming system, 
namely inclined fluid layer convection (ILC) with a spatially modulated heated plate has been presented in 
Weiss [10]. Microfabricated periodic surface corrugations on the heated plate were used to break an 
additional symmetry. They reported  study,for which both the relative orientation and relative strenght of 
both symmetry breaking mechanisms were systematically varied. 
In our present paper we show the results of the direct numerical simulation for the same problem with slight 
angle of inclination with respect to horizontal plane for the case of two-dimensional viscous fluid 
incompressible flow with the Oberbeck-Boussinesq approximation. 
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2. Governing equations  
 
We analyze in this paper viscous fluid flow between two parallel plates, where the bottom one is hot and the 
top one is cold and both are inclined with respect to horizontal plane with angle γ. The temperature on  both 
plates is not spatially constant, it changes its value sinusoidally with small amplitude δm and wavenumber 
qm. This small temperature modulation imposed on the both plates causes forced Rayleigh-Bénard 
convection, and the inclination of the plates causes the fluid motion due to gravity component not only in 
normal but also in direction parallel to the plates. The combined effect of the gravity and bouyancy is 
investigated, and different flow pattern can be seen in dependance on angle of inclination, and distribution of 
temperature modulation on the both plates. 

The momentum equation for two-dimensional viscous fluid flow in vorticity-streamfunction formulation 
for the fluid layer between two parallel plates which are inclined with respect to the horizontal plane 

 
2 2

2 2Pr Ra cos sin Pr ,
t y x x y x y x y

  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ − = + + +    ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   

ω ψ ω ψ ω θ θ ω ωγ γ  (1) 

Here ω - is dimensionless vorticity of fluid, ψ -dimensionless streamfunction, θ-dimensionless 
temperature, which are functions of coordinate x, y and time t, and γ-angle of inclination which is constant 
value in radians.  Dimensionless temperature θ, Rayleigh and Prandtl number are defined in the following 
way, 

 ( ) 3
1 22

1 2

g d
,    Ra ,    Pr .

T TT T
T T

β νθ
αν α
−−

= = =
−

 (2) 

Here Ra is Rayleigh and Pr is Prandtl number, g is the gravitational acceleration, β is the thermal 
expansion coefficient, T1 is the temperature of lower (warm) plate, T2 is the temperature of upper (cold) 
plate, and T is fluid temperature, d=2H is the distance between the plates, ν  is the kinematic viscosity and α 
is the thermal diffusivity. In the above definition of the Rayleigh number, the fluid properties are calculated 
at mean temperature Tm= (T1+T2)/2, because this is the best reference temperature. In our calculation T1 is a 
temporal and x-direction variable function, and so is the Ra number, which is a non-dimensional parameter 
for the measure of the ratio of buoyancy and viscous diffusive forces.  

Since the continuity equation is identically satisfied in the stream-function form, we use the definition of 
vorticity in terms of streamfunction as the second equation  

 
2 2

2 2 0.
x y
ψ ψω ∂ ∂

+ + =
∂ ∂

 (3) 

 
The third equation is the first principle of thermodynamics in differencial form, i.e. the energy equation 

which in our case where the velocity is express through the streamfunction reads 

 
2 2

2 2 ,S
t y x x y x y
θ ψ θ ψ θ θ θ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ − = + +

∂ ∂ ∂ ∂ ∂ ∂ ∂
 (4) 

 
The boundary conditions for the problem of viscous fluid incompressible flow with Oberbeck-

Boussinesq approximation third equation is the first principle of thermodynamics in differencial form, i.e. the 
energy equation which in our case where the velocity is express through the streamfunction  for 
0 2t≤ ≤ π ω reads 

 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

m m m

m m m m

0 0

δ sin q cos q,1, sin ω ,             ,1, 0,      ,1, 0,
1 δ sin q δ cos q ,, 1, sin ω   , 1, 0,     , 1, 0,

, ,0 , ,                                              , ,0 , ,

x xx t t x t y x t
x xx t t x t y x t

x y x y x y x y o

+= = ∂ ∂ =

+ +− = − = ∂ ∂ − =

= =

θ ψ ψ

θ ψ ψ

θ θ ψ ψ .n Ω

 (5) 

And afterwards for t >2π/ω we have  
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

m m m

m m m m

δ sin q cos q,1,             ,1, 0,        ,1, 0,
1 δ sin q δ cos q ,, 1,   , 1, 0,     , 1, 0,

x xx t x t y x t
x xx t x t y x t

+= = ∂ ∂ =

+ +− = − = ∂ ∂ − =

θ ψ ψ

θ ψ ψ
 (6) 

  The dimensionless temperature at the lower wall is not constant in x-direction, it depends on qm- modulation 
wavenumber, δm- amplitude and ω - frequency. Here ω is frequency and we have taken ω =1. Rayleigh 
number Ra measures the average temperature gradient, while the additional spatial modulation is 
characterized by small amplitude δm= O(0.01) and wavenumber qm.  In our simulation we have taken that 
the inclination angle is γ=π/360. 

3. Numerical method 
 
For the numerical simulation we have used our pseudo-spectral code, that we developed in MATLAB for the 
purpose of simulation of Navier-Sokes and energy equation. For the homogeneous direction (x-axe) we have 
used  Fourier-Galerkin method, an for the approximation in nonhomogeneous direction we have used  
Chebyshev collocation method. The dependant variables are expressed in the terms of trigonometric 
polynomials in exponential form 
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In the expression above 1= −i is imaginary unit, k-wavenumber, ( )ˆ ,k y tω , ( )ˆ ,k y tψ and ( )ˆ ,k y tθ are 
Fourier coefficients for vorticity, stream function and temperature respectively and 
{ ( )ˆ ,k y tω , ( )ˆ ,k y tψ , ( )ˆ ,k y tθ }∈Χ , i.e. they all are complex numbers. In order to have 2π-periodicity in the 
flow domain, we have chosen that wave number must be from the set of integers, k∈′. 

We approximate the non-linear terms in vorticity and energy equation in the following way 
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If we substitute the expressions from (7) to (13) into the equation (1),(3)and (4) we get the followig 

residual equations. 
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If we multiply the equations (14)-(16) with the same basic functions l xe −i for the values l={−K,…,K}, 
and take inner product of them, and apply the orthogonality condition, 
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than we get the following system of equations,  
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This system of ordinary differential equations should be numerically descretised with respect to time. We 

have used semi-implicit Adams-Bashwarth method of second order accuracy. The discretisation method is 
described in [11]. The system then is reduced to three time level matrix system of equation for each 
wavenumber k = 0,1, …Nx/2, which should be solved for each time step ∆t.  

4.Results of numerical simulation  
 
In this section we present the results of our direct numerical simulation of the physical process described 

by the equation (18) – (20). In the fig.1 we present the fields of vorticity for the positive value of γ-
inclination angle. The temperature modulation exists on the both plates, and they are with the same 
amplitude, wavenumber and phase. There is no phase shift in the temperature distribution between the plates 
as described in the equations (5) and (6). It is very important to emphasize that the angle γ is positive if the 
inclination is in counter-clockwise direction, and it is negative if the inclination is in clockwise direction with 
respect to positive x-direction. We show the results here only for positive very small angle γ=π/360, which is 
enough to show the development of the convective cells instability. The results shown here are for the 
following values of the flow and numerical parametars:  subcritical values Ra=1000, modulation 
wavenumber qm=3.2 according to linear stability analysis, for Pr=7, ∆t=π/100, δm=0.01, number of Fourier 
modes K=96, number of nodes Nx=192, number of Chebyshev collocation points Ny=192. The results of 
simulation are shown in fig.1 and fig.2.  

In fig.1 are shown the velocity component fields for four different instant of time t=π/2, π, 3π/2, 2π. It 
can be noticed, because of slight positive angle of inclination γ=π/360, the fluid close to the wall has positive 
– u(x,y,t) - longitudinal velocity component (red area), and the viscous fluid in upper part of channel has 
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negative value of the longitudinal velocity component (blue area). This is valid for snapshot t=π/2, for 
longitudinal velocity. 

 

 

 

 
 

 Figure 1: Non-dimensional u(x,y,t)-longitudinal and v(x,y,t)-transversal velocity component   
 

The v(x,y,t) – transversal velocity distribution has the form of  stable pattern of forced Rayleigh-Bénard 
convection  cells for the same snapshot t=π/2. This cell stability is being disturbed in the next snapshot t=π, 
so we can notice the first sign of the onset of  the convection cell instability. Instead of 3.2 convection cells 
in the domain, we see now 2.5 convection cells in irregular form and intensity distribution. In the next instant 
of time t=3π/2 we have quite irregular spatial distribution of velocity components and the break up of the 
previous convection cell pattern. Quite irregular distribution of velocity components both in their intensity 
and distribution appears in the instant of time t=2π, which resembles to the disordered state of fluid flow. 
The non-dimensional velocity intensity has been further increased with respect to the values for previous 
instant of time (t=π/2, t=π, t=3π/2, t=2π) which can be read on the right-handside color bars. In t=2π, the 

269



u(x,y,t)-velocity component attains the absolute value more than 40, and  v(x,y,t)-velocity component attains 
the value more than 10. 

In the fig.2 we see the fields of non-dimensional vorticty and non-dimensional streamfunction for the 
same four snapshots t=π/2, π, 3π/2, 2π, as it was for velocity components in the fig.1. 

 

 

 

 

Figure 2: Non-dimensional ω(x,y,t)-vorticity  and ψ(x,y,t)-streamfunction evolution in forced Rayleigh-
Bénard convection 

In instant of time t=π/2 we have regular vorticity and streamfunction pattern for forced Rayleigh-Bénard 
convection –we have 3.2 convection cells almost equal in intensity, shape and distribution, since we have 
used temperature modulation wavenumber qm=3.2 in this simulation, see eq. (2.5) and eq.(2.6). The 
streamfunction evolution starts from three cell pattern (qm=3.2) which occupies practically the the whole 
channel. The flow pattern gets progressively deformed and first two superimposed cells merge up to the 
formation of two in one configuration.  Temperature modulation on the lower plate is the source of vorticity 
in our case of 2-D viscous fluid flow. Since the vorticity and energy equation for 2-D viscous fluid flow are 
very similar, almost the same, the temperature modulation on lower plate has the dominant effect on vorticity 
distribution on the same plate, and as the source of vorticity it has the dominant influence on the dynamics of 
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vorticity in the whole domain. Two pattern forming influences intervene in this case, the gravity components 
in longitudinal (smaller) and transversal (bigger) direction, and buoyancy force in the opposite direction of 
gravity force, with both components in this case, smaller one in longitudinal and bigger one in transversal 
direction, for small angle of inclination γ=π/360, that we have chosen for this simulation. 

In the fig.2 for the next instant of time t=π we have bounce in vorticity and stream function intensity, but 
the form deformation due to slight positive inclination angle γ. In the streamfunction distribution we see the 
change of dominant wavenumber, from the value k=3.2 to the linear combination of various wavenumbers 
for streamfunction which can be approximately described as k=2.3 wavenumbers in longitudinal direction for 
y=const. The energy transfer in 2-D viscous fluid flow goes from higher wavenumbers to lower 
wavenumbers, and our simulation confirms this theoretical findings, the Fourier coefficients for 
streamfunction have transfer of their values from higher to lower values of wavenumber, as the fig.2 shows 
for streamfunction snapshot at t=π. The two superimposed cells merge up to the formation of a two-in-one 
configuration and, subsequently, of a bicellular flow structure, specular to starting three-cellular flow 
structure with qm=3.2 shown for snapshot of streamfunction for t=π/2. 

In 3-D simulation the situation is opposite, the energy goes from lower to higher wavenumbers. The red 
color in fig.2 for vorticity fields designate the viscous fluid rotation in counter-clockwise direction, and blue 
one designate fluid rotation in clockwise direction.  

The vorticity field for t=3π/2 has the further increase in intensity of extreme values, and deforms due to 
longitudinal velocity in the upper half of the channel which have negative values and convects the vorticity 
in negative x-direction. The lower plate with its temperature modulation is the source of vorticity which 
convects in the way shown in the fig.2. The maximal values of non-dimensional streamfunction attain the 
value above ψ(x,y,t) > 3, with dominant Fourier coefficient wavenumber further decreased to k=2. The 
extreme (maximal and minimal) values of streamfunction are located at x=0.8 and x=2.1 in the middle of the 
channel. 

The both fields for t=2π express the disordered spatial distribution with the beginning elements of 
chaotic behaviour. The range of streamfunction values lay in −6 < ψ(x,y,t) < 3, and this is significant 
difference in comparison with the range of ψ(x,y,t=3π/2).    

 

5. Discusion  
This simulation shows the results for temperature modulation on both plates with slight positive 

inclination angle γ=π/360. The inclined fluid layer heated from below is unstable. The warmer fluid at the 
bottom is less dense than the cooler fluid at the top and it is this cooler top-heavy arrangement which is 
potentially unstable. With temperature modulation on lower wall convection sets in immediately for any 
Rayleigh number. The regular pattern sets in and consists of 3.2 pairs of vorticies with opposite signs at the 
lower plate and also 3.2 bigger positive vorticies in the middle of the channel. At the beginning this 
convection cells are quite stable, but the onset of the convection instability appears when t > π. The 
temperature perturbation included in our simulation is of order 10−5 and produces the energy transfer from 
small to large scales for time π/2 ≤ t ≤ 3π/2 in its interaction  through nonlinear convective terms which 
causes this instability, which is consequence of finite amplitude perturbation. 
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Abstract: The design of hydraulic turbomachines has reached the stage were improvements can only be 
achieved through a detailed understanding of the internal flow. The prediction of the flow in such 
equipment is very complicated due to the rotation and the curved three-dimensional shape of the 
impellers. Furthermore, the flow in turbomachines shows unsteady behavior, especially at off-design 
conditions. Considering these complexities, transient computer simulations already become necessary 
during design process. With the objective of gaining improved insight in the local flow behavior and 
increasing the accuracy of numerical simulations the flow field in a centrifugal pump impeller has been 
investigated using transient LES in order to analyze rotating stall formation and development. Obtained 
results are compared with other author’s experimental and numerical results, showing satisfactory 
agreement 

Keywords: Rotating stall, Ansys CFX, LES, transient simulation.  

1. Introduction 
A basic condition for a reasonable operation and high operating hours of pumps depends on the stable 
operating regimes for a wide range of pump flow rates. Instabilities at part load can lead to reduction of 
efficiency, high dynamic load and cavitation up to the destruction of the pump. The pump flow operating 
range is mostly limited by the existence of instabilities. One of the well-known instabilities of technical 
importance is rotating stall. Numerous authors [1-5] have investigated the existence of the rotating stall 
phenomenon. Much of their efforts have concentrated on understanding the conditions which lead to the 
formation and propagation of stall cells. They have also tried to derive procedures to predict when or where 
stall will arise [6,7]. Further efforts have been developing design methodologies to avoid the problem and to 
evaluate various techniques to eliminate or minimize the effects of stall which could arise in a compressor 
[8,9]. Despite the substantial amount of research completed, no universally accepted methods for stall 
prediction or avoidance have been derived. 
The performance of pump could get degraded by the inception of flow instabilities such as stationary and 
rotating stall phenomena in case when pump operates at reduced flow rates. Stall refers to zones of fluid 
recirculation within some flow passages of a pump’s components (e.g. impeller, diffuser or volute) and this 
can cause substantial velocity and pressure fluctuations which can not only adversely affect the flow but the 
pump as well. These zones could propagate along the circumferential direction of the impeller or diffuser. 
The rotating-stall mechanism is not yet very well understood, even though a qualitative explanation of 
propagation, based upon cascade theory, was proposed by Emmons et al. [10] more than 40 years ago. 

2. Rotating-stall mechanism 
The rotating stall is a generic name to describe a particular phenomenon appearing in a turbomachine. This 
phenomenon presents the local modification of the flow structure by the presence of a single or multiple 
zones of fluid recirculation. As these zones are located near walls and they imply a reverse flow, such zones 
are often referred to as stall or as flow separation [11]. Besides, depending on the location of the 
recirculation zones, the stall phenomenon can be referred to as forward/backward rotating stall, alternate 
blade stall or asymmetric stall. 
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Although rotating stall may occur in any turbomachinery component, this phenomenon is most frequently 
studied in compressor rotor-blade passages. In centrifugal pumps, experimental studies [12-14] indicate the 
existence of rotating stall in the impeller and in the diffuser/volute and in both for some geometries.  
The problem of the presence of the so called rotating or alternate stall phenomenon in a centrifugal pump is 
now well known. However, the onset and the mechanism of this phenomenon are still poorly understood. 
The first time that this phenomenon was reported was by Emmons [10] in 1959 when he explained the 
phenomena using cascade theory, and was intensively studied numerically and experimentally in the case of 
compressors [15-16]. However, much longer time was required to get similar studies for centrifugal pump 
experiencing rotating stall. Indeed, Krain [17] and Inoue et al. [18] performed one of the first experimental 
studies on radial machine, where focus was placed on impeller blade pressure and flow field investigation in 
centrifugal pump impeller. Deeper investigations followed with the studies of the rotor stator interaction 
performed by Arndt et al. [19,20]. They showed that the pressure fluctuation appears to be larger on the vane 
suction side near the trailing edge and that the magnitude of the pressure fluctuation is strongly dependent on 
the radial gap (distance between the impeller discharge and the diffuser vane leading edge).  
Computational studies of stall prediction in industrial centrifugal pumps are limited primarily due to the 
difficulties in modeling turbulent separated flows in complex geometries, especially in the case that involve 
interactions between rotating and stationary components. Combined experimental and computational study 
[21,22] recently showed that upstream influence of stationary stall can introduce a swirl component in the 
inlet velocity profile. This upstream influence can adversely affect predictions from Large Eddy Simulations 
(LES) or Detached Eddy Simulations (DES) because there is no possibility to implement swirl component 
data in inlet boundary conditions. These investigations also shown that in contrast to DES or LES, Reynolds-
averaged Navier-Stokes (RANS) simulations did not even predict the existence of stationary stall 
phenomenon with either of the two turbulence models that were tested by authors. Accurate computational 
prediction of stall is largely dependent on user-specified input such as boundary conditions, transition and 
turbulence modeling. Computational domain needs to be defined for a realistic representation of the actual 
configuration among others, which depend upon details that often can be provided only by conducting 
experiments. Reliable detection of stall in industrial centrifugal pumps until now is directly based on actual 
experimental measurements. Furthermore, different experimental techniques of varying complexity can be 
employed in order to furnish data suited for stall detection.  
Some investigations of using visualization and measurement methods tried to characterize the occurrence 
and the extent of rotating stalls, including the number of stall cells and the stall cell “propagation speed”, 
however, without indicating the origin and the generating mechanism of the occurrence. Amongst diverse 
hypotheses to explain the generating mechanism of rotating stalls, the origin of rotating stall occurrence has 
often been supposed to lie at the impeller exit in the space between the impeller and the guide vanes. The 
rotating stall phenomenon occurs in vaneless and vaned diffusers, also in impellers directly connected to the 
spiral case, and this paper authors finds the origin of stall mechanism in the pressure/velocity distribution at 
the inlet of pump impeller. 
In order to clarify this statement, first the flow separation in pump must be defined as stationary and the non-
stationary. The latter again includes the regular and the irregular forms. Obviously, the rotating stall with the 
constant oscillation frequency only represents the regular form of the non-stationary flow separation. In other 
words, it is merely a special form of flow separations in the pump. Because of its lowest hierarchy, the 
rotating stall could never be understood without understanding the general mechanism of flow separations in 
the pump. The statement that the rotating stall arises from the non-stationary impeller-diffuser interaction is 
indeed of minimum significance. This judgment is justified because the persistent non-stationary impeller-
diffuser interaction at other operating points will lead to no or merely stationary flow separations. Also the 
knowledge of the number of stall cells and the stall cell “propagation speed” seems to be less interesting, 
because the objective of treating the rotating stall is to fundamentally suppress the occurrence rather than to 
merely characterize it.  
Because the generating mechanism of rotating stalls remains unrevealed, it is still highly difficult to 
accurately simulate its occurrence in pumps by means of the computational fluid dynamics (CFD). The 
present paper tries to analyses and detects the generating mechanism of rotating stall on the example of the 
pump flow. Against the most declarations assuming the impeller exit as the starting point of the occurrence, 
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presented results demonstrated that the flow separation at the impeller inlet represents the actual and main 
cause for part load rotating stalls inside the running impeller.  
In this paper all CFD simulation was carried out using LES model. Kato [23] performed the first Large Eddy 
Simulation (LES) concerning the case of a mixed-flow pump and the first LES simulation in a centrifugal 
pump with the interest in the rotating stall was performed by Byskov [22]. In this paper the inlet boundary 
conditions was defined as uniform velocity (flow rate) without any disturbance of flow, then using the LES 
approach the development of the flow in impeller over time is observed.   

3. Large Eddy Simulation (LES) 
LES has been the most widely used Scale-Resolving Simulation (SRS) model over the last decades. It is 
based on the concept of resolving only the large scales of turbulence and to model the small scales. The 
classical motivation for LES is that the large scales are problem-dependent and difficult to model, whereas 
the smaller scales become more and more universal and isotropic and can be modeled more easily.  
LES is based on filtering the Navier-Stokes equations over a finite spatial region (typically the grid volume) 
and aimed at only resolving the portions of turbulence larger than the filter width. Turbulence structures 
smaller than the filter are then modeled – typically by a simple Eddy Viscosity model.  
The filtering operation is defined as:  

 ( ) ( )' 'x G x x dx
∞

−∞

Φ = Φ −∫
    , ( )' 1G x x dx

∞

−∞

− =∫
   , (1) 

where G  is the spatial filter. Filtering the Navier-Stokes equations results in the following form (density 
fluctuations neglected): 
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The equations feature an additional stress term due to the filtering operation: 

 LES
ij i j i jU U U Uτ ρ ρ= − . (3) 

Despite the difference in derivation, the additional sub-grid stress tensor is typically modelled as in RANS 
using an eddy viscosity model: 
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The important practical implication from this modeling approach is that the modeled momentum equations 
for RANS and LES are identical if an eddy-viscosity model is used in both cases. In other words, the 
modeled Navier-Stokes equations have no knowledge of their derivation. The only information they obtain 
from the turbulence model is the size of the eddy viscosity. Depending on that, the equations will operate in 
RANS or LES mode (or in some intermediate mode). The formal identity of the filtered Navier-Stokes and 
the RANS equations is the basis of hybrid RANS-LES turbulence models, which can obviously be 
introduced into the same set of momentum equations. Only the models (and the numerics) have to be 
switched.  
Classical LES  models are of the form of the Smagorinsky (1963) model: 

 ( )2
t sC Sµ ρ= ∆ , (5) 

where ∆  is a measure of the grid spacing of the numerical mesh, S  is the strain rate scalar and sC  is a 
constant. This is obviously a rather simple formulation, indicating that LES models will not provide a highly 
accurate representation of the smallest scales. From a practical standpoint, a very detailed modeling might 
not be required. A more appropriate goal for LES is not to model the impact of the unresolved scales onto the 
resolved ones, but to model the dissipation of the smallest resolved scales. 
( )E κ  is the turbulence energy as a function of wave number κ . Small κ  values represent large eddies and 

large κ  values represent small eddies. 
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However, LES computations are usually performed on numerical grids that are too coarse to resolve the 
smallest scales. In the current example, the cut-off limit of LES (resolution limit) is at around κ =10. The 
velocity gradients of the smallest resolved scales in LES are therefore much smaller than those at the DNS 
limit. The molecular viscosity is then not sufficient to provide the correct level of dissipation. In this case, 
the proper amount of dissipation can be achieved by increasing the viscosity, using an eddy-viscosity: 

 i i
LES t

j j

U U
x x

ε ν
∂ ∂

=
∂ ∂

, (6) 

The eddy viscosity is calibrated to provide the correct amount of dissipation at the LES grid limit. When the 
LES models are activated, the energy is dissipated and the models provide a sensible spectrum for all 
resolved scales. In other words, LES is not modeling the influence of unresolved small scale turbulence onto 
the larger, resolved scales, but the dissipation of turbulence into heat. 
Dynamic eddy viscosity LES models, explained by Guerts [24] are designed to estimate the required level of 
dissipation at the grid limit from flow conditions at larger scales (typically twice the filter width), thereby 
reducing the need for model calibration. However, again, such models also only provide a suitable eddy 
viscosity level for energy dissipation. Within the LES framework, all features and effects of the flow that are 
of interest and relevance to engineers have to be resolved in space and time. This makes LES in principle a 
very CPU-expensive technology.  
Even more demanding is the application of LES to wall-bounded flows – which is the typical situation in 
engineering flows. The turbulent length scale, L , of the large eddies can be expressed as: 
 L yκ= , (7) 
where y  is the wall distance and κ  is a constant. In other words, even the (locally) largest scales become 
very small near the wall and require a high resolution in all three space dimensions and in time. 

3. Analysis of flow in centrifugal pump radial impeller  
The impeller under study is a shrouded low specific-speed pump impeller representing the rotating part of an 
industrial multi-stage pump. This pump impeller is chosen because two groups of researchers were already 
investigated the same pump impeller in order to research rotating stall. The first group consists of  Byskov, 
Pedersen, Jacobsen [22], and the second group is Ruprecht, Ginter, Neubauer [12] from the Institute for 
Fluid Mechanics and Hydraulic Machinery, the University of Stuttgart.  
The pump impeller which was investigated (Fig. 1) has an outer diameter of 190 mm and six simple 
curvature blades with blunt leading and trailing edges. The impeller is designed to operate at a flow rate of 
11 m3/h and provides a pressure rise equivalent to a head of 1.75 m at design load. Simulations were 
performed for 80% of design load, half load, and quarter-load 0.25 nomQ Q= . The main geometrical data of 
the impeller and the design load conditions are summarized in Table 1.  

  Table 1. Pump dimensions 
 Geometry 

Inlet diameter  D1
 71 mm 

Outlet diameter D2
 190 mm 

Inlet blade height  b1
 13.8 mm 

Outlet blade height b2
 5.8 mm 

Number of blades  z  6 
Blade thickness  t  3 mm 
Inlet angle β1

 19.7o 
Outlet angle β 18.4o 
Blade curvature radius Rb

 70 mm 
Design load 
Rotational speed n  725 rpm 
Flow rate Qnom

 11 m3/h 
Head Hnom

 1.75 m 
 

 
Figure 1. Radial pump impeller  
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The flow field in centrifugal pump, which is influenced by system rotation and curvature, is highly turbulent 
and unsteady, and, due to separation and recirculation, very complex. Further improvements of performance 
for design and off design operating conditions will be extremely difficult with the traditional steady methods 
because it will depend more on controlling complex physical phenomena as boundary layer separation, 
vortex dynamics, interactions between rotating and stationary components, vibrations and noise, etc. In order 
to improve the accuracy of the numerical simulations and to be able to analyze and understand more 
thoroughly the complex physics of flow in centrifugal pumps, it is essential to advance from a steady-state to 
an transient simulation technique. In this context as supplement to standard Reynolds-Averaged Navier-
Stokes (RANS) turbulence modeling, flow in impeller is simulated by Large Eddy Simulations (LES). 
 

3.1 Numerical model  

When modelling the impeller one of possible advantage can be an experimentally detected correlation 
between every second impeller passage, see Pedersen [21]. This fact can be used to include only two of the 
six impeller passages in the numerical model.  
In this paper LES is conducted for whole impeller because correlation between every second impeller 
passage cannot be expected for all flow rates, especially for quarter-load 0.25 nomQ Q= . Keeping the 
computational effort at a realistic level compared to the available computer power, a mesh of totally 
2,200,000 cells with roughly 370,000 cells in each impeller passage has been utilized. The grid stretching 
factor has been chosen to allow the first cell point off the surface to be located in 1-5μm corresponding to 
local y+ values less than 5.0 in average. The numerical domain and the mesh structure in the passage mid-
height is seen in Fig. 2.  
Dimensionless scale of the transversal coordinate is defined by formula: 

 
u yy
ν

+ ∗=   where  wu τ
ρ∗ =  (8) 

  

 

Figure 2. Impeller 3D model and domain control volume discretization (blade thickness 3 mm) 

Generally impeller mesh trough the whole domain is very fine and the maximum element volume size is 
0.12mm3.  

4. Results and discusion  
In the following the results of the LES of the flow field in the impeller are analyzed. The amount of the 
obtained results is enormous. Each simulation is defined with a time step of 0.0002 seconds per step and total 
time is 0.2 seconds. In this way results were obtained for two and a half full revolutions of the impeller. To 
ease the discussion two characteristic points are chosen at the impeller inlet (P1) and at the outlet (P2) where 
the pressure, absolute velocity, relative velocity and radial velocity are presented. 
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P1 pressure, 0.25 nomQ Q=  P1 pressure, 0.5 nomQ Q=  P1 pressure, 0.85 nomQ Q=  

   
P1 relative velocity, 0.25 nomQ Q=  P1 relative velocity, 0.5 nomQ Q=  P1 relative velocity, 0.85 nomQ Q=  

   
P1 radial velocity, 0.25 nomQ Q=  P1 radial velocity, 0.5 nomQ Q=  P1 radial velocity, 0.85 nomQ Q=  

   
P1 absolute velocity, 0.25 nomQ Q=  P1 absolute velocity, 0.5 nomQ Q=  P1 absolute velocity, 0.85 nomQ Q=  

Figure 3. Pressure, relative velocity, radial velocity and absolute velocity fluctuation diagrams for the point P1 

The analysis of obtained results for the point P1 (Fig. 3) leads to the following conclusions: 
• It is noticeable a significant oscillations of all observed physical parameters in the entrance to the 

blade passages (inside the pump impeller). for all operating regimes.  
• With increasing flow rate, the fluctuation becomes smaller in compares to the average value, as the 

regime becomes closer to the optimal.  
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• Fluctuation frequency of the observed values is significantly larger for the smaller flow rates.   
• For the determination of periodicity for some phenomena, it should be analyzed larger number of 

points inside the pump runner, for the larger number of time steps, i.e. impeller number of 
revolution.  

• Negative values of radial velocity shows the existence of vorticity in the impeller inlet, and the 
possibility of flow from one to the next blade passage.    

   
P2 pressure, 0.25 nomQ Q=  P2 pressure, 0.5 nomQ Q=  P2 pressure, 0.85 nomQ Q=  

   
P2 relative velocity, 0.25 nomQ Q=  P2 relative velocity, 0.5 nomQ Q=  P2 relative velocity, 0.85 nomQ Q=  

   
P2 radial velocity, 0.25 nomQ Q=  P2 radial velocity, 0.5 nomQ Q=  P2 radial velocity, 0.85 nomQ Q=  

   
P1 absolute velocity, 0.25 nomQ Q=  P1 absolute velocity, 0.5 nomQ Q=  P1 absolute velocity, 0.85 nomQ Q=  

Figure 4. Pressure, relative velocity, radial velocity and absolute velocity fluctuation diagrams for the point P2 
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The analysis of obtained results for the point P2 (Fig. 4) leads to the following conclusions: 

• In the impeller outlet, pressure value becomes almost constant, when the flow rate is close to the 
optimal operating regime. 

• For the cases of smaller flow rates and the area of  possible rotating stall, values of relative and radial 
velocities are close to zero, or negative. 

• Fluctuation frequency of the observed values for point P2 is also larger for the smaller flow rates. 

Next figures shows streamlines in the pump impeller, and streamlines changing through the time, i.e. during 
the pump impeller rotation period (Fig. 5).    
First pictures are beginning flow field, corresponding quasi-stationary flow simulation. 
Obtained results shows unequal distribution of relative velocity, radial velocity and pressure in blade 
passages, therefore the lack of periodicity in the pump impeller is a valid assumption. 
Still, all obtained results show possible periodicity in two or three blade passages, and for the further analysis 
can be adopted a model with one half of the impeller, where, with a finer numerical mesh, the flow 
simulation could be shorter.  
 

0.25 nomQ Q=  0.5 nomQ Q=  0.85 nomQ Q=  
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Figure 5. Streamlines changing through the time in the radial pump impeller 
 

Left column in the table plots the velocity field at a discharge of / 25%nomQ Q = . Here rotating stall can be 
clearly seen. The runner now consists of two sound regions and four partly blocked regions. They rotate 
stable with the runner speed. The blocked regions are formed along the suction blade side and this zones with 
distinctive recirculation are transported from the inlet to the outlet of one impeller channel.  
At the impeller exit a swirl is built. It seems to start closing the channel by moving forward to the leading 
edge. This leads to the foundation of another swirl built by separation on the leading edge suction side of the 
blade. These two, sometimes even three swirls totally block the channel. 
For the volume flow rate 0.5 nomQ Q= , the more uniform flow field is noticed, but also the clear recirculation 
zone.  The runner now also consists of two sound regions and four partly blocked regions. In partly blocked 
channels two recirculation zones with middle sound region can be easily detected.  
It is interesting to note that even for flow 0.85 nomQ Q= through two of six channel most of the flow is 
transported. These results are subject of future investigations, and this is especially true for a increased 
simulation time long for the flow through the impeller. 

In the final table (Table 2), the figures represent the change in radial velocity in impeller on the lines of 
constant radius lines for different flow rates. For the quarter load regime at the middle of the impeller 
diameter LES predicts velocity profile skewed towards the suction side for two blade passages and reversed 
flow along the suction side for other four blade passages. Similar results are obtained for half load regime.  
In the case of flow rate close to the nominal, there are no zones with strong reversed flow. At this regime, 
there are small areas with negative radial velocity which moves forward to the leading edge. 
For the quarter load regime the stall phenomenon is again evident in the velocity profiles with substantial 
variations across the passage span. In the passage center, positive radial velocities feeding the recirculation 
are present. 
The peak in the positive velocity in the LES results is slightly displaced towards the suction side giving room 
for a small counter-rotating eddy at the pressure side. 

281



 Table 2. Changing radial velocity 

Flow Streamwise 0.5D2 Streamwise 0.75D2 

0.25Qnom 

  

0.5Qnom 

  

0.85Qnom 

  
 

5. Conclusion 
In the paper the flow fields in radial impeller is analyzed, using LES model for obtaining unsteady numerical 
simulations. For flow regimes near nominal, there is a difference in flow fields between two adjacent blade 
passages, but there is no stall formation.  In partial load regimes, there is significant difference in flow fields 
between two adjacent blade passages. In one blade passage more significant is the influence of rotation and 
is noticed high velocity in the pressure side of the blade, while in the other blade passage is noticeable flow 
separation and rotating stall, blocking a part of the inlet and causing the reduction of velocity flow rate.   
Steady state numerical simulations are not able to answer the questions of rotating stall, on the other hand 
unsteady numerical simulations can easily predict it. Still, the changing of absolute velocity component 
gradient indicate the possibility of rotating stall existence, therefore it can be the clear sign to proceed with 
unsteady numerical simulations in order to truly identify the phenomenon of rotational stall. Using of 
unsteady numerical simulations for centrifugal pumps provides significant improvement of understanding of 
fluid dynamics phenomenon and shows good agreement with experimental results. 
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Abstract: Modeling of heterogeneous chemical reactions, as well as heat and mass transfer was 
performed in order to optimize complex processes during the solid fuel combustion and gas 
desulfurization inside the furnace. Reaction mechanisms of SO2 reduction by injection of lime-based 
sorbent can be simulated by use of different models. In the work, Borgwardt’s semi-empirical, shrinking 
unreacted core model was chosen, using simplified chemical kinetics, based on measurements for 
relatively large lime-sorbent particle size (around 100 µm). Selected model of limestone, or lime sorbent 
particles calcination/sintering/sulfation reactions was validated against available measurements in 
controlled conditions and incorporated within the comprehensive combustion code for simulation of 
reactive two-phase turbulent flow. The model was applied for prediction of SO2 absorption by relatively 
large sorbent particles, at the temperatures and for the sorbent particles residence time corresponding with 
real combustion conditions, such as in pulverized coal and/or fluidized bed furnace. Influence of different 
process parameters on flue gas desulfurization efficiency was analyzed. The SO2 capture depends on 
Ca/S ratio, temperatures in injection location, dispersion and residence time of sorbent particles. Such 
investigations can offer an efficient numerical tool for finding optimal and cost effective solutions for 
SO2 emission reduction from boiler furnaces. 

Keywords: Modeling, Lime-Based Sorbent, Desulfurization, Combustion, Furnace 

1. Introduction 
Well known contemporary problem in utilization of coal power plants is control of emission of products 
from boiler furnaces, as they present one of major sources of pollutant gasses [1]. Sulfur oxides, mainly 
sulfur dioxide and trioxide, contribute to formation of acid rains and photochemical smog, when combined 
with smoke. Due to these problems, European countries introduced directives that regulate allowed emission 
from boilers – 2010/75/EU. 
Sulfur removal from boilers is achieved by utilization of sorbent in various ways. Depending on technology 
used, various installation, and exploitation costs and problems can appear. Common solution to emission 
control problem is use of wet [2] or dry [3] scrubbing. These processes require preparation of sorbent, prior 
to use in scrubbers, and wet scrubbing processes also require significant amount of water. The high prices, 
usually accompany scrubber installations, together with high running costs, which motivate researchers to 
seek better, economically more viable solutions to the problem.  
Alternative, promising approach to full or partial emission control is direct sorbent injection (FSI) in boiler 
furnace [4]. Injecting sorbent directly in the furnace allow the sorbent to rapidly develop internal particle 
surface, thus requiring no special preparation other than pulverizing. Even though, the FSI has noticeably 
lower efficiency, compared to wet scrubbing, it can be used in conjunction with wet scrubbers [5], where it 
significantly reduce the water consumption, and required size of installed wet scrubber, while the overall cost 
of installation can be reduced down to about 15% of initial wet scrubber installation price. 
Possible reductions of sulfur emission from boiler furnace were performed on pulverized coal-fired Kostolac 
B power plant boiler, by use of in-house developed CFD code with combustion reactions, coal particles 
tracking, and optimized and implemented SO2 absorption particle reactions and tracking model. 
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2. Mathematical model 
Two-phase flow is modeled by Euler-Lagrangian approach, describing gas phase by use of Eulerian time-
averaged conservation equations for mass, momentum, energy, gas phase mixture component concentrations, 
turbulence kinetic energy and dissipation. This equation is given in general-index notation in form shown in 
equation (1): 
 

 ( ) Ф
j Ф Ф part

j j j

ФU Ф Г S S
x x x

ρ
δ

 ∂ ∂ ∂
= + +  ∂ ∂  

 (1) 

 
Closure of equation (1) is done by k-ε turbulence model. Motion, energy and mass change of dispersed phase 
is described by corresponding differential equations in Lagrangian field. Particle to gas impact is considered 
by PSI Cell method, and two way phase coupling is used. Convective-radiative heat transfer is considered, 
and six-flux model for radiative exchange is used. 
Combustion of coal particle is modeled on the basis of the “shrinking core” approach and the char 
combustion model. Sorbent particles injection (limestone – CaCO3) into the furnace brings about reactions 
of calcination, sintering and sulfation [6]. Calcination reaction is considered to occur instantly: 
 
 3 2CaCO CaO CO→ +  (2) 
 
During this reaction a rapid development of particle internal surface and increase in particle porosity occur, 
however, at the same time, due to sintering, at higher temperatures particle surface is rapidly reduced due to 
sintering [7]. Last step in reaction is sulfation of particle, and it occurs only in atmospheres containing sulfur 
oxides, sulfation process is described according to reaction: 
 
 

 2 2 4
1CaO SO O CaSO
2

+ + →  (3) 

 
Reaction rate used in model can be expressed by following reaction rate equation [7], given by Borgwardt: 
 
 ,0a aR Rη= ⋅  (4) 

 
in which the zero sulfation reaction rate is determined by equation (5), which has Arrhenius form modified 
for sorbent reactions. Required coefficients for equation can be found in Borgwardts data [7]: 
 

 
2

,0
,0 0

gE R Tef m
a SOR A e c

η
ρ

−= ⋅ ⋅ ⋅  (5) 

 
Reaction rate, equation (4), is used to determine the source term in gas phase component conservation 
equation for sulfur dioxide. This source term defines sulfur dioxide capture by sorbent particle. 
This model attempts to describe process with simplified kinetic. There are also many other models that 
attempt to model particle transformation process [8, 9]. As these models might give more insight in particle 
behavior, they are often computation expensive, and while they can be used at small scale calculations with 
few simulated particle trajectories, on a larger scale calculations, with many trajectories computation time is 
measured in days, depending on number of trajectories and required time steps. 
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2.1. Model validation 
Model was validated in simulated reactor, using 2D staggered, and structured numerical grid. Simulated 
experimental setup consists of sorbent sample placed in cylindrical tube of TGA reactor, and gas mixture 
with controlled parameters (temperature, pressure, velocity and component concentrations). Parameters were 
varied, and results were compared with available experimental measurements by Borgwardt [7]. 
Some of the most influential parameters, on which the reaction rate depends, are sorbent particle diameter 
and reaction temperature. All data in the simulations were obtained under the same conditions that were 
described in experimental setup. Figure 1 shows results of numerical simulations for various particle 
diameters, with good agreement of simulated and experimental results. 
 

 
Figure 1. Comparison of numerical simulation results with Borgwardts experimental data for various particle sizes. 

 

 
Figure 2. Comparison of numerical simulation results with Borgwardts experimental data for various reaction 

temperatures. 

 
Results of the sulfation reaction simulations for various temperatures are shown in Figure 2. Simulation 
results fit well with experimental data, and for longer residence time the fit is better. 
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3. Furnace simulations 
After the model was thoroughly validated against available experimental data, it was implemented within the 
complex numerical code for simulation of combustion processes in the pulverized coal-fired boiler furnace 
[10]. The model is coupled with rest of the code in such manner, that it uses flow field data – temperatures, 
gas velocities and concentrations, from which it calculates reaction rate, and returns calculated sulfur 
depletion source terms to the corresponding grid cells. The simulation results given in Figures 3 and 4 show 
SO2 and NOx removal efficiency, with various Ca/S molar ratios. The sorbent carrying (i.e. transport) air 
flow rate is determined, depending on amount of sorbent transported, influencing also the NOx 
formation/destruction. 
 

  
Figure 3. Sulfur oxides capture efficiency depending on Ca/S molar ratio for test case B1 2010 8607. 

 

  
Figure 4. Sulfur oxides capture efficiency depending on Ca/S molar ratio for test case B1 TC1. 

 

Removal efficiency for sulfur oxides is close in both test-cases. This can be attributed to flow field similarity, 
and similar initial sulfur contents in the coal. Nitrogen oxides removal efficiency varies slightly between the 
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two test cases, as the nitrogen oxide formation and destruction is sensitive to local temperatures and oxygen 
concentration. 
 

  
Figure 5. Extent of sulfation for different particle trajectories with Ca/S ratio 2.5 and sorbent injection above the 

burner tiers for selected test case. 

 
By examining the simulation data, shown in Figure 5, it can be noticed that sorbent utilization during these 
processes is extremely low; in order to obtain better sulfur oxides removal, high Ca/S molar rates are 
required, that would generate large quantities of unused sorbent. In order to avoid this problem smaller 
particle sizes should be used. Models able to simulate such particles are being implemented and tested on 
boiler furnaces [10, 11]. In boiler furnaces in which the longer residence times can be achieved, better 
reduction can be obtained. Furnaces with combustion in fluidized bed, or on grate can achieve longer 
residence times, and as such are fit for use with larger sorbent particle sizes. Pulverized coal boilers should 
use smaller particle sizes, in order to increase particle utilization. 

4. Conclusions 
In order to optimize complex processes during gas desulfurization in solid fuel combustion furnaces, 
numerical simulation of reaction mechanisms for SO2 reduction by injection of lime-based sorbent was 
performed by means of Borgwardt’s semi-empirical model. Simulations of experimental reactors showed 
good agreement with experimental data, and models were implemented in complex numerical code for 
pulverized coal-fired boiler furnace simulations. Nitrogen oxides formation and destruction reactions are also 
influenced by the sorbent transport air injection due to the changes in local temperatures and oxygen 
concentration.  
Predictions show that significant reduction can be achieved by using particle diameters around 100 µm; 
however, due to a very low sorbent utilization smaller particle granulations should be used under such 
combustion conditions. This is mainly due to the short residence time of sorbent particles inside the furnace, 
which is not sufficient for appropriate utilization of the particles. As it was shown, smaller particle sizes 
should be used and corresponding models for these particle sizes are also being implemented within the 
developed computer code.  
The sulfation model for relatively larger sorbent particles, applied in this work, shows promise for use in 
simulations of boiler furnaces where longer residence times can be expected. Such furnaces are found in 
fluidized bed boilers or boilers with solid fuel combustion on grate. This kind of combustion organization 
allows for higher Ca/S ratios and enables a proper utilization of the sorbent at the temperatures that are 
common in these boilers. 
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Nomenclature 

Latin symbols 
A  – Frequency factor (at zero sulfation), 

in [s-1]. 

2SOc  – Concentration of SO2 in gas phase 
around the sorbent particle,  
in [mol m-3]. 

E  – Activation energy for sulfation 
reaction, in [J mol-1]. 

R  – Sulfation reaction rate,  
in [mol kg-1 s-1]. 

gR  – Universal gas constant,  
in [J mol-1 K-1] 

S  – Source terms. 
T  – Gas temperature, in [K]. 
U  – Gas-phase velocity component, 

in [m s–1]. 
x  – Coordinate, in [m]. 

Greek symbols 
Г  – Transport coefficient. 
η  – Influence of sintering, particle size 

and reduction of sorbent particle 
(Effectiveness factor). 

ρ  – Gas-phase density of the fluid, 
in [kg m–3]. 

Ф  – General variable. 

Subscripts 
0  – Variable value at zero sulfation. 
a  – Sulfation rate of chemical 

compound, here CaO. 
,0eff  – Effectiveness factor at zero sulfation. 

part  – particle related variable. 
ј  – Coordinate index. 
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Abstract: In order to achieve better efficiency, and also the better shape of the fan pressure diagram, fan 
runner is designed with backward-curved blades (in relation to the direction of the runner rotation). In that 
case, the relative flow angle in the outlet β2l<90o. Fans can operate in three different ducting 
arrangements: a) ducted inlet, free outlet (pressure loaded), b) free inlet, ducted outlet (suppression 
loaded) and c) ducted inlet and ducted outlet (pressure and suppression loaded fan). For the last two cases 
the fan operating characteristic is the total pressure diagram, and for the first case of ducting arrangements 
the fan operating characteristic is the static pressure diagram. The centrifugal fans with forward-curved 
blades (β2l>90o) are designed, due to the small dimensions and good static pressure characteristics of fans 
and such a recommendation refers to the fans with ducted inlet and free outlet. In the first part of the 
paper work it is about operating parameters and operating characteristics of fans, according to different 
ducting arrangements. Further will be analyzed the influence of backward and forward blade curving on 
fan operating characteristics. For the purpose of comparing the operating regimes of two centrifugal fans, 
with backward-curved and forward-curved blades, dimensionless operating diagrams are presented in the 
paper. 

Keywords: Centrifugal Fan, Backward-curved Blades, Forward-curved Blades, Operating parameters, 
Operating characteristics (diagram). 

1. Introduction 
The curvature of the fan runner blades is defined relative to the direction of fan runner rotation. Angles of the 
blades at the inlet (β1l) and outlet (β2l) of the blade area are defined in relation to the negative direction of 
circumferential velocity in the respective counts the fan wheel, as shown in Fig.1. 

Centrifugal fan runners with backward-curved 
blades (a) and forward-curved blades (b) are 
shown  in Figure 1. 
Centrifugal pump impellers are always made 
with backward-curved blades, so the question 
is why are manufactured centrifugal fans with 
forward-curved blades, and where these fans 
are applied. 
Total pressure of fan (Δpt.v) is increase of the 
total pressure from in the fan, from the fan inlet 
to the fan outlet:  

. . .Δ = −t v t II t Ip p p , 

where .t Ip is total pressure in fan inlet and .t IIp  
is total pressure in fan outlet. 
For .Δ 1000 Pa≤t vp  fans are low-pressured 

fans, and in this kind of fan air density is changed by less than 0,9%, and the air that flows through these fans 
can be treated as incompressible fluid. In mid-pressure fans .Δ 3000 Pa≤t vp , and air density is changed by 
less than 2%. With negligible error the air that flows through the mid-pressure fans may be treated as 
incompressible fluid.  

 
Figure 1. Centrifugal Fan Runner: a) with backward-curved 

blades (β2l<90o), b) with forward-curved blades (β2l>90o) 
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Note that most of fans applied are low-pressure and mid-pressure fans, so that the further presentation in this 
paper are restricted to the low-pressure and mid-pressure fans. 

Mach number ( /= zvMa c c , where =zvc RTκ ) in inlet (I) and outlet (II) of the fan is much smaller than 
0,5 ( 0,5Ma ), therefore the dynamic pressure of the air (or any other gas) can be calculated, with 
negligible error,  using equation for incompressible fluids [1]: 

 
2

. ,    ,  
2

= =j
d j j

c
p j I IIρ ,  

where ρ is a density of air (or any other gas), and c is a gas flow velocity. 
The relation =I IIρ ρ can be used in low-pressure and mid-pressure fans. 

2. Operating parameters and operating characteristics of fan 
Fan operation is characterized by the following operating parameters: volume flow rate Q [m3/s], total 
pressure of fan .Δ t vp [Pa], static pressure of fan .s vp [Pa], power N [kW], fan efficiency η [-] and static 
efficiency of the fan ηs [-]. 
Due to the compressibility of air, which cannot be ignored at high pressure fans, volume flow rate of fan is 
defined according to the density of air at the inlet cross-section of the fan (I). 
Marking with Qi measured volumetric flow fan, and with ρi air density in the measuring section, volume 
flow rate of the fan is: 

 
ρ

= =
ρ

i
I i

I

Q Q Q , (1) 

Often volume flow rate is calculated for air density in normal conditions, when ρI=1,2 kg/m3. These is 
emphasized, as has been done in Fig. 2. 
Total pressure of fan (∆pt.v) is equal to the difference of total pressure in the outlet (II) and inlet (I) cross-
section of fan: 
 . . .Δ = −t v t II t Ip p p  (2) 
Dynamic pressure fan (pd.v) is called the calculated dynamic air pressure in the fan outlet:  

 ( )22
. .

1 1 /
2 2

= = =d v d II II II II II IIp p c Q Aρ ρ , (3) 

where AII is the flow area of the fan outlet. 
In low-pressure and mid-pressure fans (∆pt.v≤3 kPa) density changing of air is neglected (ρI=ρII=ρ, 
QI=QII=Q), therefore expression (3) becomes: 

 ( )2
. .

1 / ,   for  Δ 3 kPa
2

= ≤d v I II t vp Q A pρ , (4) 

Static pressure of fan (ps.v), by the definition, is equal to the difference of total and dynamic pressure of fan: 

 . . .Δ= −s v t v d vp p p . (5) 

As will be shown, static pressure of fan (ps.v) and characteristics of static pressure of fan (ps.v(Q)) are 
important for the fans  with ducted inlet e (having only the suction channel network). For this group of fans 
dynamic pressure of fan is not used when speaking of operating characteristics and operating parameters. 
Fan power (N) is the power of input shaft on the fan - the fan power obtained from the drive motor. 
Fan efficiency (η), or, as it is often called, total fan efficiency, represents a ratio of effectively used and 
really fan consumed power: 
 /= efN Nη . (6) 
Since [1]: 
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.
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Δ1Δ ,    ( 1),    1
1 1

t II t v
ef t v t t

t t I t I

p pN Q p
p p

κ
κκβ β Π Π

κ Π

−

= ⋅ ⋅ = − = = +
− −

 

expression (6) becomes: 

 .Δ⋅
= t vQ p

N
η β . (7) 

For low-pressure and mid-pressure fans β=1. 
Static efficiency of fan (ηs) is define, by analogy to the (total) fan efficiency:  

 .⋅
= s v

s
Q p

N
η β , (8) 

and does not give a realistic assessment of the quality of energy transformation in the fan, since it excludes 
energy of fan dynamic pressure. 

Fan operating characteristics are graphic functional 
dependences ∆pt.v(Q), pd.v(Q), ps.v(Q), N(Q), η(Q) 
and ηs(Q), for constant number of revolutions of 
fan (n=const.) and defined air density in fan inlet 
cross-section (ρI=const). For comparison, operating 
characteristics of the fan, which are experimentally  
determined, are usually converted for the density of 
air under normal conditions (ρI =1,2 kg/m3). 
Operating characteristics of one low-pressured 
centrifugal fan with backward-curved blades are 
shown in Fig.2. 
Dimensionless coefficients of fan operating parameters are: 

 . . .
2 2 2 3

2Δ 2 2 2,  ,  ,  ,  =t v d v s v
d s

p p pQ N
A u u u u A u

ϕ ψ ψ ψ λ
ρ ρ ρ ρ

= = = =
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ , (9) 

where 2 / 4,   ( / 2)= =A D u Dπ ω  (D - diameter of fan outlet, ω - angular velocity of fan). 

Dimensionless coefficients of operating parameters, given in (9), are joined by fan efficiency η and static 
efficiency of fan ηs. Dimensionless operating characteristics of fan are graphic functions: ( )ψ ϕ , ( )dψ ϕ , 

( )sψ ϕ , ( )λ ϕ , ( )η ϕ , ( ) sη ϕ . Dimensionless operating characteristics of one centrifugal fan with 
backward-curved blades are shown in Fig.3.  

 
 Figure 3. Dimensionless schema and dimensionless 

operating characteristics of the centrifugal fan 
(D=0,5m, n=1200 min-1, ρI =1, 2kg/m3, Re=106) 

 
Figure 2. Operating characteristics of the centrifugal 

fan operating with n=600 min-1, ρI =1,2 kg/m3. 
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By applying the theory of similarity, dimensionless operating characteristics can be maped in operating 
characteristics of geometrically similar fan of different sizes (different diameters of fan runner D) and 
different angular velocities (different number of revolutions). 

3. Calculation of fan operating parameters  
Total pressure drop ( .Δ t vp ) in the pipe network, marked as j, can be expressed as: 

 2
. ,= ⋅t v j jp K Q∆ ,  

where: Qj - volume flow rate in pipe network, Kj - coefficient of total pressure drop in the pipe network. 
Depending on the connection of the ventilation network to the fan, the following cases are possible: 
a) fan with ducted inlet and ducted outlet (suction and pressure loaded fan), 
b) fan with ducted outlet (pressure loaded fan), 
c) fan with ducted inlet (suction loaded fan), 
In the case where fan operates with ducted inlet and ducted outlet (with no branches), as shown in Fig. 4.a, 
the fan is suction and pressure loaded, and it's easy to show: 

 . .1 .1 .2 .1 2 .1 .2,   ,   += − = + = +t I atm t t atm t t t tp p p p p p p p p∆ ∆ ∆ ∆ ∆ ∆ ,  
therefore, 

 
2

. .1 2 .1 2 1 2,   ,   ++ += = ⋅ =t v t tp p p K Q K K K∆ ∆ ∆ ,  

In the case where fan operates with ducted inlet and ducted outlet, operating regime is determined by the 
intersection of ∆pt.v(Q) characteristics of the fan and the parabola of the total pressure drop characteristics of 
intake and discharge channel, as shown in Figure 4. 

 
Figure 4. Determination of operating regime of fan: a) ducted inlet and ducted outlet, b) ducted outlet, c) ducted inlet.  

 
In the case when of fan with only ducted outlet (sl.4.b), pressure loaded fan, it's easy to show: 

 2
. . .2 . .2 2,   Δ Δ     Δ Δ .= = + ⇒ = =t I atm t II atm t t v tp p p p p p p K Q ,  

Operating regime of fan with ducted outlet is determined by the intersection of ∆pt.v(Q) characteristics of the 
fan and the parabola of the total pressure drop characteristics of discharge channel (sl.4.b). 
A simple example of fan with ducted inlet is shown in Fig.4.c, where: 

 2
. .1 .1 1 . . .,      i    ,= − = = + = +t I atm t t t II atm d II atm d vp p p p K Q p p p p p∆ ∆ ∆ ,  

thus: 

 
2 2

. . .1 1 . 1    − = = ⋅ ⇒ = ⋅t v d v t s vp p p K Q p K Q∆ ∆ .  

Operating regime of fan with ducted inlet is determined by the intersection of ∆pt.v(Q) characteristics of the 
fan and the parabola of the total pressure drop characteristics of intake channel (sl.4.c).  
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A fan with ducted inlet and branchy network in front of the inlet is represented in Fig. 5. A ventilation 
network can be also a ring type network [1].  
As previously said, for fan with ducted inlet and ducted 
outlet, as well as for fans with ducted outlet, the significant 
characteristic is the characteristic of fan total pressure 
(∆pt.v(Q)). For fan with ducted inlet the significant 
characteristic is the static pressure of fan. 
To obtain the stable operation of fan and to maintain the 
small volume flow rate changing with change of fan total 
pressure, the significant pressure characteristic (∆pt.v(Q) ili 
∆ps.v(Q)) should be  decreasing curve, what satisfy 
pressure characteristics of centrifugal fans with backward-
curved blades (Fig.2 and Fig.3).  
It's easy to show that fans with forward-curved blades (β2l>90o) have smaller dimensions, in the case of 
equal operating parameters as fans with backward-curved blades (volume flow rate and pressure). As it will 
be shown, fans with backward-curved blades has decreasing curve of fan static pressure, and the 
recommendation is to use such a fans for cases of ducted inlet.  
Due to possible cavitation phenomena, centrifugal pumps are never used with only inlet pipe network, as it 
the case with fans. 

4. The influence of the blade angle β2L on the diameter of the fan runner 
The change  of the gas potential (positional) energy in fans ( ( )−II Ig z z ) is negligibly small compared to the 
change in the energy of total pressure ( . . .( ) / Δ /− =t II t I t vp p pρ ρ ),therefore, with negligible loss, can be 
written:  

 .
.

Δ ,     i.e.   Δ= =t v
v t v v

pY p Yρ
ρ , (10) 

where vY  - specific work of the fan [J/kg], and .Δ t vp  - total pressure of fan [Pa]. 

According to Euler's equation for turbomachines, the specific work of fan runner can be calculated: 

 . 2 2 1,     where    0= =v k u uY u c c , (11) 

where 2u  and 2uc  are circumferential velocity and circumferential component of absolute flow velocity in 
the outlet cross-section of fan. 
The specific work of fan runner ( .v kY ) is larger than the specific work of fan ( . .= −v v k g vY Y Y ) for the value of 

specific work of energy loss in the fan ( .g vY ).  

Since ./ =v v k hY Y η  hydraulic efficiency of fan, according to equations (10) and (11), can be written: 

 . 2 2 1Δ ,     where   0= ⋅ ⋅ ⋅ =t v h u up u c cρ η . (12) 

The velocity triangle in the outlet cross-section of centrifugal fan runners are shown in Fig.6, where: a) 
β2l<90o and b) β2l>90o.  
Velocity triangles for fictive fan runners, with the same angles β2l and infinitive number of immeasurable 
thin blades, are shown in the same Fig. 6. 
Due to flow deflection in the outlet cross-section of the fan β2>β2l, respectively 2 2 ∞<u uc c .  

Denoting 2 2/ ∞= u uc cµ  as a coefficient of flow deflection in the outlet cross-section of the fan, the equation 
(12) can be written in the form: 

 . 2 2 1Δ ,    za   0∞= ⋅ ⋅ ⋅ ⋅ =t v h u up u c cρ η µ . (13) 

 
Figure 5. Fan with branching ducted inlet.  
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Denoting ω - angular velocity, D(=D2) - outer diameter of the fan runner, according to Fig. 6, it's obtained: 

 2 2 2 22
2

= ,    where   0
2 2∞

 
⋅ − < 

 
u l l

D D Qu c ctg
D b

ω ω β β
π

 (1) 

and ( )2 2 2 22
2

= 180 [ ] ,    where    0
2 2∞

 
⋅ + − > 

 

o o
u l l

D D Qu c ctg
D b

ω ω β β
π  

(2) 

where 2 2 / =b b D . 

According to equations (14) and (15) one can conclude that 2 2 .∞ =uu constc , .= constω , .=Q const  and 

2 . =b const   can be achieved with much smaller diameter , in cases where β2l>90o. 

Despite the fact that, in nominal operating mode, the fan with the fan runner where β2l>90o have a lower 
coefficient of flow deflection  in the outlet cross-section of the fan runner and have a slightly lower hydraulic 
efficiency, according to equations (13), (14) and (15). It can be concluded that fans with the fan runner where  
β2l>90o obtain the required operating parameters .Δ t vp  and Q with impellers with smaller diameter D, for 

.= constω  

5. Dimensionless operating characteristics of an example of centrifugal fan with 
forward-curved blades  
Dimensionless schemas and experimentally obtained dimensionless operating characteristics, determined for 
50 centrifugal fans with spiral casings, from which 7 are fan runner blades with forward-curved blades, are 
represented in reference [2]. 

 

 
Figure 6. Circumferentialal component f axial velocity in the fan runner outlet. 

 
Figure 7. Dimensionless operating characteristics of one centrifugal fan with forward-curved blades. 
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Since the dimensionless operating characteristics of fan impeller with forward-curved blades have 
approximately the same character, the operating characteristics of one centrifugal fan with forward-curved 
blades are represented in Fig .7. 
Centrifugal fans with forward-curved blades have smaller dimensions, but because of the shape of the flow 
area between two blades, they operate with lower efficiency.  

5. Conclusion 
To select fans with ducted inlet and ducted outlet (suction-pressure loaded) and fans only with ducted outlet  
(pressure loaded), it is needed the significant fan characteristics of total pressure of fan and total fan 
efficiency (∆pt.v(Q) i η(Q)). 
To select fan with inlet duct only (suction loaded fans), the static pressure characteristics of fan and static fan 
efficiency (∆ps.v(Q) i ηs(Q)) are of the great importance as curves of operating characteristics. 
Operating efficiency should be as large as possible, and the operating regime should be in the decreasing part 
of the pressure operating curve (∆pt.v(Q) ili ∆ps.v(Q)). 
Centrifugal fans with forward-curved blades (β2l>90o ) have smaller dimensions than centrifugal fans with 
backward-curved blades (β2l<90o ), but, according to a characteristic of fan pressure, they can be applied 
only when fans are with ducted inlet (suction loaded fan). 
Centrifugal fans with forward-curved blades have a slightly lower efficiency and a decisive reason for their 
application are their smaller dimensions. 

Nomenclature  

Latin symbols 
Re  – Reynolds number. 
c  – Absolute velocity of the gas, in [m s–1]. 
w  – Relative velocity of the gas, in [m s–1]. 
u  – Circumferential velocity of the gas, in 

[m s–1]. 
Q – Flow rate of the fan, in [m3s-1] 
Δp t.v – Total pressure of the fan, in [Pa] 
Pd.v – Dynamic pressure of the fan, in [Pa] 
ps.v – Static pressure of the fan, in [Pa] 
Δp t – Pressure drop, in [Pa] 

 
K – Coefficient of the pressure drop, in 

[Pa·s2/m6] 

Greek symbols 
ρ  – Density of the fluid, in [kg m–3]. 
ω – Angular viscosity of the fan, in [min-1]. 
ϕ  – Flow rate coefficient  [-]. 
ψ  – Pressure coefficient  [-]. 
λ  – Power coefficient  [-]. 
η  – Efficiency  [-]. 
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residues gasification 

Uzuneanu Krisztinaa (CA), Marcel Dragana 

a “Dunarea de Jos”University of Galati, Galati, RO, kuzuneanu@ugal.ro, mdragan@ugal.ro 

Abstract: In this paper we present the possible energetic assessment of biomass residues gasification. In 
order to quantify the real value of the gasification process, energy and exergy - based efficiencies are 
studied in this paper. Biomass considered includes briquettes made from different agricultural residues. 
The best method to use biomass consists in the previous gasification and then the supplying with syngas 
of a technological steam boiler. We will obtain two certain advantages: the decrease of energetic costs for 
the producing oil process and the decrease of the environmental impact proper to those processes. The 
mass balance, the energy balance and the exergy balance equations express the energy and exergy 
efficiencies. 

Keywords: agricultural residues, briquettes, thermochemical gasification, syngas 

1. Introduction 
Energy and exergy analyses are of scientific interest to evaluate and optimize the performance of energy-
related systems or processes [1]. Exergy is the useful work potential of a system or stream as it proceeds to 
an equilibrium state with respect to a reference environment [2]. The reference environment is characterized 
by specifying its temperature, pressure and chemical composition [3]. 
Wall [4] says that “energy is motion or ability to produce motion” and “exergy is work or ability to produce 
work”, whereas Baehr [5] says that “exergy is that part of energy that is convertible into all other forms of 
energy”.  
Numerous thermodynamic analysis and optimization studies using energy and exergy have been undertaken 
of various thermal power plants and processes. 
Bejan [6] defines the fundamentals of the methods of exergy analysis and entropy generation minimization 
and describes the concept of irreversibility, entropy generation, or exergy destruction. For the current state of 
thermodynamics, it seems almost impossible to have a common efficiency definition for all energy systems.  
In his study, Kanoglu [7] says that the best way of avoiding misuse and misunderstanding is to define the 
efficiency used in any application carefully.  
An understanding of both energy and exergy efficiencies is essential for designing, analyzing, optimizing 
and improving energy systems through appropriate energy policies and strategies. 
Dincer [8] says that exergy appears to be a key concept and is a linkage between the physical and 
engineering world and the surrounding environment. The exergy expresses the true efficiency of engineering 
systems, which makes it a useful concept to find improvements. 
Kotas [9] explained in this work the concept of exergy used to define criteria of performance of thermal 
plant.  
Taniguchi et al. [10] develope in their study an exergy analysis on combustion and energy conversion, 
showing a comparison between exergy and energy balances in thermodynamic processes.  
The authors introduce some examples of exergy and energy balances, for the power generation, heat pump, 
boiler and combustion processes and they show that the exergy and energy values have a great difference 
between them, which are supported by their temperature levels. It must distinguish between exergy and 
energy in order to avoid any confusion with the traditional energy-based methods of thermal system analysis 
and design [6]. 

2. Biomass residues gasification 
Biomass residues, as a source of renewable energy which has sustainable and mitigating global warming 
characteristics is getting greater attention.  
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The thermochemical gasification is one of the effective methods for obtaining energy from biomass [1]. 
Gasification of solid biomass converts it to gas often referred to as producer gas or syngas which is mainly 
composed of CO, CO2, CH4, H2 and N2 (if the gasification agent is air). The useful gas or combustible gas 
components are CO, CH4 and H2 [2].  
Stoichiometric combustion occurs when all the carbon in the fuel is converted to CO2 and there is no excess 
O2 left over. The basis of gasification is to supply less oxidant than would be required for stoichiometric 
combustion of a solid fuel. The energy value of the useful gas is typically 75% of the chemical heating value 
of the original solid fuel. The syngas temperature will be substantially higher than the original solid fuel due 
to the gasification process [3]. 
The energetic use of biomass supposes its combustion, so that the produced heat is used to generate hot 
water, technological steam or energetic steam.  
The simplest method to use the biomass is to burn it directly into the steam boiler burner. This method raises 
great problems, because of the high temperature in the furnace (approximately 14000 C) determines the melt 
of fly ash, this can contain alkalis with low melting point. In contact with the cold surfaces, the melted ash 
drops solidifies and form an insulator layer on the heat exchanging surfaces. Practical at 2-3 weeks the boiler 
has to be stopped and cleaned of these sediments. 
The method of biomass used by previous gasification eliminates these problems [1], [4]. 
Gasification is a thermal-chemical process which converts solid biomass feedstock into a mixture of 
combustible gases, called syngas, and the ash is separated and eliminated from the energetic cycle. The clean 
syngas supplies the boiler burners for energetic biomass recovery. 
Gasification takes place into a closed chamber called gasification reactor, at a pressure close to the 
atmospheric one. 
Basely the gasification supposes the biomass introduction into reactor with an air ratio lower than the 
stoichiometric one. The heat necessary for the gasification is generated by partial combustion of biomass. 
Generally speaking, in any gasification reactor can be identified the following four zones, that contribute to 
the biomass convert into synthetic gas (syngas) (Fig.1). 
The choice of gasifier type depends on the type of fuel to be gasified and end use of the gas produced. In a 
downdraft fixed bed gasifier, the biomass is fed in from the top, the gasifying agent is introduced at the sides 
above the grate and the producer gas is withdrawn under the grate.  
Fixed bed reactors are relatively simpler, reliable, amenable to gasify different kinds of feedstock, other 
lower particulate concentration in product gases, and can achieve higher efficiencies than other reactors [8], 
[14]. 
1. Drying zone – wet biomass is heated, water being removed and converted into steam. Biomass consists 

of moisture ranging from 5 to 35%. During the drying the chemical composition of biomass is not 
changing. 

 wet biomass   →   dry biomass + H2O (1) 
 

2. Pyrolysis zone – dry biomass is thermal decomposed in the absence of oxygen. Pyrolysis involves the 
separation of the solid products with high containing of carbon, mineral mass and tar, from the gaseous 
products containing CO2, H2 and light hydrocarbons type CnHm, these proportion being influenced by 
chemical composition of biomass. We must mention that no matter how gasifier is built, there will be 
always a high temperature zone and oxygen absence, where pyrolysis takes place. 

 dry biomass   →   CO2, H2, CnHm + C, mineral mass, tar (2) 
 

3. Combustion zone – the oxidation reactions of C, H and CnHm take place with result of CO2, H2O:  
 C + O2 → CO2 

2H2 + O2 → 2H2O 
CnHm+ (n/2 + m/4) O2 → nCO2+m/2 H2O 

(3) 
(4) 
(5) 

 
This zone of combustion represents the zone where the heat is produced in the reactor, heat necessary to the 
syngas generation. 
 

299



4. Reduction zone – is the zone where a part of CO2, H2O, CnHm, in the absence of O2 converts into CO 
and H2. 

 C + CO2 → 2CO 
C + H2O → CO + H2 

H2 + CO2 → H2O + CO 
CnHm + nH2O → nCO + (m/2+n) H2 

CnHm + nCO2 → 2nCO + m/2 H2 

(6) 
(7) 
(8) 
(9) 

(10) 
 

 
In this zone a number of chemical reaction takes place. These reactions need over 7000 C temperature. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: The down-draught fixed bed gasifier [3] 

 
The resulted syngas has the following composition: 

CO   →   17…28 % 
CO2  →    8…12 % 
CH4   →    1.5…5 % 
C2H4 →    1…2 % 
H2    →   11…17% 
H2O →     8…15% 
N2    →   45 … 55 % 
NH3 →   0.1 … 0.3 %   (11) 

 
This composition is variable with the air ratio and the composition and moisture of biomass. Syngas can 
have the low caloric value of 4.0…6.0 MJ/m3

N. 
Splitting of the gasifier into the 4-th zones is theoretically. The biomass particles are involved in the process 
described successively or simultaneous, function of material flow organization into reactor and function of 
the physical and chemical characteristic of biomass.  
Actually, the gasification efficiency depends on the optimum circulation organization inside the reactor, so 
that all the biomass particles pass the presented zones. 
Very important is the air ratio in reactor. Although gasification means incomplete combustion of biomass 
due to sub-unit air ratio, this ratio cannot be decreased too much.  
Firstly, it is necessary a minimum quantity of air so that the process in the combustion zone could take place 
and could deliver sufficient heat to maintain the temperature over the minimum limit (>7000 C).  
Secondly, if the air ratio is too high, the products percents for incomplete combustion decrease, the low 
caloric power of the syngas and the gasification efficiency decrease too.  
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The optimum air ratio is experimentaly established and it is specific to the reactor type and to the 
characteristics of the used biomass. 
The energetic analysis on such an installation must establish the condition to control the air ratio so that the 
efficiency of biomass energetic use to be maximum. This means insignificant quantities of carbon eliminated 
with the ash and a good insulation of the installation compounds. 
In the future is necessary to study some problems that will lead to increase the energetic efficiency of 
gasification and the improvement of environmental problems [5], [6]:  
- recycling of fluidized bed improvement so that unburnt carbon from ash to be totally eliminated. 
- decreasing of temperature in the gasification reactor, introducing some catalysers capable to sustain 
reduction processes at lower temperature 
- preheating of the air before reactor in order to increase gasification efficiency. 

3. Evaluation of energy and exergy efficiency 
Briquettes made from different agriculture residues were used in the present study: acacia wood log, pure 
reed, pure sawdust, mixture of sawdust with corn stalk and mixture of sawdust with wheat straw [11, 12].  
Table 1 shows the ultimate analysis, the higher heating value and density of energy of the selected biomass 
fuel.  
 Table 1. The properties of fuels 

 
Ultimate analysis 

% 
Acacia wood log Reed 

briquettes 
Sawdust 

briquettes 
Sawdust 50% + 
corn stalk 50% 

briquettes 

Sawdust 50% + 
wheat straw 

50% briquettes 

C 49.6 48.4 50.0 46.1 48.2 
H 6.0 5.5 5.9 5.5 5.9 
N 0.9 0.6 1.8 0.4 0.6 
S 0.1 0.0 0.0 0.0 0.0 
O 33.8 31.2 33.6 38.0 34.5 

Ash 4.2 7.3 2.6 3.3 3.4 
Moisture 5.4 7.0 6.0 6.7 7.5 
HHV 

MJ/kg 20.798 19.987 20.850 18.569 20.130 

    Density of energy 
GJ/m2

N 14.97 15.13 15.78 17.37 14.42 

 
In order to do the exergy analysis, mass, energy and exergy balance on the system are required to determine 
the flow rates and energy transfer rates at the control surface.  
From the first and second laws of thermodynamics, we can found the formula for energy and exergy 
balances as the following: 

• Mass balance: 
 ∑∑ =

e
e

i
i mm   (12) 

 
where: 
m - mass flow rate [kg/s] 
 
• Energy balance: 
 ∑∑ +=+

e
eei

i
i WhmQhm   (13) 
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where:  
 h - specific enthalpy [kJ/kg] 
Q - heat interaction rate  [kW] 
W - net work produced by system, [kW] 

 

• Exergy balance: 
 

∑∑ ∑ ++=







−+

e
ej

i j
i IWxEQ

T
T

xE  01  
(14) 

 
 

where: 
xE - exergy rate [MW] 

T - temperature [K] 
I - rate of exergy destruction [kJ/s] 
 
The overall energy efficiency of the power plant, known as thermal efficiency, can be expressed as: 
 

inputenergy

outputenergynet
t =η  

(15) 

 
Similary, the exergy efficiency can be expressed as follows: 
 

inputexergy
outputworknet

ex =η  
(16) 

 

The exergy can be divided into two major components [13]: 
 phch ExExEx +=  (17) 
 
where:  

chEx - chemical exergy  

phEx - physical exergy  
The specific chemical exergy of ideal mixture gas can be calculated by the following equation [11]: 
 

i
i i

ii,chiM.ch xlnxRTx∑ ∑+ε=ε 0  (18) 

 

where: 
xi – mole fraction of i th component 

i,chex - standard chemical exergy of ith component [kJ/kmol] 
 
The specific physical exergy can be calculated [13]: 
 ( ) ( )000 ssThhph −−−=ε  (19) 
 
where: 
h - enthalpy of a system at given temperature and pressure 
s - entropy of a system at given temperature and pressure 
h0 - enthalpy of a system at the environmental temperature and pressure 
s0 - entropy of a system at the environmental temperature and pressure. 
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The specific chemical exergy of the biomass is calculated [11] 
 

100
9417

100
2442 SWLHVAbiomass,ch +






 +⋅=ε  

(20) 

 

Where A is the chemical exergy coefficient and defined as: 
 

C/O.
C/N.)C/H.(C/O.C/H..A

303501
03830725601250901882004381

−
++−+

=  
(21) 

 

Where C, H, N and O are the solid compounds of the species in the biomass and their proportions are given 
in Table 1.  
 
Table 2 presents the specific chemical exergy calculated by eq (16) and the lower heating values for 
various briquettes made from agricultural residues. It can be observed for briquettes made from 
50% sawdust + 50% corn stalk the specific chemical exergy is more higher than the lower heating 

value due to these briquettes have the highest ratio i

i

C
O =0.826. 

Table 2 Specific chemical exergy of the fuels 

Fuel Lower heating value 
[kJ/kg] 

Specific chemical exergy 
[kJ/kg] 

Acacia wood log 18218,63 18386,73 
Reed briquettes 17295,27 17481,80 

Sawdust briquettes 18298,54 18420,87 
Sawdust 50%+ corn stalk 

50% briquettes 16048,48 17166,43 

Sawdust 50% + wheat 
straw 50% briquettes 17413,96 18047,78 

 
 

                
  

Figure 3. Energy and exergy efficiency for the gasification of agricultural residue briquettes 
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4. Conclusions 
This paper presents the results of the energetic and exergetic analysis of agricultural residues gasification 
process. The exergy contained in the biomass is converted by gasification into chemical exergy of the 
product gas, physical exergy of the product gas, and part of the exergy of biomass is lost due to process 
irreversibilities.  
The exergy efficiencies of gasification process are lower than the energy efficiencies.  
The exergy losses occurred in the gasification plant have been calculated using mass, energy and exergy 
balance equations. It has be found that the major causes of exergy destruction take place in itself combustion 
process and heat transfer at a finite temperature difference. 
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Abstract: Application of biogas based cogeneration plants in agricultural farms is presented in this paper. 
The first part of the manuscript represents a review of available resources for production of biogas and 
appropriate technologies for combined production of heating and power (BCHP). The second part of the 
manuscript describes benefits achievable by application of BCHP plants: improved energy efficiency, 
reduction of pollution by green house gasses and production of organic fertilizer. Power of plants analysed in 
the paper were in the range 10 kW – 1,0 MW. The following devices which could be used for BCHP 
electricity production were analyzed: gas turbines, reciprocating engines, Stirling engines and different types 
of fuel cells. Results of the analysis distinguished a gas fired Otto engine as the best option. Results of 
optimization of a gas fired Otto engine BCHP using TRNSYS software are presented in the third part of the 
manuscript.  

The utilization of the biogas in order to produce electric power and heat offers a new source of 
income to the farmers. The farmers can start to produce energy and earning also by selling energy. 
Agricultural sector may play a significant role by producing renewable energy resources and by reducing its 
own emissions. 
 
Keywords:  biogas, anaerobic digestion, cogeneration, energy efficiency 
 
Corresponding author: Dragoljub Živković, dzivkovic@masfak.ni.ac.rs 
 
1. INTRODUCTION 
 

Biogas is a mixture of gasses, where methane (CH4) accounts for two thirds and carbon dioxide for one 
third of the volume of the mixture. Apart from methane and carbon di oxide, the volume of biogas consists of 
other gasses with significantly lower shares. Biogas is a renewable energy source which can be produced 
using livestock production manure and energy crops. Production and utilization of biogas is especially 
significant for reduction emission of methane, the gas which increases the greenhouse gas effect (with 
intensity 23 times higher than carbon dioxide). Also, when biogas is used as a fuel, apart from electricity, 
heat is typically produced, thus contributing to improved energy efficiency. Additional positive effects 
achieved by anaerobe fermentation of the manure is the reduction of odour and prevention of pollution of 
land and ground waters [1]. In addition, it is feasible to achieve positive socio-economic effects, encourage 
rural development and better exploit human and material resources on a local level. 

In this paper, effects of application of biogas cogeneration are analysed through a case study of an 
intensive pig farm. Energy performance data of the farm are collected and used to determine potential for on-
site biogas production. Cost of final energy consumed at the farm used to investigate financial feasibility of 
the farm-scale biogas cogeneration system (BCHP). Energy balance data is used to model energy demands of 
the farm, and a biogas fired cogeneration system in Trnsys software. Installed capacity of  BCHP is affected 
by many factors: availability of on-site resources for biogas production, annual final energy demand profiles, 
capital investment costs and on-site final energy costs. Techno-economic Trnsys/Genopt optimization is 
performed to determine optimal size of the internal combustion engine biogas cogeneration plant.  

 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
 

 

 

305

mailto:dzivkovic@masfak.ni.ac.rs
mailto:dzivkovic@masfak.ni.ac.rs


2. BIOGAS PRODUCTION 
 
Biogas production is based on decomposition of organic material [1]. Anaerobic decomposition of 

organic material is a process which takes place in a few phases, where a number of various bacteria has a 
significant role (Fig. 1.)  

 
Figure 1 - The anaerobic decomposition of organic matter consists of three main phases: A. Hydrolysis 
(1a,1b,  
                 1c), B. Acidogenesis, also called fermentation (2,3,4). C. Methanogenesis (5,6) [2] 

 
These organisms cannot survive in the presence of even a slightest trace of oxygen. Therefore, due to 

the presence of oxygen in the mixture of waste fed to the decomposition device (digester), a certain time is 
needed before decomposition starts. During this initial anaerobic period the oxygen is used by the oxygen 
absorbing bacteria. When the oxygen is gone, the decomposition process starts. In the first phases of the 
process, acid productive bacteria dissolve digestive organic material (fats, proteins and carbon-hydrates) to 
simpler compounds such as acetic acid which can be classified as acids of small molecular weight. 
Approximately 70% of the produced methane originates from the acetic acid. When transformation of the 
raw material due to activity of oxygen producing bacteria, transformation of acid to methane gas takes place 
due to methane productive bacteria. From a biological pint of view, efficiency of decomposition is dependent 
from the equilibrium between organic acid productive bacteria and methane gas productive bacteria. The 
equilibrium is controlled by addition of enough liquids and by maintaining appropriate “PH” values, 
temperature and quality of raw material in the digester.  

Quantities and properties of organic material (animal and plant waste) which can be decomposed in 
the described way may vary significantly. Properties of decomposable materials on farms are dependent on 
weather conditions, applied agricultural production type, type of fostered animals and method for waste 
acquisition.  

More than half of the initial solid raw material fed to the digester is transformed into gas. Gas is 
saturated with water, hence significant amount of moisture is removed with the gas. Volumetric loss of 
approximately 20% occurs from the state of raw material suspension to the state of the residue. The residue 
represents an excellent fertilizer, since it contains constituents important for plant growth such as: nitrogen, 
phosphorus,  and potassium. 

Produced biogas may be utilized in many ways. Methane accounts for 60%-80% in the composition 
of biogas, with a heating value of 23040 KJ/m3. Since the ratio of methane in the composition of natural gas 
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is approximately 98%, and heating value of natural gas is 33350 KJ/m3, we can conclude that the heating 
value of 1 m3 of natural gas is approximately 45% higher than that of the biogas. Biogas can be used to 
produced electricity, as boiler fuel or for refrigeration equipment. Most of the equipment which uses natural 
gas, propane or butane, can also use biogas as fuel. 
 Besides methane and carbon dioxide, the biogas also contain smaller amount of hydrogen sulphide 
(H2S). The amount is proportional to the protein content of the biomass. The higher the protein level, the 
higher the H2S production. If the biogas is intended to be used in a combustion engine, the H2S-content has 
to be removed from the gas, as it is corrosive in combination with CO2 and water vapour. This can be done 
in a biological process, where the ability of sulphur bacteria to degrade hydrogen sulphide to pure sulphur or 
sulphuric acid is utilised. This sulphur in an aqueous solution is pumped to the secondary storage tank and 
therefore recycled to the field and crops. 
 Production of biogas in Europe in 2006 is shown in Fig.2. in tons of oil equivalent. We can see in 
this picture that France produces 227 ktoe of biogas while Denmark produces “only” 94,2 ktoe. In fact, the 
French production is exclusively realized in cities, that means in landfills and wastewater treatment plant. In 
the farms, France doesn’t produce any biogas while Denmark produces about 60 % of its total biogas 
production. 
 The level of development varies greatly in Europe. While countries such as Germany, Austria and 
Sweden are fairly advanced in their use of biogas, there is a vast potential for this renewable energy source in 
the rest of the continent, especially in Eastern Europe. 
 
Possible problems in biogas production are: 

• Preparation of the substrate is inefficient. The composition of the biomass is not controlled and 
because of the constant rinsing, the substrate is thin and does not have enough organic maters. 

• All waste from the area is put in to the underground reservoir (nylon bags, tetrapak etc.). Mixing 
of the substrata is obstructed from the nylon bags that are on the mixer. 

• After few days the transport of substrata to the digester is obstructed due to blockage of the filter 
on the bottom of the underground reservoir, and for the filter to be cleaned the hole reservoir 
should be empted, which was not considered in the project, so the emptying was done 
manually. 

• In the digester it was noticed that some deposits of fur appear that are blocking the digester, for 
this problem a solution was not proposed in the project. The acidity of the mixture is not 
controlled so that methane bacteria are stimulated to growth. 

• It is hard to keep the requested temperature of 55oC, due to not previous insulating the reservoir. 
• By using a system of heating it with hot water 110/90, the temperature is keep on the requested 

level, but all bacteria in contact with hot pipes die instantly. 
• In the project in which no biologists and other experts of the methane forming process and 

bacteria and a dedicated expert was not appointed so that he can get the process running, and 
due to cheap energy in the economy, this alternative energy, which appeared to be complicated 
and messy, the interest for the process stopped and the unit worked only for few days. 
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 Landfill gas 

 Sewage sludge gas 

 Other biogas 
 

Figure 2 - Primary energy production of biogas of the European Union in 2006 (in ktoe) [4] 
 
3. BIOGAS BASED COGENERATION  (BCHP) 

 
 Biogas is flammable and can therefore be used both in energy production and transport. The taxes 
levied on the fuel it replaces usually determine what the end use of the gas will be. The simplest use of the 
gas is in a gas boiler, where the gas produces heat that can be used for heating purposes. The efficiency 
(annual efficiency 
rating) is approx. 85%. With this type of application, the fuel that is typically replaced is heating oil. The 
method is currently only used on smaller plants. Under Danish conditions it usually makes better economic 
sense to use the gas to drive an engine generator system. The engine can be an ordinary combustion engine. 
The engine drives a generator that produces electricity. Residual heat from the engine and from the flue gas 
system can be captured and used for heating purposes. 
 Of the total energy content of the biogas, 30-40% is typically converted into electricity that can be 
sold to the grid and 45-55% is converted to heat (less the heat used in the process) that can be sold to, for 
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example, a smaller central heating plant. The relationship between how much is converted to electricity and 
how much to heat depends on the size of the engine. The overall conversion efficiency is usually about 85%. 
At this efficiency level, biogas can replace both coal in power stations and the fuels used by a heating plant 
(oil, natural gas or biomass). 
 The biogas can also be used for transport and for this purpose the carbon dioxide is often removed 
from the gas to reduce its volume. The transport option is not used in Denmark, but is widely used in Sweden 
where bio-energy taxation levels are more favourable for this end use. This end use replaces liquid fuels such 
as petrol or diesel. 
 
3.1 Microturbine  
 
 Microturbines were derived from turbocharger technologies found in large trucks or the turbines in 
aircraft auxiliary power units (APUs) and have a capacity range of 25 kW to 500 kW [5]. Most microturbines 
are 
single-stage, radial flow devices with rotating speeds of 90,000 to 120,000 rpm. Most manufacturers use a 
single shaft design where the compressor, turbine, and a permanent magnet generator are mounted on the 
same shaft which is supported by lubrication-free air bearings. Microturbines utilize a variety of fuels 
including natural gas, propane, and biofuels. Electrical energy efficiencies of 25% to 30% are capable with 
the use of regenerators. Microturbines have fewer moving parts than other generation equipment of similar 
capacity, creating the potential for reduced maintenance intervals and cost. Though the generating capacity 
of microturbines is above the range defined in the m-CHP regime, microturbines have considerable potential 
in on-site power generation applications such as apartment complexes and clusters of small commercial 
buildings. 
 The waste heat from a microturbine is primarily in the form of hot exhaust gases. This heat is 
suitable for powering a steam generator, indirect heating of a building, allocation to thermal storage devices, 
or use in heat-driven cooling systems. Most designs incorporate recuperators that limit the amount of heat 
available for m-CHP applications. The manner in which the waste heat can be used depends upon the 
configuration of the turbine system. In a non-recuperated turbine, the exhaust gas typically exits at a 
temperature between 538 – 594 C. A recuperated turbine can provide waste heat for heating and operating an 
absorption cooling system at exhaust temperatures around 271 C. The recovered heat can also be used to 
drive a desiccant dehumidification device. The use of the recovered heat influences the selection of the 
microturbine with or without a recuperator. 
 Microturbines have relatively low emissions and noise and also have low maintenance costs. 
Another advantage is that microturbines are relatively small in size or footprint. The fuel flexibility and 
quantity of hot exhaust gases make microturbines an advantageous technology for m-CHP and cogeneration 
applications.  
 
Advantages and Disadvantages 
 
 The operation of a microturbine offers several advantages. Microturbines have fewer moving parts 
than IC engines. The limited number of moving parts and the low lubrication requirements allow 
microturbines long maintenance intervals. Accordingly, microturbines have lower operating costs in terms of 
cost per kilowatt of power produced. Another advantage of microturbines is their relatively small size for the 
amount of power that is produced. Microturbines are also light weight and have relatively low emissions. 
Potentially, one of the greatest advantages of microturbines is their ability to utilize a number of fuels, 
including waste fuels or biofuels. Microturbines have great potential in cogeneration applications because 
microturbines produce a large quantity of clean, hot exhaust gases compared to other distributed generators. 
 The primary disadvantages of microturbines are that they have a low fuel to electrical efficiency. 
Also, with higher elevation and increased ambient temperatures, microturbines experience a loss of power 
output and efficiency. The ambient temperature directly affects the temperature of the air at the intake. A gas 
turbine will operate more effectively when colder air is available at the intake. A gas turbine cycle must 
compress the inlet air and the greater the compression, the greater efficiency. Another potential disadvantage 
is that microturbines experience more efficient operation and require less maintenance when operated 
continuously. 
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3.2 Reciprocating Engines 
 
 Fossil fueled internal combustion (IC) engines are in widespread and diverse use. Available IC 
engines range from small portable gasoline engines to large 50,000 horsepower diesel engines. An IC engine 
is powered by the expansion of the hot combustion products of fuel directly acting within the engine. IC 
engines require air, fuel, compression, and a combustion source to function. The two types of combustion 
engines which are most significant to stationary power generation are the spark-ignition, four-stroke 
reciprocating IC engines and the compression-ignited engines, typically using diesel fuel. 
 Otto engines typically have higher thermal efficiencies than Diesel engines at the same compression 
ratio. Still, better overall thermal efficiencies are achieved by Diesel engines because they can operate at 
higher compression ratios than Otto engines. Diesel engines can achieve compression ratios as high as 25:1 
and exhibit higher thermal efficiencies than Otto cycles, which are limited to compression ratios of 12:1. A 
comparison of the thermal efficiencies of the Otto and Diesel cycles is presented in Figure 3. 
 
 

 
Figure 3 -  Otto and Diesel Cycle Thermal Efficiencies as Functions of Compression Ratio 
 
Table 1 - Overview of Reciprocating Engine Technology 

 
Reciprocating engines are available from small sizes (0.5 kW) to large generators (7 MW). Reciprocating 
engines use commonly available fuels such as gasoline, natural gas, and diesel fuel. Reciprocating engines 
can be used for a variety of applications due to their small size, low unit costs, and useful thermal output. 
Applications for reciprocating engines in power generation include continuous or prime-power generation, 
peak shaving, back-up power, premium power, remote power, standby power, and mechanical drive use.  An 
overview of reciprocating engine characteristics is 
presented in Table 1. 
 Heat from the engine jacket coolant is capable of producing 93 C hot water and accounts for 
approximately 30 % of the energy input from the fuel. Engines operating at high pressure or equipped with 
ebullient cooling systems can operate at jacket temperatures of up to 129 C. Engine exhaust heat can account 
for 10 –30 % of the fuel input energy and exhaust temperatures of 455 C –649 C are typical. Because exhaust 
gas temperatures must be kept above condensation thresholds, only a portion of the exhaust heat can be 
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recovered. Heat recovery units are typically designed for a 300 F – 350 F exhaust outlet temperature to avoid 
corrosive effects of condensation in the exhaust piping. Low-pressure steam (~15 psig) and 110 C hot water 
are typically generated using exhaust heat from the engine. The combined heat recovery of the coolant and 
exhaust in conjunction with the work produced by combustion can utilize approximately 70 – 80% of the 
fuel energy.  
 
Advantages and Disadvantages 
 
 Reciprocating engines are generally less expensive than competing technologies. They also have 
start-up times as low as ten seconds, compared to other technologies that may take several hours to reach 
steady-state operation. Through years of technology advancements, reciprocating engines have climbed in 
efficiency from under 20% to over 30%. Today's most advanced natural gasfueled IC engines have electrical 
efficiencies (based on lower heating value, LHV) close to 45% and are among the most efficient of the 
commercially available prime mover technology. Lower heating values neglect the energy in the water 
vapour formed by the combustion of hydrogen in the fuel. This water vapour typically represents about 10% 
of the energy content. Therefore the lower heating values for natural gas are typically 900 - 950 Btu per 
cubic foot. 
Advantages of reciprocating engines include: 

• Available in a wide range of sizes to match the electrical demand. 
• Fast start-up and adjustable power output “on the fly.” 
• Minimal auxiliary power requirements, generally only batteries are required. 
• Demonstrated availability in excess of 95%. 
• In load following applications, high part-load efficiency of IC engines maintains economical 

operation. 
• Relatively long life and reliable service with proper maintenance. 
• Very fuel flexible. 
• Natural gas can be supplied at low pressure. 

Disadvantages of  IC engines are: 
• Noisy operation. 
• Require maintenance at frequent intervals. 
• Relatively high emissions to the atmosphere. 

 
3.3 Stirling engines 
  
 The Stirling engine is a heat engine invented in 1816 by Robert Stirling, a Scottish clergyman. The 
Stirling engine is a type of external combustion piston engine which uses a temperature difference to create 
motion in the form of shaft work. The Stirling cycle uses an external heat source, which could be anything 
from petroleum based product, to solar energy, to the heat produced by decaying plants. No combustion 
takes place inside the cylinders of the engine. To date, there has not been a successful mass-market 
application for the Stirling engine. However, recently companies such as Microgen and WhisperTech have 
developed m-CHP systems based on the Stirling engine technology. 
 The operation of a Stirling engine is based upon the behaviour of a fixed amount of air or gas such as 
helium or hydrogen enclosed in the cylinders of the engine. Two gas properties allow for the operation of a 
Stirling engine: (1) for a constant amount of gas in a fixed volume as the temperature is increased, the 
pressure will increase, and (2) when a fixed amount of gas is compressed, the temperature of that gas will 
increase. 
 Stirling engines are an old technology; however their use became limited with the improvement of 
steam engines and the invention of the Otto cycle engine. Recent interest in distributed energy has revived 
interest in Stirling engines. Stirling engines can be used in a variety of applications due to their thermal 
output, simple operation, low production costs, and relatively small size. Applications for Stirling engines 
include power generation units for space crafts and vehicles, small aircraft, refrigeration, m-CHP, solar dish 
application, and small scale residential or portable power generation.  
 Commercially available Stirling engines can produce between 1 kW – 25kW. Stirling engine 
technology has been widely used in England and Europe with great success, particularly in the m-CHP arena. 
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However, a very small percentage of the world’s electrical capacity is currently provided through the use of 
Stirling engines. 
 A high percentage of the Stirling engine heat losses will go to the cooling fluid instead of into the 
exhausts, which makes the Stirling engine suitable for combined heat and power generation. Typical 
operating temperatures range from 650 – 800 C, resulting in electrical engine conversion efficiencies of 
around 30% to 40% when a recuperator is included in the engine system. These high operating temperatures 
can convert into high quality waste heat. The reject heat can be recaptured through piping the cooling fluid 
through a heat exchanger and by ducting the exhaust gases through a heat exchanger to produce hot water. 
 
Advantages and Disadvantages 
 
Some advantages of Stirling engines are: 

• The burning of the fuel air mixture can be more accurately controlled due to the 
external heat source. 

• Emission of unburned fuel can be eliminated as a continuous combustion process 
can be used to supply heat. 

• Less lubrication is required leading to greater periods between overhauls because the 
bearings and seals are placed on the cool side. 

• Simplicity of design; no valves are needed, fuel and intake systems are very simple. 
• Low noise and vibration free operation. 
• Low maintenance and high reliability. 
• Multi-fuel capability. 
• Long service life. 

Some disadvantages of Stirling engines are: 
• High costs. 
• Low efficiencies. 
• Require both input and output heat exchangers which must withstand the working 

fluid pressure and resist corrosion effects. 
• Relatively large for the amount of power they produce due to the heat exchangers. 
• Cannot experience instantaneous start-up. 
• Power output is relatively constant and rapid change to another level is difficult to 

achieve. 
 
3.5 Fuel cells 
 
 A fuel cell is an electrochemical energy conversion device, comprised of three major components, a 
cathode, an anode, and electrolyte. Fuel cells are similar to batteries in that they both produce direct current 
(DC) through an electrochemical process without direct combustion of a fuel source. Unlike batteries, which 
deliver power from a finite amount of stored energy, fuel cells can operate indefinitely provided that a fuel 
source is continuously supplied. 
 Typically, a fuel cell electrochemically reacts hydrogen and oxygen to form water and in the process 
produces electricity. The process consists of a hydrogen-based input fuel passing over an anode where a 
catalytic reaction occurs, splitting the fuel into ions and electrons. Consider the reactions at the anode and 
cathode of an acid electrolyte fuel cell. At the anode, the hydrogen gas ionizes, releasing electrons and 
creating H+ ions in an exothermic reaction. 
 For the reactions to occur simultaneously, electrons produced at the anode must pass through an 
electric circuit to the cathode while the H+ ions pass through the electrolyte. A schematic diagram of the 
reaction occurring in a phosphoric acid fuel cell (PAFC) is illustrated in Figure 4. 
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Figure 4 - PAFC and PAFC Reactions Figure 5 - SOFC Reactions 

 

 
 
 
 
 
 
 
PAFC     - Phosphoric acid fuel cells  
PEMFC  - Proton exchange membrane fuel cells 
SOFC     - Solid oxide fuel cells   
MCFC    - Molten Carbonate Fuel Cells 
 

Figure 6 - MCFC Reactions 
 
 Fuel reformers are needed because the fuel is often in the form of hydrocarbons, such as methane, 
and the hydrogen concentration is not at a level suitable for operation. The fuel cell “stack” consists of layers 
of the cathode, anode, and electrolyte mentioned earlier. A power conditioner converts the direct current 
(DC) electricity generated by the fuel cell into alternating current (AC) electricity at the appropriate voltage 
and frequency. 
 Fuel cells are categorized by the electrolyte used to transport ions between the cathode and the anode 
(or vise versa). Fuel cell technologies include molten carbonate (MCFC), alkaline (AFC), proton exchange 
membrane (PEMFC), solid oxide (SOFC), direct methanol (DMFC), and phosphoric acid (PAFC). While 
PEMFC are arguably the most advanced of the fuel cell technologies, the low operating temperatures are not 
ideal for CHP applications, particularly if the waste heat is required to drive thermally activated components. 
Because high temperature or high quality waste is heat needed for m-CHP applications, the solid oxide 
(SOFC) and the molten carbonate (MCFC) configurations are two likely candidates. Direct methanol fuel 
cells also hold 
some potential because a hydrogen reformer is not required, thereby reducing the system costs. Currently, 
the PEMFC and the SOFC are regarded as having the most potential for m-CHP. Table 2 shows the 
characteristics of the five major types of fuel cell technologies. 
 
Table 2 - Characteristics of Fuel Cells 
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Advantages and Disadvantages 
  
 Table 3 displays some of the advantages of  the four primary types of fuel cells. 
 
 
 
 
Table 3 - Advantages and Disadvantages of Fuel Cell Types 
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4. ECONIMIC AND ECOLOGYC ASPECTS OF BIOGAS APPLICATIONS  
 
4.1 Economic aspects of biogas applications 
 
The cost of a biogas plant varies with respect to pant design layout, installed components, location and 
equipment manufacturer. Costs of biogas plants according to their size are presented in Table 5. Operation 
and maintenance costs represent approximately an additional 0.015 USD per kWh of produced electricity [3]. 
 According to experience of operation of biogas plants on farms, an average of 0.25 m3 of gas a day 
per cow, while 0.1 m3 a day can be expected per pig. Since the cost of natural gas is approximately 0.2 USD 
per Nm3, with respect to heating value of biogas, its price can be estimated to 0.14 USD per Nm3. 
Table 5 – Cost of biogas plants for different plant size [3] 
Plant size Plant cost ( USD) 
500 cows or 1000 pigs 250.000-300.000 
1000  cows or 1500 pigs 300.000-350.000 
2000 cows or 2500 pigs 450.000-500.000 

4.2 Ecologic aspects of biogas application 
 

Various types of biogas applications can be found in European countries. While biogas technology is 
used to treat waste water in some countries, it is  used to increase value of fertilizer in others.  
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After anaerobic digestion around 25-40% of organic dry material is transformed to methane and 
carbon dioxide. This reduction improves the quality of fertilizer. Additionally, it increases fluidity of the 
material which enables easier handling and higher infiltration after fertilizer spread out. In addition, the 
quantities of components causing odour are decreased, as well as the amount of weed and applied pesticides 
[1,3] 

Many farmers have experienced increased production after using digested fertilizer. Measurements 
show that the production rate can increase for 2-3% compared to the production with non treated organic 
fertilizer. 

Methane is the second most important gas with green house gas effect in the world. Emission of 
methane is present in any anaerobic process of organic material. Contribution of emission of methane from 
the agricultural sector is estimated to 33% in the global green house gas effect. Around 7% originates from 
animal excretions, which is approximately 20-30 million tons a year. 
 By anaerobic treatment of animal excretions, a renewable energy resource is used with the following 
impact to the climate: utilization of a renewable source reduced CO2 emission since fossil fuel consumption 
is reduced (1m3 of biogas can replace 0.5kg of oil, leading to CO2 reduction of 2.6kg) 

In the developing countries, small scale biogas plants reduce consumption of forestry resources for 
energy purposes in households while reducing deforestation and degradation of soil which lead to natural 
catastrophes (floods etc). Fossil fuels are considered a limited resource with green house gas effects. Biogas 
is classified as a renewable energy source which helps preserve the climate and preservation of limited 
resources. 
 
5. OPTIMIZATION OF BCHP - PLANTS 
 
 Since no precise data for chemical composition was available, the following assumptions and estimations 
were made: biogas potential was calculated based on the theoretical amount of biogas produced per unit of 
fresh pig slurry and theoretical amount of produced slurry calculated for the average type and number of 
animals on the farm, according to literature data [8,9]. At the moment, heat at the farm is supplied by two 
identical 750kW coal fired boilers, distributed for heating of animal housing buildings, an office building and 
heating sanitary hot water. 

 The farm has 4 animal turns each year, with a total of 7870 finishers, 5221 Weeners, 1080 farrowing sows, 
258 gestating sows, 3101 suckers and 258 gilts. Available slurry for methane production is estimated to 74.6 
t per day, and a biogas yield of 27.5 m3 of biogas per t of fresh slurry, annual methane yield is estimated to 
450242.1 m3. For this estimation, a ratio of methane in produced biogas of 60% is assumed [10]. Based on 
the results of the preliminary analysis, the estimated project costs and profits, and available raw material for 
biogas production, a dynamic annual performance model of the farms energy demands is created in Trnsys 
software. The BCHP plant is also modelled and integrated with the demand side model in Trnsys software. 
The modelled BCHP plant exports electricity directly to the grid, while waste heat for the engines jacket 
water and flue gas heats a heat storage tank, which is further used for heating animal housing buildings. The 
system is equipped with a gas fired boiler, which is engaged when available heat from the heat storage is 
insufficient for maintaining room temperature above 16 oC. BCHP Trnsys model is shown in Fig.2. 

 Net annual savings achievable by application of BCHP at the analysed farm are calculated with the 
following assumptions: 1) all of the available organic waste at the farm is used for biogas production and 
available for use by the engine, 2) Cost of the used biogas is negligible small, 3) Natural gas is used when 
biogas consumption of the ICE exceeds biogas consumption, 4) Natural gas fired boiler is used when the ICE 
generated heat is insufficient for achieving desired indoor temperatures.  
According to literature review [10,11], investment cost for the biogas CHP plant BCHPI  is estimated 
according to installed power for electricity production of the CHP CHPeP   module as: 

1.09 3602BCHP CHPeI P= − +  (1) 

Preliminary analysis showed that up to 69.5% of heating demands could be met by the CHP module and 
approximately 906.64 t of fertilizer could be produced. 
The following parameters were calculated to investigate financial and economic feasibility of the project [12]: 
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Net annual savings: 

t e eB B P C= −∆∑   (3) 

Where: B-total annual savings; Bt – energy savings for one year (t=1…n); eC∆  - exploitation cost change. 
Net present value NPV: 

( )
0

/ 1
n

t
tNPV B d= +∑  (4) 

Where: d – discount rate; n – estimated project lifetime, B – annual net cash flow (revenue).  

Simulated BCHP performance in interaction with the simulated energy demand performance in each of the 
time step for a typical meteorological year, based on Meteonorm weather data determines annual energetic 
and economic performance of the system. The presented economic parameters strongly depend on the 
simulated fuel consumption and fuel costs. NPV value is also affected by the estimated BCHP initial 
investment, a function of installed ICE cogeneration unit power, and heat storage tank volume. Initial cost of 
the ICE cogeneration module is determined as per eq. (1), whereas heat storage tank cost is assumed as an 
average cost of 400 EUR/m3 of tank volume. TRNSYS/Genopt optimizations were conducted using negative 
value of NPV as optimization goal function, where the minimum of the negative value of NPV for 12 years 
of the project, in the given domain is the optimal point. 

For the created model of energy demand of the farm, and the modelled BCHP plant based on an ICE engine 
with performance described in table 2, Genopt opimizations were conducted to determine the optimal size of 
the BCHP plant, i.e. the optimal power of the ICE and the optimal volume of the heat storage tank. The 
optimization model is created so that all other variables are a function of the two mentioned variables, 
whereas energy and fuel costs are considered constant. A discount rate of 5% was used in economic 
evaluation. General Patern Search –Coordinate Search (GPS-CS) Algorytm (Fig. 7), as well as Hook Jeeves 
algorhytm were used for optimization (Fig 8. ). Both of the used algorhytms showed convergence and 
pinpointed the same solution. Both optimization variables were treated as continuosu variables in this study. 

As seen in Fig 7. And Fig. 8., for the modeled energy demand of the farm, with respect to the on-site biogas 
organic waste resources, and with the used energy and equopment module costs. Both methodus applied 
showd similar results of the optimum point: 

A BCHP plant of 500 kW with 100 m3 of heat storage is the optimal solution is obtained using Hook Jeeves 
algorhytm, after 40 iterations. The GPS-CS algorytm showed better precision, with a result of the minimum 
point found 499 kW, and 99.68 m3, after 56 iterations, i.e. 56 simulation runs. 

 
Fig. 7. GPS-CS optimization of the BCHP plant 
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Fig. 8. Hooke Jeeves optimization of the BCHP plant 
 
6. CONCLUSION 
 

 
Based on the performed literature review of technologies for utilization of biogas, it can be 

concluded that cogeneration applications are best rated. A cogeneration plant based on an internal 
combustion engine is a mature technology, with many manufacturers on the market with a long tradition of 
application in biogas plants. The advantage compared to other biogas technologies is its high efficiency for 
electricity production, which has high importance, since profitability of a biogas plant is typically related to 
sales of produced electricity. An additional advantage is the low investment costs. Other reviewed 
technologies for utilization of biogas have significantly lower efficiency when it comes to electricity 
production. In addition, investment cost are typically higher than the costs of internal combustion engine 
based cogeneration. The reason for this is insufficient market maturity, and lower production rates of other 
devices. 

Biogas technologies are very popular in Europe and these trends are attractive for West Balkan 
countries. Their applications solve one additional big problem, the ecological one. The question is why we 
would throw away our organic waste when we can produce energy from this. If we use the animal manure 
just as fertilizer, we still have the problem of odours. If we put it into the digester, we again have fertilizer, 
but now without any odours. Also, this can improve the overall farm economy. Cultivating energy crops 
(grass and other quick growing plants) and by applying the anaerobic digestion of these crops results in 
biogas production. The utilization of the biogas in order to produce electric power and heat offers a new 
source of income to the farmers. The farmers can start to produce energy and earning also by selling energy.  

There is a growing global interest to significantly reduce the anthropogenic emissions of greenhouse 
gases (GHG): mostly methane (CH4), carbon dioxide (CO2) and nitrous oxide (N2O) and to promote 
sustainable development. Agricultural sector may play a significant role by producing renewable energy 
resources and by reducing its own emissions.  
 
LITERATURA 
 
[1] Živković D., Mančić M., Todorović M., Energetic and ecologic aspects of application of biogas based  

cogeneration, The International Conference – Mechanical Engineering in XXI Century, Masing 2015, 
Faculty of Mechanical Engineering, Niš, 2015.  

[2] Peter Jacob Jorgensen, Biogas green energy - PlanEnergi and Researcher for a Day, Faculty of 
Agricultural Sciences, Aarhus University 2009, 2nd edition 

[3] Igić S., Milanković M., Srejić I., Perić D., Bio-gas usage on farms, 12th Symposium on Thermal Science 
and  Engineering of Serbia,SIMTERM - 2005, Sokobanja 2005 

[4] Delphine Demazel, Use of manure to produce biogas in Brittany, Centrale Nantes, 2008. 
[5] James Worth, Micro Cooling, Heating and Power, Mississippi State - Supported by United States 

Department of Energy (DOE), 2005. 

318



[6] Dimitrovski D. (CA), Dimitrovski M., Popsimonova G, Tashevski D, Biogas – Overview of the 
Possibilities for Implementation in the Macedonian Agricultural Sector, 16th Symposium on Thermal 
Science and Engineering of Serbia, SIMTERM 2013., Sokobanja 2013, p.188 - 198. 

[7] www.folkecenter.dk 
[8] Aleksić S., Pantelić V., Radović Č., Livestock Production Present Situation And Future Development 

Directions In Republic Of Serbia, Biotechnology in Animal Husbandry,  Vol 25, No. 5-6, pp 267-276, 
2009. 

[9] M. Meul, F. Nevens, D. Reheul, G. Hofman, Energy use efficiency of specialised dairy, arable and pig 
farms in Flanders, Agriculture, Ecosystems and Environment Vol. 119, 2007, pp135–144 

[10] Biogas postrojenje – uputstvo za izradu prethodnih studija opravdanosti sa primerom za jedno biogas 
postrojenje, Republika Srbija, AP Vojvodina, Pokrajinski sekretarijat za energetiku i mineralne sirovine, 
Novi Sad, 2012 

[11] Biogas-Messprogramm II–61 Biogasanlagen im Vergleich. Fachagentur Nachwachsende Rohstoffe 
e.V., Gülzow. 

[12] M. Nill, R. Wilfert, Kurzfassung des Endberichtes für da DBU Projekt 15071: Biogasgewinnung aus 
Gülle, organischen Abfällen und aus angebauter Biomasse – Eine technische, ökologische und 
ökonomische Analyse. Institut für Energetik und Umwelt gGmbH, Leipzig, 2004. 

[13] V. Karamarkovic, M. Matejic, Lj. Brdarevic, M. Stamenic, B. Ramic, Handbook for preparing 
energy efficiency projects in municipalities, Belgrade, 2008, Ministry for mining and energy of Republic 
of Serbia 
 

 
 
 
Acknowledgment 

This paper was done within the framework of the project III 42006 – “Research and development of 
energy and environmentally highly effective polygeneration systems based on using renewable energy 
sources” (2011-2014), financed by the Ministry of Education, Science and Technological Development of 
the Republic of Serbia. 
 

319

http://www.folkecenter.dk/


 

 

Assessment Feasibility of Construction a Small Hydropower Plant  

Filip Stojkovskia), Prof.d-r Zvonimir Kosticb), Prof.d-r Valentino Stojkovskib) 

a)Post graduated student at University St Kiril i Metodij,  
Faculty of Mechanical Engineering, Skopje, R.Macedonia,  

filip.stojkovski@outlook.com 
b)University St Kiril i Metodij, Faculty of Mechanical Engineering, Skopje, R.Macedonia, 

 
Abstract: Trend utilization of renewable energy sources (potential water resources) becomes more and 
more actual in the development of energy systems. The investment of private sector in small hydro power 
plants is a challenge that allows mini-strategic development of the energy sector. The interest and 
investment in this sector is quite interesting, on the one hand, however, the education of potential 
investors and their knowledge of the benefits and opportunities are very poor.  

The main objective of which is discussed in this paper is to systematically performances influence of 
technological and economic factors in decision-making for investment in this sector. The work covers all 
stages of the preliminary-project and economic-investment development of this issue, with a critical 
review of the definition of the relevant factors and intensity on global stage of investments. The analysis 
includes the following crucial factors: 

- Investment model 
- Technical solution 
- A legitimate regulations 
- The heavy conditions   

Conclusions presented in the paper are qualitatively and quantitatively represented as diagrams from 
which are derived coefficients of influence (ponders) on investments. 

Keywords: Feasibility, Investment, Technical ponders, SHPP,  

 

1. Introduction 

Investing in small hydropower plants means from one side, to put yourself into cost and to achieve economic 
benefit from the other side, after finishing the object in to exploitation period of the plant. The costs that are 
involved in the whole concession period of using the small hydropower plant, can be divided in two 
categories: 

• Costs in the building phase, which are contained from all of the capital investments, certain taxes, 
insurances etc. 

• Costs in the exploiting phase of the object, which are contained from maintenance costs, work of the 
turbine aggregate, salaries, state taxes etc. 

Evaluation of the investment for small hydropower plant is made from the base economic criteria which are 
represented from the economic indicators for the proposed investment. So, the known procedures for 
evaluation are: 

- Comparison of the small hydropower project with another similar object: this shows only a general 
view for the value of the planned investment, where it is used a statistic criteria which shows that the 
power of the turbine aggregate should be  
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This relation does not describe detailed data for which the investor is interested to know about, so the data 
obtained from this relation are used only for rough prediction of the investment. Every potential location 
suitable for building a small hydropower plant is characterized by specific points tightened with the 
infrastructure questions, connecting to the electrical grid, the way of exploiting the water resources etc. 

- By applying the economic strategy “time value of money”, in which two parameters are involved in 
the economic analysis, which are the time and the money. Project investments are contained from 
cost and benefit which in the phase of building the object and its exploiting period, they participate 
in different time periods. This economic criteria of “time value of money” is defined by the 
following terms: 

Present value – PV, which shows the value of money that need to be staked, so that in time period of “n” 
years, their value would be as the planned, while the interest rate “r” is included into account, so the relation 
is given as 

( ) nn PV
r

PV
+

=
1

1
0  

where ( )nr+11  represents factor of the present value (PVF). With this concept of present value of money, 
the investor can calculate the value for selling the built hydropower plant.  
Rate (annuity) of present value – PVA, for a time period of „n” years with the value of the rate „C” 
(processes at the end of the year) it will be the product of the rate „C” with the factor „an” which is equal to 
the sum of the factors from the present values (PVF): 
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where the present value of the rate (annuity) can be described with the relation for PVA: 
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The criteria for economic evaluation of the feasibility for building a small hydropower plant can be static and 
dynamic. Static methods in base are showing criterions which gives general time of some event, while the 
dynamic methods provide analysis for the whole lifetime of the hydropower plant.  
The static criteria is contained from methods that evaluate the time period of returning the investment 
(Payback) and return of investment itself.  
With applying the Payback method, the time is determined (number of years) for which the invested money 
is going to equalise with the appropriate benefit. The relation is 

 
The payback time period of an investment for small hydropower projects should not exceed 7 years so that 
the investment can be considered as profitable.  
With applying the method of Return of Investment (ROI), it is made a calculation of the average annual 
benefit, pure annual costs (amortization, inssurance etc.) related with the investment costs, shown as 

 
The ROI method provide fast prediction of net profit of the bject, which gives base for comparing our object 
with another.  
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The dynamic models for economic evaluation are taking into account the overall costs and benefits for the 
whole time period of investing and time determinancy of the cash flow.  
NPV – net present value  is the value which shows the flow of the pure benefit, i.e. diference between the 
cost and the benefit, both terms decreased by a fixed interval of interest rate.  
The formula for calculating the NPV, with assumption that the cash flow is happening in equal intervals and 
that the first cash flow appears after the end of the first year, and the cash flow appears at the end of the 
interval, so that can be written as: 
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where Ii is the investment in period „i”; Ri is the benefit in period „i”; Oi represents the operating costs in 
time period „i”; Mi is the maintenace costs in time period „i”; Vr is the remain value of the investment for 
the exploiting time period; ‘r’ is the period of the interest rate and ‘n’ is the number of time periods in the 
exploiting period of the object.  
Projects that have NPV negative valued are assumed as nonprofitable. The project that has higher value of 
NPV is assumed thaht is better. The deficiency of the NPV method is that over the obtained values for this 
criteria, it is impossible to  determine the value of the investment costs, because it can show same value for 
the NPV (same profit), and at the other side the investment costs to be with drastic difference.  
So, for applying the dynamics analysis for a project, as a criteria it is included a relation between the cost and 
the benefit (B/C – benefit – cost ratio). Projects that have a ratio smaller than number 1 are assumed as 
nonprofitable projects and are rejected. The equation for this criteria is: 
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The criteria obtained with the Internal Rate of Return –IRR, allows to take into account the time value of the 
money and defines the return of the money for a time period of one year, based on the investment costs and 
taking into account all costs and benefits over the given time period. If the vlue of IRR is smaller than the 
costs for borrowed money, than the investment is assumed as nonprofitable. The IRR method can help to 
determine the interest rate which is suitable for the investor of the project.  

2. Model 
2.1. Model Technical Parameters 

The model which is used for analyisis and determination of the critera is represented by a small diversion 
hydropower plant with the following technical parameters: 

Type of SHPP Run of river  

Intake level 1400,00 m 

Surge tank level 1398,55 m 

Tailrace level 1150,00 m 

Total water head 248,55 m 

Net head 245 m 

Installed flow 1000 l/s 

Nominal power of  plant 1.956 kW 

Annual production 8.496 MWh 

322



 

 

 
The flow duration curve of the river is given in the following chart: 
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Figure.1 Flow duration curve (FDC) of the selected location 

 
The selection of the turbine type is made on basis of the project parameters 

- Project Net head:  Hn=245 [m] 
- Project Desing Flow:  Q=1000 [l/s] 

 
The adopted turbine type is 2 jet horizontal Pelton turbine, where the efficiency of the turbine is given in the 
chart on picture 3. 
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Figure.2 Chart for selection of turbine type Figure.3 Efficiency curves for 2 jet Pelton turbine 

 

2.2. Economic parameters of the model 
The financing model is given under the following economic conditions: 

• 30%  participation in own investment 
• 70%  credit debt 
• 8,9%  interest rate for credit debt 

323



 

 

• 8 years  repayment of loans 
• 2 years  grace period (period predicted for building the object) 
• 9,15%  compound interest for the grace time period 
• 2%  annual inflation 
• 20 years concession time period 
• 1%  annual equipment enssurance costs 
• 2%  annual operating and maintenance costs 
• 2%  rent for concession of water from the the overall sold electiral energy 

The purchase price for produced electric energy is determined according to the preferential tariff given in the 
table below. The method for calculation the redemption price is cumulative on basis of delivered energy.  
Table 1: Feed-in tariffe  for produced energy 

Block Mothly quantity of delivered  
electrical energy (kWh) Feed-in tariff (€cents/kWh) 

I 1 - 1.020.000 12,00 

II 1.020.001 - 2.040.000 8,00 

III 2.040.001 - 4.200.000 6,00 

IV 4.200.001 - 8.400.000 5,00 

V over 8.400.001 4,50 

Project Investment Costs 
Turbine type 2 jet horizontal Pelton Turbine 
Installed power of the plant 1.956 kW  
Annual production  8.496 MWh 
Average annual price of electrical energy 6,449 €cents/kWh 
Annaul incomes of sold electrical energy 547.924 EUR 
Investment costs  

 Exploration works 7500  
 Preparation of technical documentation  43000  
 Supervision over the building process  38000  
 Electro – Mechanical Equipment 716300  
 Powerhouse with the tailrace 67000  
 Intake 172590  
 Channel 675410  
 Surge tank 66300  
 Penstock 225550  
 Transformer 18600  
 Power line 51600  
 Access road 37450  

Total: 2.119.300  
Exploiting costs  

 Rent for concession of water 10958  
 Equipment maintenance 42386  
 Equipment insurance 21193  

Total: 74.537  

 

2.3. Alaysis of the feasibility of the project 
On base of the previously given technical data for the project, the model of investment and project 
investment costs, the feasibility is determined for the project and it depends from: 
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• the way of credit loan 
• repayment of loans 

whereby it can be concluded the influence of these two paramteres on the project feasibility. These two 
parameters are chosen from the analysis becase the investor is always interested how much the credit loan 
should be for the project and for what time period that should realizes.  
The influence of the credit loans on the economic criteria coefficients of feasibility (IRR, NPV, B/C and 
Year-of positive cash flow) are given on the charts on picture 4. From the results, it can be concluded the 
following: 

• Credit loan from 0-70% (it is assumed own participation of 100-30%) does not affect significantly of 
the project feasibility 

• Taking into account that the values of IRR, NPV and B/C are higher the project is more feasible, that 
means if the loan percent is higher (under this given model data), the feasibility of the project rises 

• On first view of the obtained results, they have vice versa „market” logic, but having into account 
that the small hydropower plant is productive (profitable) object, it looks like the hydrpower plant is 
paying out itself the invested money, so the own participation in the project does not affect on the 
feasibility 

Repayment of loans influence on the economic criteria coefficients of feasibility (IRR, NPV, B/C and Year – 
of positive cash flow) are given in the charts on picture 5. The analyzed model contains 70% of credit loan 
with the rest commercial conditions given in the model. On basis of the obtained results it can be concluded 
the following: 

• The longer period for credit loan payment has better influence over the feasibility of the project 
• The data for the begining of positive work of the turbine are drastically reduced after 8 years of loan 

payment, and longer period for repayment influence is negligible for the feasibility of the project 
Technical solution for this type of small hydropower plants only depends of the designed flow, because the 
water head remains constant and the hydraulic losses are assumed to be 3% of the total water head, which are 
resulting with changing of the dimensions of the hydrotechnical objects and the penstock. Under these 
conditions, the investment value for the object is changing, because of the installed power of the turbine 
directly affects on the coefficients for economic feasibility evaluation.  
With using of the flow duration curve, the technical parameters of the turbine aggregate and the economic 
model of financing, it is made an evaluation of the influence of the designed flow on the coefficients for 
economic evaluation (IRR, NPV, B/C and Year – of positive cash flow). 
The influence of the designed flow on the economic criteria coefficients of feasibility (IRR, NPV, B/C and 
Yeat – of positive cash flow) are given on the charts on picture 6. From the obtained results, it can be 
concluded the following: 

• Highest value of the criteria (IRR, B/C and Year-of positive cash flow) is obtained for designed flow 
od 800 [l/s], and the NPV criteria has highest value for desgined flow of 1100 [l/s].  

• The obtained results show that the project is feasible in the whole area of potential designed flows, 
taking into account that the average annual flow if 670 [l/s]. Usually and from experience is to 
determine the designed flow of the hydropower plant depends on the flow duration curve of the 
river, somewhere around 1,5 and 1,7 from the average annual flow. 

• A crucial question can be asked in this case. Which of the these flows should be the designed flow of 
the project. Having into account that the analyzed influence of the designed flow is only for the 
selected project economic model, it can be critically looked over what is dominant for the investor 
and which are the expectations of building up small hydrpower plants. 
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Figure.4. Influence of the credit loan on the criteria of 
feasibility 

Figure.5. Influence of the loan payment period on the 
criteria of feasibility 
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Conclusion 
In this paper are shown economic criterions 
for evaluation feasibility of a project for 
bluidling small hydropower plant (IRR, NPV, 
B/C and Year-of positive cash flow), with an 
overview of the influence on the investment 
model, analyzed with the influence of credit 
loans and loan repayment period. The obtained 
results shows that higher credit loans and loan 
repayment period in this case have favourable 
influence on the criteria for evaluating the 
feasibility.  
The technical parameters of the hydro system, 
for small hydropower plants the main 
unknown parameter is determining the 
designed flow. In this paper it is shown how 
the designed flow affects on the criteria for 
evaluating the feasibility of the project, which 
gives one more dimension helpful for 
determination and conclusion which of the 
criterions should be dominant when deciding.  
The designed flow depends on the investor of 
the small hydropower plant, which means that 
the project feasibility has to be fulfilled under 
all circumstances, and the investment costs, 
the model of investing and the dominant 
criterion for economic evaluation should be in 
accordance with the possibilities. From 
technical point of view, the evaluation of the 
designed flow should be made from the NPV 
criteria, because for the small hydropower 
plants from this run of river type, the river 
flow depends of the period of the year, and 
from other side it should have abilities for 
using the possible flood waters for electricity 
production.  
The proposed model (under the Legislations in 
Republic of Macedonia) for purchase of the 
produced electrical energy allows maximum 
flexibility and feasibility for building small 
hydropower plants. Model with a constant 
price of purchasing produced energy makes 
conditions for the selection of model of 
financing for the given project, which certain 
projects became non feasible.  
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Figure.6. Influence from the designed flow on the criteria 
of feasibility 
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The presented results and conclusions about the criteria for evaluation the feasibility of the project allows the 
future investor to shave structural view of the influences of different parameters, so as guides for determining 
the capital investments for small hydropower plant. 
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Abstract:The subject of this paper is general project with prefeasibility study of construction of wind 
farm Vinča. Paper analyses wind potential of wider Vinča region, based on four year measured data of wind 
speed and direction, as well as air temperature and pressure, on Milićevo Brdo location. Together with 
analyzed data, models of orography and roughness, of the surrounding field, are made. These models make 
complete surfaces for wind potential analyze of east territory of town of Belgrade. Complete analyze is done 
in professional software WAsP. 

Based on wind potential maps, locations with satisfying wind recourses are shown and potential micro 
location for wind turbine is analyzed. Locations with high wind power density, which are located near 
existing electrical infrastructure, as well as roads were discussed. Based on distributive grid parameters and 
power utility demands and standards, exact choice of wind turbine is made. 

Exploitation losses were estimated, and uncertainties due to measurements are evaluated. Accent is made on 
uncertainty due to different approach with measurements and data analyses, as well as different distance 
between measuring location and turbine site, than typical. With total production estimation given by 
software, all uncertainties and losses, total net production is estimated.  

Keywords:WAsP, wind potential, wind turbine, yearly energy production 

 

1. Analyze of observed microlocation 
 

1.1. Description of location 
 
Analyzed microlocation where turbine placement should be done is located on territory of city of Belgrade, 
Grocka municipality, Vinča settlement, near Smederevski put road. Reasons for choosing this location are 
following: 

– Micro location is in region which has shown as acceptable from wind potential point of view, and 
like that, suitable for wind farm erection [1] 

– Lot is state owned, and investment will be done by School of Electrical engineering, University of 
Belgrade, also state owned 

– Location is quite close to distributive grid. There are two transmission lines (35 kV) passing nearby, 
with satisfying connection characteristics 

– Closest settlement is located 1 km away from micro location, so noise and flickering should not be 
disturbing habitants 

– There is paved road leading to the location 
– Chosen lot is not surrounded by obstacles, so no wake effect should be expected 

Satellite image, taken from Google Earth is shown on Figure 1.1. Main roads which lead to location are 
shown, as well as important objects. 
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Figure 1. <Satellite image of wider observed region> 

 
Transmission line route is 200 m away from spot where turbine placement is planned so, investments in a 
new transmission line are not necessary, but only cable network and switchgear facility. Since the road 
exists, only investment that is needed is the one for connection between existing road and the place for 
turbine. 
Terrain is open, without obstacles. Figure 2. shows 35 kV transmission line (No 337) on transmission tower 
where connection is planned. Transmission line goes form transformer station Beograd 1, until transformer 
station “Nuklearni institute Vinča” 

 
Figure 2. <Transmission line passing close to the turbine site> 

 
Next pictures are showing the terrain around the observed location. Figure 3. is showing the view towards 
measurement tower, located north west from turbine placement. 

Danube 

Smederevski put road 

Wind farm Vinča 

Landfill 

Local road 
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Figure 3. <View from turbine location>   Figure 4. <View from turbine location> 

 

   
Figure 5. <View from turbine location>   Figure 6. <View from turbine location> 

 

1.2. Road infrastructure 
Location where erection of turbine is planned is 11 km away from Belgrade city center. Transportation of 
wind turbine elements is possible from Belgrade direction via regional road R-100, and then via paved road 
until location. Second way is also from Belgrade direction via highway E-75, then via regional road R-251, 
and finally via R-100. Road map with location is shown in Figure 7. 
Since the transportation of special equipment and cranes is in question, it is necessary to analyze transport 
conditions and to determine the costs through special prefeasibility study for equipment transportation for 
wind farm Vinča. 

 
Figure 7. <Road map > 

Measurement tower 

Vinča wind farm 

Belgrade 
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2. Wind energy potential of wider region of Vinča wind farm 

 
Wind potential of specific location is a key element for project development, and offers basis for estimation 
of annual wind production. Calculating the wind class gives directions for range of wind turbines. Wind rose, 
meteorological element which gives directional distribution of wind speed is important parameter in case of 
wind farms and wake effect. Wind potential analyses for wind farm Vinča is done based on four year 
measurements of wind speed and direction. Data acquisition is done from July, 9th 2010. until July 8th, 2014. 
All wind measurements were done on Milićevo brdo location. 
 

3.1. Measurement tower description 

 
Wind measurement equipment was located at Milićevo Brdo location, Belgrade. Exact geographical (WGS) 
coordinates are: 20°34'13.62"E; 44°49'21.06"N. 
Ground elevation of tower location is 𝐻 = 260𝑚. Lattice tower was used, total height 35m. Complete 
equipment configuration was done on April, 18th, 2010. Equipment mounted on the tower is following: 

– Logger (Model 4280, Serial number 2995) 
– Anemometer (Model NRG#40, Serial number 37612). Mounted as top anemometer, at 40 m level 
– Anemometer (Model NRG#40, Serial number 65429). Mounted at 35 m level 
– Wind wane (Model NRG#40, Serial number 3365). Mounted at 35 m level 
– Barometer. Mounted at 35 m level 
– Pyranometer. Mounted at 35 m level. 

Picture of tower is shown at Figure 8. 

 
Figure 8. <Tower with equipment > 

  

332



3.1. Statistical analyze of wind measurement data 
Data acquisition on measurement tower is done with NRG Symphonie logger-a. For every measured variable 
acquisition of following data is done: 

– Mean value in corresponding ten minute interval 
– Maximal two second mean value in corresponding ten minute interval 
– Minimal two second mean value in corresponding ten minute interval 
– Standard deviation of data in corresponding ten minute interval 

 

3.5.1. Data availability and mean values in months and years 
As it was previously mentioned, analyzed measured data is data obtained during four year long period, 
acquired on Milićevo brdo location. Data availability and average values can be seen in the next table.  
Calculation of mean speed values included data from top positioned anemometer (40m height) 
Table 1. <Average wind speed in observed period> 
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Period Data availability Average 
wind speed Period Data availability Average 

wind speed 

Јuly 2010. 100% 5,26 August 2012. 100% 4,88 

August 2010. 100% 4,93 September 2012. 100% 6,35 

September 2010. 100% 6,02 October 2012. 100% 5,6 

Оctober 2010. 96,8% 6,34 November 2012. 100% 7,19 

November 2010. 100% 6,45 December 2012. 96,68% 6,7 

December 2010. 93,6% 7,06 January 2013. 98,45% 6,57 

January 2011. 67,8% 5,42 February 2013. 95,21% 6,55 

February 2011. 67,9% 5,52 March 2013. 100% 7,35 

March 2011. 100% 5,83 Аpril 2013. 100% 5,39 

Аpril 2011. 100% 7,41 Маy 2013. 100% 6,27 

Маy 2011. 100% 5,13 Јune 2013. 100% 5,02 

Јune 2011. 100% 5,94 Third year 99,2 6,1 

First year   93,84 5,94 July 2013. 100% 4,22 

July 2011. 100% 5,21 August 2013. 100% 5,11 

Аugust 2011. 100% 5,29 September 2013. 100% 5,42 

September 2011. 100% 5,42 October 2013. 100% 6,04 

October 2011. 100% 6,29 November 2013. 88,17% 6,86 

November 2011. 99,54% 4,97 December 2013. 91,22% 5,78 

December  2011. 95,18% 5,64 January 2014. 82,34% 6,34 

Јanuary 2012. 100% 6,54 February 2014. 100% 5,25 

February 2012. 100% 6,36 March 2014. 100% 6,08 

March 2012. 100% 5,83 Аpril 2014. 100% 6,4 

April 2012. 100% 6,06 Маy 2014. 100% 5,62 

Маy 2012. 100% 5,34 Јune 2014. 100% 4,99 

Јune 2012. 100% 5,37 Fourth year 96,81 5,68 

Second year 99,56 5,69 Јuly 2014 100% 5,71 

Јuly 2012. 100% 5,37 Total  97,35 5,78 
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It can be seen that data availability for analyzed four year long period is quite high, around 97,35%. Lack of 
data is a consequence of measurement brake, due to icing of instruments during winter months (it can be 
noticed that every year in winter period, some data is missing). Other issues which occurred were 
interventions on measurement equipment. (barometer installation and SIM card installation for GPRS 
transfer). 
Based on formerly performed analyze it was found out that mean annual wind velocity on measured location, 
on 40 m above ground level height, is 5,78m/s. It can be noticed that winter months are generally windier 
than summer months, due to Košava wind, south east wind. Also, it can be noticed that there is some spread 
between values in same months, but different years. For example, in third measurement year, it can be seen 
that wind speed average value is higher than in other years. These differences in years are important, because 
it is known that one year measurements are not best representatives of location climate in longer period (life 
of one turbine is between 20 and 25 years). This paper shows different approach in data analyses for wind 
turbine projects. Accepted practice in these projects is that one year data (ten minute average speed value) 
measured on the chosen location is used together with multiyear data obtained from nearby meteorological 
stations. Correction of one year data is done by correlation analyze between short term data measured on 
specific location and corresponding multiyear data from closest (referential) meteorological station. 
Multiyear data should exist for at least 10 years. Unfortunately, authors of this work did not have these data. 
Also, correlation analyze inherently brings uncertainties in estimation of mean multiyear wind speed. 
Previously mentioned issues were reasons why in this paper different approach was applied, so four year data 
obtained from chosen location will be used and treated as multiyear data. 
For wind potential analyze, measurements of temperature and air pressure are significantly important. The 
reason for this is their influence on air density, which is directly proportional to energy of wind transferred to 
turbine. Mean annual temperature, on 35 m above ground level is 12.05°C, while mean annual value of air 
pressure on same height is 977,43 mbar. Total data about monthly average values can be found in [2]. 
3.2. Wind rose analyze 
Wind rose presents one of important indicators of wind potential of observed location. Wind rose has even 
bigger role in case of wind parks, due to wake effect each turbine makes. Figure 9. shows the wind rose and 
diagram of frequency of certain wind speeds obtained at Milićevo Brdo location, at 40 m height. Analyse 
was performed with mean ten minute speed value. Calculations were done in professional software WAsP. 

 
Figure 9. <Wind rose and diagram of wind speed frequencies > 

 
Probability distribution of wind speed on observed location for analyzed time interval is described with 
Weibull distribution. Scale factor is 6.5 m/s, while shape factor is calculated to be 1.84. Figure 10. shows 
output of WAsP software with wind power density characteristics on observed micro location, at 40 m height 
(for four years measurement period) for each sector (sector represents 30°, where north represents referent 
axe). Notation of elements in next table is: 

– freq [%] – frequency of appearance of wind in specific sectors 
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– W-А [m/s] – scaling factor of Weibull distribution for specific sector 
– Weibull –k – shape factor of Weibull distribution for specific sector 
– U [m/s] – mean wind speed for specific sector 
– Power [W/m2] – mean power density for specific sector 

 

 
Figure 10. <Wind speed characteristics on measurement tower location, at 40 m height, through sectors > 

It can be noticed, by observing wind rose diagram, that dominant winds are the ones who appeared in 5th and 
6th, as well as in 11th and 12th sector, or south east and North West wind. Figure 11. shows output of software 
WAsP showing frequency of wind appearance (in promiles) of different speeds regarding different sectors. 

 
Figure 11. <Wind speed characteristics on measurement tower location, at 40 m height, through sectors > 

 
What is important to notice is that periods which have average speed lower than 2 m/s. Minimal wind speed 
for starting the turbine, and level at which it begins to produce electrical energy is 3 m/s, and it is called cut-
in wind speed. In this case, measuring was performed at level 40 m, while the nacelle of turbine will be 
placed at significantly bigger height, so level of 2 m/s can be set as reference for start of production. It can be 
noticed that, during analyzed period, almost 90% of time, wind speed was above cut-in wind speed. 
By analyzing data of mean speed values in corresponding ten minutes interval, maximal value which appears 
is 23,9 m/s (at 40 m height). For that reason, it is important to pay attention on all speeds higher then speed 
that requires turning off the turbine for safety reasons. Previous table shows that speed higher than 20 m/s 
appears in 2 promiles of total time. Level of 20 m/s was taken from precaution, due to high height gradient of 
speed. That is the reason why further analyze of variability of speed as a function of height is necessary. 
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Nevertheless, even with though limits, estimation is that a wind turbine placed on this location would be out 
of work just a bit more above 10% of total time. 
3.3. Wind velocity gradient analyzes on observed location 
Increase of wind speed with height is usually explained with two empirical laws. First one is called 
logarithmic law, shown in next equation: 
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In previous equation 1V and 2V  are wind speeds at heights 1z  and 2z , respectively, while 0z  is a parameter 
which describes the characteristics of the ground, called roughness length. Second empirical law which is in 
use, is exponential law: 
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Explanation about speed and height variable are the same, while α  is so called, shear coefficient. 
By observing previous equations, it can be concluded that for calculation of wind at specific height, different 
than measured, is necessary to know either the characteristics of ground 0z  or shear coefficient. Variability 

of factor 0z  is not easy to include in calculations, due to ground inconsistence, while shear coefficient is not 
possible to calculate analytically due to nonexistent wind speed data at second level. This is not in harmony 
with engineering practice which suggests measurement at different levels, so that gradient of velocity can be 
estimated more precisely. This lack of data will be included in analyze of insecurities of calculations of 
estimated wind production. 
For having wider insight in gradient of speed velocity, there are studies which treat geographically close 
regions [3]. Previous study shows that wind velocity characterizes relatively weak gradient of velocity during 
the day, while during the night it has more significant values. Reason for this is so called, stability of 
atmosphere, where daily period is characterized by not stable atmosphere, while it is opposite for night. 
Previously mentioned study shows that atmosphere is mostly stabile during the year, so high gradient can be 
expect at this location. 
3.4. Air density analyzes at observed location 
Power density is a linear function of air density. Air density itself, is a function of air temperature and air 
pressure. These parameters are changing both daily and seasonally, as well as with change of height. 

Standard air density, the one for which the turbine is certified is 3225,1
m
kg

=ρ  which is equivalent to air 

temperature of C°15  and air pressure of 1 bar. 
Gathered data from observed location shows that minimal temperature which appeared during observation 
period was C°− 4,14 , while maximum was C°6,36 . This is desirable range of temperature from both 
measurement equipment and future technical equipment performance aspect. Average measured temperature 
in four year long period was C°05,12 . In average, periods with stronger winds are followed with 
temperatures lower than C°15 , temperature which is used for certifying the turbine. Lower temperatures are 
desirable from aspect of power production, due to higher air density in that case. 
Average measured value of air pressure during four year measurement period, at height 35 m, is 977,43 
mbar. 
With previous average values of air pressure and temperature, average air density can be calculated with next 
equation: 
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RT
p

=ρ  (3) 

In previous equation, R represents gas constant, and T is for absolute temperature. With previously calculated 

average values of pressure and temperature, mean air density value, at altitude 35 m, is 3194,1
m
kg . It can be 

noticed that this value is different than certified. Difference will be included in WAsP simulation. 
3.4. Wind turbulence analyze 
Level of wind turbulence is described with variable called turbulence intensity ( )I , which is defined as a 
ratio between deviation of wind speed and average wind speed in corresponding ten minutes interval. 

 
V

I σ
=  (4) 

For calculation of this indicator, standard engineering practice was applied, with data obtained during one 
year long period. Figure 12. shows wind rose at 40 m height, with noted values of average values of wind 
turbulence intensity. This calculation did not include speed values lower than 4,5 m/s, because variables at 
that level can be considered turbulence itself. 

 
Figure 12. <Wind rose at 40 m height, with specified values of intensity of turbulences > 

Previous diagram shows already concluded fact, that main wind power potential is carried by south eastern 
wind, Košava. 
Data analyzes shows that dominant winds have low level of turbulence (9% south eastern wind, and 12% 
north western wind). 
Equation (4) will be used, with data of mean standard deviation value, and mean wind velocity obtained from 
observed location, Milićevo Brdo. Mean value of turbulence intensity is calculated to be 9,496%. Previous 
calculation did not include wind speed data lower than 3 m/s.  

3.5. Extreme wind speeds estimations 
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Extreme wind speed value, which can occur on observed location, are indicator for right choice of wind 
turbine, ground project and material stress. IEC standard (IEC 61400-1, Wind turbines, Part 1: Design 
requirements) suggests that indicator speed should be extreme wind speed which can occur in fifty years 
time interval. Since data for this long period is not available for analyzing, this estimation was done with 
suggestion of other IEC standard (IEC, 2005.) which defines simple relation between extreme and average 
annually wind speed on specific location and specific height: 

 srgodgod VV ⋅= 550  (5) 

Where godV50  is extreme wind speed (average value in corresponding ten minute interval) which appears 

approximately once in 50 years. srgodV  is annual average speed value on analyzed location and height. 
Utilizing previous equation extreme wind speed in fifty years time period is 29,25 m/s. 
It should be noted that previous methodology for estimation of extreme wind speed is quite unreliable and it 
is usually used only for general assessment. Study [4] suggest that uncertainty in estimation of extreme wind 
speed with simple model (5) is in a range between -13% until +17%. With respect to this study, the 
pessimistic assumption is that mean extreme wind speed in corresponding ten minute interval, on observed 
location is: 

 
s
mV god 5,3450 <  (6) 

Maximal wind impact (average wind speed in two second interval) in fifty years long period can be 
estimated as: 

 
s
mVV godgod 5,484,1 5050max <⋅=  (7) 

4. Wind energy potential of wider region of Vinča wind farm 
 
For estimation of wind potential map of wider observed region, methodology from European Wind Atlas 
was applied. Methodology is consisted of: 

– Analyzed data, wind speed and direction 
– Models for ground roughness 
– Models for ground orography 
– Models for obstacles (obstacles were not present in this study, so this model was excluded) 

For development of this study and exact application of European Wind Atlas methodology, these are the 
maps which are done: 

• Digital topographic map of wider observed region (30x30) km with height raster of 5m 
• Digital map of wider observed region with different roughness areas specified 

 
4.1. Roughness model 
 
Previous chapter mentioned some of the empirical laws which describes speed gradient with height. It was 
mentioned that in logarithmic law, factor 0z  describes the ground. It is called roughness length. Roughness 
length is determined with satellite images and inspection of the observed terrain and it is modelled with 
estimation of value of roughness length. From Equation (1), it can be seen that information about terrain 
roughness length is necessary for determination of altitude wind profile. Since the terrain around the micro 
location of turbine is quite complex, it is necessary to form complete roughness map of the ground. 
Roughness length determination of parts of the terrain is done with suggestions from European Wind Atlas, 
which suggest values for different grounds [5] 
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Respecting the previously mentioned methodology, in software WAsP Map Editor, complete roughness map 
of wider observed region (30x30) km was done and shown on Figure 13. This map covers wider territory of 
Belgrade region. 

 
Figure 13. <Roughness map of wider Vinča region > 

 
4.2. Orography model 
Orography of the ground represents variations of the ground level, and it has significant importance in 
surface wind analyzing. Precise models of orography are important in both hilly and flat areas, because each 
change of ground elevation has significant impact on air flow. 
Terrain orography model of observed region was done with topography maps made by SRTM (Shuttle Radar 
Topography Mission) data base and software called Global Mapper. Figure 14. is showing topography map 
of wider observed area (30x30) km. Height raster in formed map is 5 m. 
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Figure 14. <Topography map of wider Vinča region> 

 
4.2. Wind potential atlas of observed region 
Based on European Wind Atlas methodology, all necessary models are made for generation of wind potential 
maps. Wind resources maps are made for three altitudes (80 m, 100 m and 120 m). These levels were chosen 
as appropriate for nacelle placement on corresponding tower height. Maps were done on resolution (50x50) 
m. Figures 15 – 17. are showing distribution maps of average annual wind speed, while Figures 18-20  
distribution maps of average power densities on corresponding altitudes. 

341



 
Figure 15. <Wind speed resource grid at 80 m>  Figure 16. < Wind speed resource grid at 100 m > 

 

  
Figure 17. < Wind speed resource grid at 120 m >  Figure 18. < Power density resource grid at 80 m > 

342



 
Figure 19. < Power density resource grid at 100 m > Figure 20. < Power density resource grid at 80 m > 

 
Complete data about wind potential report that WAsP generates is shown in [2]  

5. Technical solution of wind farm Vinča 
5.1. Wind potential atlas of observed region  
As was mentioned in previous chapter, parameters of wind potential of observed region are main indicators 
for right choice of wind turbine. Considering that average wind speed is 5,78 m/s (6,34 m/s at level of 
nacelle), and that intensity of turbulence is around 9,5%, it can be concluded that this location requires 
turbine class IEC IIIB. Average wind speed that is required for this turbine must be under 7,5 m/s and the 
intensity of turbulence on the level of nacelle has to be lower than 16%, according to international standard 
IEC 61400-1. Maximal certified value of average speed in fifty years period is 37,5 m/s, while maximal 
allowed wind impact which can happen in fifty years long period is 52,5 m/s. [6]. Observing Equations (6) 
and (7), it can be noticed that the class of the turbine was well chosen, considering these limits as well. 

5.2. Allowed installed power of turbine 
Allowed installed power of the wind turbine is calculated with suggestion of power grid utility, and criteria 
for maximal power output which guaranties that in transient regime change of voltage at the connection spot 
to distributive grid will not exceed %2=∆u [7]. In this case, the harder limit was observed, due to rule book 
which suggest that in case of synchronous generator this is allowed to be 5%. This paper observed the harder 
limit, since there was a lack of certain coefficients, which couldn’t guarantee correct application of second 
criteria. According to this, wind plant can be connected to distributive grid, if next condition is fulfilled [6]: 

 
k

S
S KS

ve ⋅
≤

50
 (8) 

Where veS  is highest allowed value of installed power of generator in small plant, KSS  is short cut circuit 
power on connection spot, and k is coefficient showing the ratio between maximal starting and nominal 
current. 

Next equations show calculation of short-circuit power KSS  at the connection point. Values for three phase 

short-circuit current at transformer substation '
KSI , as well as transmission line impedance VZ are known. 

Transmission line impedance is calculated with data obtained from power distribution company 
“Elektrodistribucija Beograd”. 
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Calculation was performed with symmetrical component methodology for three phase short-circuit, with 
complex values [8]. Equation for three phase short-circuit current at the connection spot looks like this: 
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(9) 

Finally, short-circuit power value is MVAUIS KSKS 28,1313 ==  

U and FU represent nominal line voltage, and phase voltage. Using Equation (8), allowed installed power is 
kVASve 2625= . 

In this paper, two possible solutions have been analyzed: 
• 2,5 MW Goldwind, GW 121/2500 kW, with tower 120 m tall 
• 2,5 MW Goldwind, GW 121/2500 kW, with tower 100 m tall 

Based on detailed technical and economical analyze of possible solutions, Goldwind wind turbine was 
chosen, with installed power level of 2,5 MW. Since it was shown that wind profile power has significant 
positive gradient with height, the best choice is the higher tower, 120 m. This conclusion was acknowledged 
in WAsP software as well. 
 
5.3. General description of chosen wind turbine Goldwind 121/2500 
 
Goldwind wind turbine, GW 121/2500 kW was designed for locations with middle range wind speed. Rotor 
diameter is 121 m, and with installed power is 2500 kW. Turbine is with horizontal axe, positioned directly 
towards the wind direction. 
The basis of the Goldwind turbine is its permanent magnet generator which is gearless and directly driven by 
a three blade rotor, which can be pitch controlled. Rotor is external. 
Swept area of blades is 11 594 m2. Rated wind speed of wind for generator is 9,3 m/s. Cut-in wind speed is 3 
m/s while cut out wind speed is 22 m/s. 
Wind turbine is directly connected with its shaft on rotor of synchronous generator. Speed and mechanical 
momentum of wind turbine are controlled by both pitch control, as well as with control of power output of 
the generator through main control system. Variable frequency power from the generator enters the converter 
(fully controlled IGBT converter), which decouples generator frequency from frequency of the grid. 
Generator is three phase, synchronous multipole generator with constant excitation. Declared voltage at 
stator terminals is 690 V. Complete technical description can be found in [9]. 
 
5.4. Optimal choice of placement of wind turbine and grid connection draft solution 
 
Starting chapters explained why Vinča location was chosen for placement of wind turbine. Considering the 
microlocation where placement should be done, usual request were fulfilled, like distance from the 
distributive grid (around 200 m). Distance from the road will be 50 m. Ground is unused, covered with grass, 
and some smaller trees. 
Table 2. shows wind potential parameters at the chosen location 
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Table 2. <Wind potential parameters at observed location> 

 
Consideration of optimal location took in account that grid connection conditions are acceptable, meaning 
that further investments in electrical facilities are not required. It is also important that wind unit can be 
connected on a simple way on existing 35 kV transmission line (No 337, Beograd 1 – Nuclear institute 
Vinča) passing next to the wind turbine. Look of the connection to the grid can be seen in Figure 21, and 
schematics on Figure 22. 

 
Figure 21. <Grid connection> 

 

WGS UTM 
coordinates 
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(m) 
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altitude 

А (m/ѕ) K 
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226 120 7 2,06 6,33 296 0,0 0,0 

Internal cable grid 

Transformer substation 

Measurement and 
delimitation place 

35 kV transmission line 
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Figure 22. <Grid connection schematics> 

 
Numbers on the Figure 22. have following meanings: 

1. Wind turbine and wind generator 
2. Flexible cable cord 690 V 
3. Frequency converter 
4. Measurement equipment 
5. Switchgear facility 690V 
6. Block transformer 
7. Switchgear facility 35 kV 
8. Wind aggregate system protection and protection of transmission cable 
9. Internal connection cable 35 kV 
10. Self consumption of the wind unit 
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11. Input cell with switching equipment 
12. Measurement cell with transformers 
13. Output cell with switching equipment 
14. Cell for power handover measurement 
15. Advanced Metering Reading equipment 
16. Remote terminal unit 
17. Dispatch center 
18. Connection cable cord to existing 35 kV transmission line 

Based on draft design, it is suggested that wind farm Vinča should be connected on distributive grid with 
subterraneous 35 kV cable. On connection spot, placement for switchgear facility should be provided with 
measurement unit which should be the delimitation place between wind plant and Distribution Company. 
For correct development of the project complete grid connection study should be done. 
 

6. Wind farm Vinča production estimation 

 
6.1. Certified and real wind turbine power curve 

For precise estimation of production of wind farm Vinča, it is necessary to calculate power curve which 
refers to real conditions. Manufacturers declare power curve of wind turbine for standard air density 

3225,1
m
kg

=ρ . It was shown in previous chapters that air density on specified location is lower than 

certified one, so it is necessary to correct power curve. 
Equation (3) shows calculation of average air density on 35 m height. Using Equation (10) air density at 
nacelle level is  
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All variables are already mentioned above. Average value of air density at the level of nacelle is

318,1
m
kg

=ρ . 

Correction of power curve was done in next equation: 
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( )VP0 .represents standard power curve, obtained from manufacturer. Based on manufacturer power curve 
and previous equations, Figure 23. shows both certified and real power curve on observed height. Real power 
curve was implemented in software WAsP. 
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Figure 23. <Certified power curve and corrected power curve> 

 
6.2.Idealized annual production of wind plant 

Idealized net annual production of wind farm Vinča was calculated by software WAsP to be 8340 MWh. Net 
production refers to a case where there is no wake effect, wind turbine is 100% of time available and power 
curve is close to ideal. Idealized net capacity factor is calculated to be 38,1. 
 

6.2. Power losses and uncertainties in estimation of wind farm power generation 
Estimation of power production itself carries a lot of factors which influence on reliability of that estimation. 
Some of most important factors are mistakes in measurement of wind data, influences on air flow by tower 
for example, than mistakes which software itself carries in calculation of resource maps (spatial and height 
extrapolation). In case of complex terrains, mistakes are possible in roughness determination etc. 
Each of these uncertainties class has typical value range which it can bring in calculation. Complete ranges 
are possible to find in [2]. Here will be only given values for components which are calculated in estimation. 
Numbers are given by experience. 
Uncertainties due to spatial and height extrapolation have quite significant influence on power production. It 
was mentioned that data was obtained at Milićevo Brdo location, while location of future wind farm is in 
Vinča. WAsP software also brings mistakes in calculation, as well as models itself are not perfect. 
Considering this class, here are the factors which were observed: 
 

– Distance between Milićevo Brdo location and location of wind farm is 5,5 km. That is much more 
than maximum distance suggested by leading consultant companies. In this case uncertainty is 
calculated to be 6%. 

– Measurement height was 40 m, while turbine placement was suggested to be 120 m. This is also 
significant difference, so uncertainty is estimated to be 6%. 

– Uncertainties which occurred during data collection were estimated to be 2.5%.  
Considering this observations, total uncertainty is estimated to be 8,5 %. 
Since the correlation analyzes was avoided, uncertainty of long term estimation is expected to be 1%. 
Uncertainty in power curve exist due to certified conditions which assume that air density is not changing, 
turbulence is under certain level, completely clean and dry blades etc. As it is known, real conditions can 
vary from standardized. Consulting the literature [3], total uncertainty due to meteorological influences was 
estimated to be 10%. 
Calculation of all uncertainties is estimated to be 14,1% in total. 

6.3. Power losses 
For estimation of total annual electricity output to Distribution Company, it is necessary to estimate losses 
which can appear before delimitation place. Complete list of losses is shown. 
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– Wind unit unavailability 3% losses 
– Electrical losses in internal cable grid 0.5% 
– Grid unavailability 1% 
– Losses due to icing 0.5% 
– Other losses 0.5% 
– Total losses on annual level: 5.5%^ 
  

7. Wind farm Vinča production estimation with given expectancy 
 
As it was formerly shown, there are some uncertainties in estimation of power production from wind plants. 
For that reason, it necessary to estimate production with certain expectancy that it will happen on annual 
level. It is common practice that estimation is done with expectancies 50%, 75% and 90%. 
Calculation is done based on following equations: 

 ( ) nettWPW =50  (12) 

 ( ) ( )σ⋅−= 674,0175 nettWPW  (13) 

 ( ) ( )σ⋅−= 282,1190 nettWPW  (14) 

Where ( )50PW  represents net annual production, which will be realized with 50% possibility, ( )75PW  
represents net annual production, which will be realized with 75% possibility, ( )90PW  represents net 
annual production, which will be realized with 90% possibility. nettW  represents net annual production, 
calculated as difference between gross production ( idnettW ) and losses, and σ is for total uncertainties 
estimated. 
Results are shown in the Table 3. 
 
Table 3. <Wind production final results> 

 

 
 

References 
[1] Gburčik P., Solar and wind energy potentials in Serbia, National program of energy efficiency, 

Ministry for Science and Environmental Protection of the Republic of Serbia – Study EE704-1052A; 
2005 [in Serbian]. 

[2] Mikić, A., Design of Wind Farm Vinča Utilizing Software WAsP, Master thesis, University of 
Belgrade, Belgrade, Serbia, 2014 

Installed 
power 
(kW) 

Turbine 
model 

Tower 
height 
(m) 

Idealized 
net 
production 

idnettW  
(MWh) 

Net 
production 

( )50PW  
(МWh) 

Net 
production 

( )75PW  
(МWh) 

Net  
annual  
production 

( )90PW  
(МWh) 

2500 GW 
121/2500 120 8340 7881 7132 6457 

349



[3] Đurišić Ž.,General design with prefeasibility study of wind farm Sečanj with installed power  2,7 
MW, Electro Energy d.o.o, 2013. 

[4] Goldstein J. at all; Approaches for extreme wind speed assessment: a case study, Helimax Energy 
Inc., Montreal, Canada, World Wind Energy Conference, 2008 

[5] Europeam Wind Atlas, WAsP Help Menu, Riso National Laboratory, Poskilde, Denmark 1989 
[6] Đurišić Ž.; “Wind power plant“, School of Electrical Engineering, University of Belgrade, 2013. 
[7] http://www.aers.rs/FILES/AktiAERS/AERSDajeSaglasnost/2014-03-

25%20Izmene%20pravila%20o%20radu%20distributivnog%20sistema%20-%20EDB.pdf 
[8] Rajaković N.;Power system analyze I, School of Electrical Engineering, University of Belgrade, 

2012. 
[9] Titman E.; GOLDWIND 2.5MW Technical Description, July 2013. 
[10]  

350

http://www.aers.rs/FILES/AktiAERS/AERSDajeSaglasnost/2014-03-25%20Izmene%20pravila%20o%20radu%20distributivnog%20sistema%20-%20EDB.pdf
http://www.aers.rs/FILES/AktiAERS/AERSDajeSaglasnost/2014-03-25%20Izmene%20pravila%20o%20radu%20distributivnog%20sistema%20-%20EDB.pdf


Cost optimal energy supply of a livestock farm 

Marko Mančića, Dragoljub Živković b, Milena Todorovićc 

aUniversity of Niš, Faculty of Mechanical Engineering, Aleksandra Medvedeva 14, 18000 Niš, 
markomancic@masfak.ni.ac.rs 

bUniversity of Niš, Faculty of Mechanical Engineering, Aleksandra Medvedeva 14, 18000 Niš, 
dzivkovic@masfak.ni.ac.rs 

cUniversity of Niš, Faculty of Mechanical Engineering, Aleksandra Medvedeva 14, 18000 Niš, 
milenatod1@yahoo.com 

 
Abstract: Livestock farming is a significant part of agricultural market in Serbia. The number of 
livestock species has been descending recently, despite the potential for meat export. This paper 
addresses the problem of competitiveness of livestock farming by analyzing potentials for application of 
hybrid energy supply technologies using cost benefit analysis and annual energy performance TRNSYS 
simulations. A case study of a pig farm was used to perform an energy balance and allocation of energy 
supply costs. Potentials for application of heat pumps, solar thermal collectors, photovoltaics, biogas 
cogeneration were analyzed. Preliminary analysis pinpointed biogas cogeneration as an option with best 
feasibility based on the financial and environmental criteria. The benefits of application of biogas 
cogeneration are combined production of heat and power, electricity export to the grid, fertilizer 
production and reduction of green house has emissions.  The annual performance of the most feasible 
options was modeled in Trnsys software. Trnsys/GenOpt optimization was used to determine the optimal 
size of the system based on the maximum net present value function as a goal function. It was found that 
the optimal shaft power of the proposed biogas cogeneration system corresponds to one third of the 
currently installed heating power. 

Keywords: hybrid energy, energy supply, livestock farming, efficient energy supply, net present value, 
energy savings. 

1. Introduction 
Livestock farming is a significant part of the agriculture market in Serbia, with high potential for meat 

export predominantly [1] and significant production potentials in Central and South-east Serbia [2]. 
Implementation of new technologies could increase competitiveness of the domestic livestock production 
[1]. According to research results in Flanders, the most energy efficient pig and dairy farms are intensive 
farms, where high production is combined with low energy consumption, resulting in a gross value added per 
production unit comparable to or higher than the average [3]. One fifth of the world’s pork production takes 
place in EU, hence, an important socio-economic factor [4]. Research of energy consumption of Danish 
livestock farming indicated energy use of 20 MJ per kg of live weight pig produced, which varied more 
significantly between observed farms than between analyzed yearly data for each of the farms [5]. Analysis 
of the estimated potential for energy savings in EU showed possibilities for energy saving of up to 47% by 
using manure for energy production, up to 28% by reduction of feed use and, up to 25% by reducing manure 
in house storage [4]. Although manure utilization for energy production was found to have significant 
potential for both energy savings and green house gas (GHG) emissions, utilization of other energy supply 
technologies was omitted from the study. In this paper, utilization of renewable energy sources is analyzed as 
well as the use of waste generated at the farm. 

A model for assessment of fossil energy use in agriculture showed that reduction of fossil energy use may 
be obtained with organic farming, but the production rate is also decreased this way [6]. This model may be 
used to calculate average production and fossil fuel consumption data, whereas the properties of specific 
energy processes are neglected. Production on biogas on livestock farms is recognized as a measure for 
improved waste management and energy supply improvement in the literature [7-14]. A recent research 
indicated that agricultural production is the hot spot of life cycle of food products, where impact of waste 
management systems in pig farming and environment impact are analyzed, but energy supply systems are 
omitted from the research [7]. Multiple environmental benefits in different sectors have been recognized 
from the Danish farm experience with centralized biogas plants from the 1970s until now: it generates 
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renewable energy, it enables the recycling of organic waste, it can play a role in manure distribution and 
storage and improve the veterinary aspects of manure, it can reduce fertilizer use, and it contributes to the 
reduction of the greenhouse gas methane [8]. In the study, some problems of unstable plant operation, low 
biogas yields on small farms for reaching economic feasibility, are recognized for small systems; however 
energy generation is indicated as the dominant incentive, especially for centralized biogas systems [8]. The 
composition of input substrate affects methane and biogas yield, and can be further used to produced heat, 
steam and electricity [9]. In an economical analysis of available biogas production technologies in Sweden 
and utilization of biogas for production of heat, combined heat and electricity (CHP) and vehicle fuel, CHP 
option showed favorable economic feasibility, but also highest sensitivity to the tested parameters [10]. Non-
technical barriers could also affect implementation of biogas and other energy efficiency and renewable 
energy options [11,12], but this isn’t within the scope of this paper. Comparison of eight waste to energy 
technologies in today’s energy systems showed that utilization of organic waste in manure based biogas 
production provides cheaper CO2 reduction than incineration, and while utilization of produced biogas for 
transport provides the largest CO2 reduction, utilization of biogas for CHP provides the lowest CO2 
reduction cost [13]. A study of economic feasibility of electricity generation from biogas in small pig farms 
showed that the payback period of the biogas production facility is significantly influenced by the equipment 
for H2S removal, but the study assumed a 45% subsidy [14]. 

The goal of this paper is to pinpoint an optimal renewable energy supply system of a farm, based on its 
final energy demand properties, and to find optimal production capacity of the system. The methodology 
used to gain results envisages a steady state analysis for initial evaluation of the possible options according to 
cost benefit analysis for the system lifecycle, and a detailed dynamic energy system modeling approach for 
evaluating annual performance of the system with best results of initial evaluation. Dynamic performance 
simulation for a typical meteorological year is used as basis for optimization of system production capacity. 
Technologies analyzed in the case study presented in the paper were chosen with respect to locally available 
resources. Decision making model used for optimization is based on economic, energetic and environmental 
performance estimation. 

2. Methodology 
This paper addresses technical and economic feasibility of application of renewable energy technologies 

on livestock farms. A case study of an intensive pig farm is chosen to generate and evaluate energy and cost 
saving options. An energy audit is performed to gather data and perform an energy balance of the farm and 
its major energy processes. Analysis and techno-economic optimization performed for the case study pig 
farm, part of "Delta Agrar Ltd, Zaječar", consists of the following: 1) Acquisition of data about relevant 
energy and material flows at the farm, 2) Steady state analysis of the farms energetic and cost performance, 
generation and initial evaluation of the options, and 3) Modeling and optimization of the capacity of best 
rated option, and 4) defining the best option capacity based on the optimization results.  

According to acquired and calculated energy performance data, cost of energy inputs and outputs is 
allocated and quantified. Energy supply options are generated according to on-site energy demands and the 
following criteria: 1) utilization of available waste, 2) application of efficient conventional energy supply 
technologies, 3) utilization of on-site renewable energy sources, and 4) application of integrated options.     

Cost-Benefit Analysis (CBA) is used for initial evaluation of the generated options. Best rated option is 
chosen based on financial, energetic and ecologic performance for further analysis. Dynamic Trnsys energy 
performance model of the best rated option is created and coupled to the demand-side model to further 
investigate system performance. Trnsys/Genopt optimizations of the modeled systems are conducted to 
determine optimal production capacities of the chosen system layout with Net Present Value function used as 
the goal function. CBA project profitability parameters are calculated based on dynamic annual performance 
of the chosen options with optimal capacities, and compared to pinpoint the best renewable energy supply 
option. 

3. The case study of a pig farm 

In this paper, a case study of an integrated pig farm with production annual capacity of 1,350 sows, and 
32,000 fatlings, achievable in 4 turns a year is chosen for analysis. Animals are housed in sections according 

352



to the stage of breeding process they are in. These buildings are equipped with a slatted floor, through which 
slurry and other organic waste is drained and fed to an outside storage reservoir. Temperature in the 
buildings for animal housing is maintained throughout the breeding process according to the breeding stage. 
There are 6 animal housing buildings at the farm, 3 of which where farrowing and growing takes place, 
require heat for maintaining temperature necessary for ensuring animal health. In addition to the pig growth 
business, the farm performs agricultural crop production on 390ha of arable land in the surrounding area. 

Final energy consumption at the farm is represented by heating and electricity demands (Fig.1). 
Electricity provided by the national supply grid is used to power animal feeding equipment, fans and pumps 
used for heating and ventilation of the buildings, water supply pumps and lighting. Washing water of the 
farm is supplied from 3 on-site underground wells. Heat is supplied by two identical 750kW coal fired 
boilers, distributed for heating of animal housing buildings, an office building and heating sanitary hot water 
(SHW). Sanitary hot water system is equipped with a 3000l tank, which is heated to 60oC by heat supplied 
from the boilers in the heating season and by electric heaters in the summer. 

3.1. Energy consumption and indicators 
 Compared to the benchmarks, calculated energy indicator values tend to have just slightly higher 
values. The presented benchmark values represent average values, instead of best practice values [17]. Three 
year average values of energy and water consumption were used to calculate indicators for the case study 
farm. The selected farm can therefore be considered a typical representative of an intensive pig farm, and the 
methods and results can be considered widely applicable. 

Table 1. Calculated energy indicators compared to benchmark values 

Indicator Unit Value Benchmark value [17] 
Water consumption m3/head/year 1.19 1.825 (partly slated floor) 

0.07-0.3 (Breeding and finishing farms) 
Electricity consumption kWh/head/year 43.43 42.7 (Integrated farms) 

Thermal energy consumption kWh/head/year 49.28 43.74 (Integrated farms) 
Total energy consumption kWh/head/year 92.72 83-124 (over 450 sows/year) 

41-147  (over 2100 piglets/year) 
 

3.2. Preliminary analysis and generation of efficient options 

Electricity consumption data was collected for a period of 3 years, and average monthly values are 
presented in Fig. 2. Heat is supplied by two identical 750kW coal fired boilers, distributed for heating of 
animal housing buildings, an office building and heating sanitary hot water. According to data acquired on-
site, an energy balance of the farm as en energy system was performed . The boilers are fired using 
“Lubnica” coal produced in the area, with the composition found in [16]. Total boiler loss of 30% was 
calculated based on method found in [16], where it was found that most of the energy is transferred to the 
ambient with the exhaust gas. 

Fig 1. Annual energy demands at the farm 

Mass flow rates and temperatures of water supply and return, and water supply to the animal housing and 
office buildings were measured using Greyline PT400 mass flow rate sensor and TESTO 831 temperature 
sensor. It was assumed that the temperature at the surface of hot water supply pipe beneath the insulation was 
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approximately the same as temperature of water in the pipe. Produced heat is distributed further by the main 
distribution pipeline to the block of 3 animal housing buildings, an office building and to the SHW boiler. 
Temperature of the main supply pipeline was read from an existing thermometer in the boiler house. The 
following temperatures were read at the time of the measurement: main supply pipeline temperature 90oC 
(3), temperature at inlet for heating buildings 81.2oC (22), temperature at office building inlet and SHW 
heating 74.5oC (25), temperature at main return pipeline 71.6oC (4). Measured fluid flows were 4.98kg/s for 
the mains, 0.32kg/h for the office pipeline and 0.15kg/s for SHW heating.  

Energy consumption data and results of the energy balance are used to allocate costs of the energy supply 
and allocate costs of identified energy streams. Breakdown of the farms energy supply costs is presented 
with respect to the following assumptions: (1) Cost of kWh of supplied heating is calculated based on annual 
coal consumption for 4320 hours of the heating season, and supply cost of “Lubnica“ coal [18] in €; and (2) 
Cost of electricity is taken from the available data, as average cost per kWh. With these assumptions, the cost 
of heat supply is 10.125€/MWh and the average cost of electricity is 61.97€/MWh. Breakdown of the costs 
of heating at the farm is presented in Fig 2. 

Fig. 2. Breakdown of total energy consumption and costs of consumed final energies 

Energy demand of the farm consists of: heating demand 69.63% and, electricity demand 30.37%. 
Breakdown of costs for consumed energy show that 72.75% of costs are related to electricity consumption 
and 27.25% to production and distribution of heat. An average price of 25.87€/MWh can be calculated for 
the farms energy supply based on total annual energy consumption and total annual cost of supplied energy. 

4. Applicable energy supply technology options 
Applicable technology options were generated with respect to local energy sources, final energy demands 
and other case specific demands. The following on site energy sources were found and analyzed: solar 
energy, geothermal energy of three underground water wells, organic waste water stream, agricultural 
production biomass, and fossil fuels. The final energy demands considered are heating (space heating and 
sanitary hot water heating) and electricity demands. Apart from this, agricultural production has a demand 
for significant quantities of fertilizer, estimated to 120-180 kg/ha, and there is a demand for animal foods. 
Apart from fossil fuels, the farm has a position open to solar radiation, underground water sources and 
organic waste which could be used as energy sources. Heat consumers at the farm are animal housing 
buildings, and sanitary hot water heated to 60 oC , indicate applicability of low temperature energy supply 
technologies. Apart from heat supply, demand for electricity is also considered in the paper, as well as 
generation of waste and raw material demands. The following technologies are considered applicable: (1) 
utilization of organic waste water streams for biogas cogeneration (BCHP) (2) Low temperature solar 
thermal systems, i.e. flat plate solar thermal collector systems, (3) photovoltaics, (4) vapor compression heat 
pumps. Integrated options acquired by combination of these systems are also considered. 

4.1. Application of biogas cogeneration 
Based on literature review [3,7-14, 17,22], biogas is considered an effective option on livestock and poultry 
farms with the following benefits: production of heat and electricity, utilization of organic waste, reduction 
of green house gas (GHG) emissions, production of organic fertilizer as a byproduct, reduction of odor, and 
possibly profits of sales of electricity and/or heat. Annual potential for onsite biogas production was 
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estimated according to theoretical amount of slurry and other organic waste animal head (table 2), with 
respect to the real animal capacities at the farm. 

Table 2 Estimated organic waste for biogas production 
  
  

Heads 
No. 

Slurry 
(kg/head/day) 

Solid manure 
(kg/head/day) 

Urine 
(kg/head/day) 

Finishers 7870 5.35 3 1.5 
Weeners 5221 1.85 1 0.5 
Finishers (160 kg) 2 11.5 6 10 
Farrowing sows 1080 13.4 5.7 10.2 
Gestating sows 258 7.1 2.4 4.7 
Suckers 3104 1.85 1 0.5 
Gilts   258 3.6 2 1.6 
Total (kg/day)  17535 39238.2 28628.9 
 Total (m3/day)  16.86 37.729 28.628 

Available slurry for methane production is estimated to 74.6 t per day (Tab 2), and a biogas yield of 27.5 
m3 of biogas per t of fresh slurry [22], annual methane yield is estimated to 450242.1 m3. For this estimation, 
a ratio of methane in produced biogas of 60% is assumed [23]. Based on literature review, internal 
combustion engine based  biogas cogeneration (BCHP) can be considered the best cogeneration technology 
for application at the case study farm [24,25]. 

In the initial analysis, estimation of BCHP performance is done with the following assumptions: 1) CHP 
ICE engine runs with constant efficiency transferring 35% of input fuel energy to electricity and 52% to heat; 
2) digestate drying is applied and fertilizer is produced; 3) all of the produced electricity is exported to the 
grid, 4) electricity export price is 123.1€/MWhe [26] for electricity produced using gas of animal origin. 
According to literature review [27,28], a linear approximation of the investment cost for the biogas CHP 
plant [ ]€BCHPI  as function of installed power for electricity production of the CHP CHPeP   module as is 
written as: 

1.09 3602BCHP CHPeI P= − +       (1) 

The model takes advantage of a heat storage tank, with the capital investment [ ]€HSI determined as a linear 

function of the storage volume capacity 3[ ]HSV m  and unit cost factor of heat storage 3[€ / ]HSc m of 400 
3€ / m :  

HS HS HSI c V=         (2) 
According to results of the initial estimation, BCHP can cover 69.5% of heating demands, while the rest 

must be met using boilers. In addition to produced heat and electricity, it is estimated that 906.64 t of 
fertilizer can be produced. Achieved profit in CHP-BHP scenario is estimated at 205,669€/year, which is 
obtained by electricity export to the grid and sale of fertilizer produced in the summer.  

4.2. Application of vapor compression heat pumps 
Heat demand represents 70% of the farms final energy demand. With three ground water wells, 

application of vapor compression heat pumps is analyzed as a cost effective energy supply solution [19]. The 
temperature of the ground water, used for washing, was 10oC on the day of the measurement. Typically, 
coefficient of performance (COP) of heat pumps (HP) can vary during operation. In this paper, and average 
value was used with the average values with source temperature of 10oC dropping from maximum rated 
values for output temperatures of 55oC [19,20]. Better COP could be achieved with lower output 
temperatures, but this requires additional investment on the consumer side. Performance of heat pump 
application may be estimated with an average COP of t 3.3 [20,21]. A binary setup can be considered most 
applicable, where the heat pump is used to cover base loads and the boiler to meet peak loads [19].  

Based on the heat pump market in Serbia, initial investment of large scale heat pump [ ] €HPI can be 
approximated as a linear function of installed heat pump power [ ]HPP kW : 
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0.116 218.325hp hpI P= − +       (3) 

According to the initial estimation, the heat pump heat supply option could provide energy savings up to 
69% and CO2 savings up to 35%. However, with the on site specific heat cost and electricity cost, this option 
is not competitive on its own and will not be further analyzed on its own, but as part of integrated options.  

 
4.3. Application of solar thermal energy systems 
 
The farm and its buildings have an open position, i.e. other objects do not block solar radiation to the 

farm. All the buildings at the farm are one story buildings set apart so there are no shadows on the rooftops. 
According to the annual final energy demands profile (Fig 1), with respect to relatively low temperature 
energy demands, flat plate solar thermal collectors (ST) could be used to cover base loads or SHW demands, 
thus reducing electricity consumption in the summer while avoiding solar collector stagnation. Performance 
of the solar SHW system is estimated based on average annual data [22], i.e. production of heat of a square 
meter of solar thermal collector of  460kWh/m2 was found. The proposed flat plate solar thermal collector 
system of 36 solar thermal collectors with collector area of 86.40m2, sized to avoid system stagnation in the 
summer.  

Annual solar heat production is estimated to 39.74MWh, which corresponds to 45.35% of the summer 
SHW heat demand and 2% of total net annual heat demand. Hence, annual energy saving for SHW heating 
by application of solar thermal collectors is estimated based on saved electricity for SHW production at 
2462.94€. Initial investment of the solar thermal system [ ]€STI  is estimated as linear function of the specific 

cost factor of a square meter of solar thermal collector 2[€ ]/STc m  of 350 €/m2, and total surface of solar 

collector system 2[ ]STA m  where 40% additional costs for installations and construction were accounted for.  
 ST ST STI c A=       (4) 

 
4.4. Application of photovoltaics 
The farm has significant roof top and land area to mount photovoltaic solar panels (PV). Available 

rooftop surface with south-east orientation on all of the farms buildings is estimated at 9190m2. Estimation of 
effects of using such a system, with an assumption of possibility to export electricity to the grid with feed-in 
tariffs is presented. The feed-in tariff for electricity produced using PV [26] decreases with installed power 
of PV. The feed-in tariff used in the estimation for rooftop mounted solar collectors is a linear function of 
total installed (peak) PV array power [29]. The estimation of the capital investment cost included the costs of 
DC/AC inverters and the costs of roof mounting support system for the PV array over the existing old 
rooftop construction. Capital Investment cost of the PV system [ ]€PVI is estimated based on specific cost 
factor per kW of installed power [€ / ]PV ec kW of 1.5€/kWe which includes AC/DC inverters and collector 
support. Performance of the PV system is estimated based on an average annual performance per of 
105kWh/m2 of PV. 

PV PV PVI c P=      (5) 
Number of PV modules which could be mounted on a single rooftop is 370, with a peak power of 

99.90kW. A single rooftop system could produce an annual energy yield of 115.37MWh creating an annual 
profit of electricity export of 23,077.11 €/year. 

 
4.4. Application of integrated technologies 
According to the previously estimated performance of analyzed energy supply technologies, integrated 

options were generated and performance of integrated options was estimated.  It is assumed that all of the on-
site produced electricity can be exported to the grid according to the current feed-in tariff system. Results are 
presented in Table 3. Estimated effects for using photovoltaic systems mounted on a single (PV1) rooftop 
and mounted on 6 rooftops (PV6) are presented in the table. The number of integrated applicable options is 
presented by the integration level, with the aim to present effects of combined performance of hybrid 
integrated energetic systems. 
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Table 3. Estimated performances of integrated energy supply options 

OPTION HP+ 
PV6 

HP+ 
PV1 

HP+BCHP BCHP 
+ST 

PV1 
+ST 

PV1 
+BCHP 

HP+BCHP 
+ST 

PV1+BCHP 
+ST 

HP+PV1+ 
BCHP+ST 

Integration level 2 2 2 2 2 2 3 3 4 
Heat prod. (MWh) 1358 1358 4107 2793 43 2365 4151 2793 4151 
Ele.prod. (MWh) 692 115 2365 2365 115 2480 2480 2480 2480 
El. export (MWh) 692 0 1777 2365 115 2480 1777 2480 1892 
Fertilizer prod. (t) 0 0 1823 1823 0 1823 1823 1823 1823 
Heat saved (MWh) 1358 1358 1358 43 43 1401 1401 43 1358 
CO2 saved (t) 692 435 320 20 136 115 656 771 771 
Invest. (1000 €) 1025 275 1251 1126 180 1149.5 1281 1179.6 1304.6 
Profit (1000 €) 925.5 9.6 175.9 191.8 25.5 235.4 178.4 236.6 223.2 
Simple Pay-back 11.1 28.5 7.1 5.9 7.1 4.9 7.2 5.0 5.8 
H. demand (MWh) 1940 1940 1940 4305 1940 4305 4305 4305 4305 
El. demand (MWh) 1578 1578 1578 990 990 990 1578 990 1578 
Heat ratio (%) 0.70 0.70 0.70 0.01 0.02 0.33 0.33 0.01 0.32 
Electricity ratio (%) 0.44 0.07 1.50 2.39 0.12 2.50 1.57 2.50 1.57 

 

5. Preliminary evaluation of energy supply options 

To estimate economic feasibility of the presented energy supply options, a cost benefit analysis (CBA) 
was performed [30]. The economic life of defined projets could be estimated for each of the projects 
individually. For the purpose of this study, ecomic life of 12 and 20 years was used to provide comparability 
of the options. The project life of 12 years coresponds to the period of viability of electricity export contracts 
according to the active feed-in tarif system [29,30], whereas project life of 20 years is closer to the period of 
complete amortization of analyzed equipment. For the evaluated future revenues and expences, i.e. inflation 
impact, constant price model was used, corrected  by a real price growth of 0.6%. Since the end of the 
project lifecycle does not predict revenues originating from sale of the assets, no residual value is assumed. 
Project revenues originate from exported electricity and energy saved compared to the base case, as well as 
for sales of fertilizer, for the BCHP options.  Results of the CBA for 12 years are presented in table 4 and 
Fig. 4. 
 
Table 4. Results of the CBA 
OPTION Investment  

(€) 
Pay-
back 

NPV 
( 12 year) 

  FRR 
(12 year) 

NPVQ 
(12 year) 

Feasible 
Yes/No 

HP 125000.00 >20 N/A N/A N/A  No 
ST 30240.00 11.9 -4,660.22  0.25% -0.15 No 
PV1 147000.00 6.6 88,705.28 12.07% 0.60 Yes 
PV6 882000.00 8.7 206,558.30 6.77% 0.23 Yes 
BCHP 1126282.18 5.6 1,035,877.87 16.21% 0.92 Yes 
HP+PV6 1007000.00 10.2 60,024.31 4.00% 0.06 Yes 
HP+PV1 272000.00 13.7 -57,828.72 -0.87% -0.21 No 
HP+BCHP 1251282.18 6.3 889,343.88 13.51% 0.71 Yes 
HP+ST 155240 >20 N/A N/A N/A No 
BCHP+ST 1156522 5.7 1,031,217.65  15.85% 0.89 Yes 
PV1+ST 177240 7.2 84,045.06 10.29% 0.47 Yes 
PV6+ST 912240.0 8.8 201,898.08 6.58% 0.22 Yes 
PV1+BCHP 1273282 5.7 1,124,583.14 15.74% 0.88 Yes 
HP+BCHP+ST 1281522 6.3 884,683.66 13.24% 0.69 Yes 
PV1+BCHP+ST 1303522 5.8 1,119,922.92 15.43% 0.86 Yes 
HP+PV1+BCHP+ST 1428522 6.4 973,388.93 13.12% 0.68 Yes 

 
The following parameters were calculated to investigate financial and economic feasibility of the project 

[28]: 
 

Net annual savings:    t e eB B P C= −∆∑                                                           (6) 
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Where: B-total annual savings; Bt – energy savings for one year (t=1…n); eC∆  - exploitation cost 

change. 
Net present value NPV: 

( )
0

/ 1
n

t
tNPV B d= +∑                                                   (7) 

Where: d – discount rate; n – estimated project lifetime, B – annual net cash flow (revenue).  
Since the revenues are persumed constant during the project lifetime, NPV is calculated as: 

 
NPVQ=NPV/PVI        (8) 

Financial rate of return FRR is calculated for a scenario of investment without a loan from comercial 
banks for the discount rate of 3% using the Microsoft Excell built in iterative solver.  
 

 
 

Fig. 4 Results of the cost-benefit analysis (CBA) 
 

According to the results of the CBA, feasibility of the projects was determined. Projects with either 
negative NPV value at the end of project economic life, negative NPVQ and FRR<d are rated as not feasible. 
The analysis indicated best financial performance of the options including BCHP and PV options.  

Profitability of cogeneration is improved when the system is operated throughout a year, with utilization 
of both heat and electricity. In addition to heat supplied to the buildings, heat produced by the cogeneration 
module can be utilized in the process of fertilizer production for drying the digestate, a byproduct of the 
process of biogas production. 

Although biogas could be used in gas fired boilers to meet local heat demands, in an economic analysis 
of available biogas production and utilization technologies in Sweden utilization of biogas for combined 
production of heat and electricity (CHP) was among the top rated solutions [14]. According to estimated 
annual methane production capacity, a CHP unit could be used to cover base heating loads and produce 
electricity. 
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Fig 5. TRNSYS model of the case study farm: a) TRNSYS 3D multizone model, b) biogas cogeneration system 
model 

6. Trnsys/Genopt optimization  
 
A dynamic annual performance model of the farms energy demands is created and couplet with the BCHP 
model in Trnsys software. The modeled BCHP plant exports electricity directly to the grid, while waste heat 
for the engines jacket water and flue gas heats a heat storage tank, which is further used for heating animal 
housing buildings. The system is equipped with a gas fired boiler, which is engaged when available heat 
from the heat storage is insufficient for maintaining room temperature above 16 oC. 
The performance of the modeled ICE with change of its part load ratio (PLR) is given in table 5. 

Net present value function of the biogas cogeneration system project was used as the goal function for 
optimization, with the economic lifecycle set to 12 years, the period equal to the duration of a typical 
contract for electricity export with the feed-in tariff price. In order to determine the net present value of a 
project, determination of the net annual cash flow is of high importance, which in this case is defined by cost 
savings achieved by utilization of the proposed system. Net annual savings achieved by application of the 
biogas cogeneration system in the analyzed case study of a pig farm are determined by: 1) available organic 
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waste which could be used for biogas production and therefore running the cogeneration module, 2) cost of 
produced biogas is considered negligible, since the initial capital investment cost and annual maintenance 
costs are treated independently, 3) in periods without sufficient amount of produced biogas, the cogeneration 
system can utilize natural gas with the common market cost. Cost saving achievable by selling produced 
fertilizer are not considered in this paper, it is assumed that all of the produced fertilizer can be applied to the 
agricultural crop farming performed at the farm. Integration of the net annual cash flows, and project 
profitability parameters of the biogas cogeneration project is performed in TRNSYS software, so that the 
dynamic performance of the system during a typical meteorological year affects fuel consumption, and 
therefore project profitability and the goal function.  

 
Table 5. Part load ratio performance data of the simulated ICE ( fraction of nominal value)  
Part 
Load 
Ratio 

Mech. 
Eff. 

Elect. 
Eff. 

Waste Heat to 
Jacket 
Water 

Waste 
Heat  to Oil 

Cooler 

Waste 
Heat to 

Exhaust 

Waste 
Heat  to Aftercooler 

Waste 
Heat  to Environment 

0.4 0.338 0.921 0.311 0.07 0.532 0 0.087 
0.5 0.35 0.932 0.314 0.071 0.526 0.013 0.076 
0.6 0.359 0.936 0.314 0.071 0.521 0.026 0.068 
0.7 0.365 0.939 0.314 0.07 0.517 0.037 0.061 

0.75 0.367 0.939 0.313 0.07 0.515 0.043 0.059 
0.8 0.368 0.939 0.313 0.07 0.513 0.048 0.056 
0.9 0.368 0.939 0.31 0.069 0.512 0.057 0.052 
1 0.364 0.939 0.307 0.068 0.514 0.065 0.047 

 

Simulated BCHP performance in interaction with the simulated energy demand performance in each time 
step for a typical meteorological year. The presented economic parameters strongly depend on the simulated 
fuel consumption and fuel costs. TRNSYS/Genopt optimizations were conducted using negative value of 
NPV as optimization goal function, where the minimum of the negative value of NPV for 12 years of the 
project, in the given domain is the optimal point. 

6.1. Applied optimization method 

In this paper, Genopt software was used as the optimization tool, with Trnsys software running in batch 
mode. Output values of the given TRNSYS optimization variables obtained through the dynamic simulations 
of the system were used as inputs for the optimization process. For optimization purposes, the Hooke Jeeves 
algorithm was used [31] Hooke Jeeves algorithm to determine the goal function minimum point. 

Hooke and Jeeves algorithm [31] divide the algorithm in an initial exploration (I), a basic iteration (II), and a 
step size reduction (III). (I) and (II) make use of so-called exploratory moves to get local information about 
the direction in which the cost function decreases. Let ix R∆ ∈  be the step size of the i-th independent 
parameter, and n

ie R∈  assume we are given a base point, called the resulting base point rx  and its function 

value, ( )p rf f x  , then we make a sequence of orthogonal exploratory moves. To do so, we set 0i = , and 
assign 

 p rf f← ,       (5) 

Otherwise, we assign: 

 i ix x∆ ←−∆        (6) 

i
r r ix x 2 x e← − ∆       (7) 

360



Evaluate ( )rf x  and assign  ( )r rf f x← . f this exploration reduced the cost function, we apply p rf f←  
(6). otherwise, we reset the resulting base point by assigning 

i
r r ix x x e← −∆        (8) 

so that the resulting base point has not been altered by the exploration in the direction along  ie . Therefore, if 
any of the exploration moves have been successful, we have a new resulting base point rx , and a new 

function value ( )p rf f x= . sing the (probably new) resulting base point rx   he same procedure is repeated 

along the next coordinate direction (i.e., along  ie ), until an exploration along all coordinate vectors 

{ }, 1, .,ie i n∈ …  has been done. 

Fig 6. Hooke Jeeves optimization [20]: (I) initial iteration, (II)  exploration  (III) step size reduction. 

At the end of the n exploratory moves, we have a new resulting base point rx  f and only if at least 
one of the exploratory moves led to a reduction of the cost function. Hooke Jeeves algorithm, with the initial 
iteration (I), general search (II) and step size reduction (III), is presented in fig 3. 

6.2. Optimization results 

For the created model of energy demand and BCHP plant based on an ICE engine with performance 
described in table 2, Genopt opimizations were conducted to determine the optimal size of the BCHP plant, 
i.e. the optimal power of the ICE and the optimal volume of the heat storage tank. Energy and fuel costs are 
considered constant. A discount rate of 5% was used in economic evaluation Hooke Jeeves algorhytm was 
used for optimization. The  convergence was reached and pinpointed the solution. A BCHP plant of 500 kW 
with 100 m3 of heat storage is the optimal solution is obtained using Hook Jeeves algorhytm, after 40 
iterations.  Optimization results are presented in fig. 7. 
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Fig. 7. Optimization results obtained using Hooke Jeeves algorithm 

7. Conclusion 

In this paper, a literature review to technologies with positive effects on the environment used at livestock 
farms was presented. Based on the review, it can be concluded that utilization of organic farm waste for 
biogas production can be considered the best option for waste treatment, and combined heat and power 
production and biogas powered cogeneration technologies can be considered best in terms of energy supply 
of the farm. Effects of application of biogas cogeneration system for a case study of a large intensive pig 
farm with capacity of 20000 heads per year in four turns.  Based on the energy performance data of the farm, 
it was concluded that the analyzed farm can be considered a typical representative of its type. Based on the 
acquired energy consumption and energy cost data, it was concluded that approximately heat consumption 
represents 70% of the total farms energy consumption, and approximately 30% of the farms energy annual 
costs. The cause of such energy consumption and cost ratios are the current tariffs of electricity and fuel used 
for heating. 
Based on the acquired energy system data, a dynamical model of the farms energy demand was created using 
TRNSYS software, which consists of the multizone model of the farms buildings, main supply pipeline 
model, air convection heating model and the model of biogas fired cogeneration system with a boiler for 
peak loads. After determining net annual cost savings achievable by application of the proposed biogas 
cogeneration system, and net present value of the biogas cogeneration project as function of the simulated 
annual behavior of the system with a given capacity, a Genopt optimization of the system capacity was 
performed. Net present value function for 12 years was used as the goal function. Optimal solution was 
obtained and it represents one third of the presently installed heating power at the farm, and envisages 
utilization of a huge heat storage unit. Optimization was performed using the Hooke Jeeves optimization 
algorithm and Genopt software. 
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Abstract: Optical design of a solar parabolic dish concentrator is presented. The parabolic dish 
concentrator consists from 11 curvilinear trapezoidal reflective petals made of PMMA (polymethyl 
methacrylate) with special reflective coating. The system has diameter D = 3800 mm and theoretical focal 
point distance f = 2260 mm. Numerical simulations are done in the commercial software TracePro from 
Lambda Research, USA. This paper presents finding of the optimal position and diameter of the receiver. 
The decision for choosing the optimal position and diameter of the receiver is based on the calculation of 
the total flux on the receiver surface and the distribution of irradiance for the absorbed flux on the center 
and the periphery receiver surface. The simulation results could serve as a useful reference for design and 
optimization of solar parabolic dish concentrators. 

Keywords: Parabolic concentrator, Focal flux, Ray tracing analysis, TracePro software. 

1. Introduction and survey of literature  
The device, which is used to transform solar energy to heat, is referred to a solar collector. The solar thermal 
collectors have been widely used to concentrate solar radiation and convert it into medium-high temperature 
thermal processes. With threats of global warming and increased energy demand and cost, the use of 
renewable energies is becoming more and more popular. Characteristics of solar thermal collectors, 
especially the concentrating type, are well established in research literature and have many applications in 
industry and for domestic water heating and steam generation [1,2]. The solar concentrating collectors 
operate by focusing incident solar radiation onto a small area known as the focal area. Many classes of 
concentrating collectors are available, each with different concentrating ratios and maximum absorber 
temperature, depending on the type of application. Generally, solar thermal utilization can be categorized 
into low- temperature solar concentrating system and high temperature solar thermal systems. The low 
temperature solar systems, which may not involve sunlight concentration, have lower conversion efficiency. 
The high temperature solar thermal systems, which require sunlight concentration, have higher conversion 
efficiency [3,4]. Pavlovic et al. [5] presented a mathematical and physical model of the new offset type 
parabolic concentrator and a numerical procedure for predicting its optical performance. The designed 
parabolic concentrator is a low cost solar concentrator for medium temperature applications. Pavlovic et al. 
[6] developed mathematical model of solar parabolic dish concentrator based on square flat facets applied to 
polygeneration system. Authors developed optimization algorithm for search of optimal geometric, optical 
and cost parameters.  
Traditionally, the optical analysis of solar concentrators has been carried out by means of computer ray-trace 
programs. This method for calculating the optical performance is fast and accurate but assumes that the 
radiation source is a uniform disk. Imhamed M. Saleh Ali et al. [7] have presented study that aims to develop 
a 3-D static solar concentrator that can be used as low cost and low energy substitute. Their goal was to 
design solar concentrator for production of portable hot water in rural India. They used the ray tracing 
software for evaluation of the optical performance of a static 3-D Elliptical Hyperboloid Concentrator 
(EHC). Optimization of the concentrator profile and geometry is carried out to improve the overall 
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performance of system. Kaushika and Reddy [8] used satellite dish of 2.405 m in diameter with aluminium 
frame as a reflector to reduce the weight of the structure and cost of the solar system. In their solar system 
the average temperature of water vapor was 3000C, when the absorber was placed at the focal point. Cost of 
their system was US$ 950. El Ouederni et al. [9] was testing parabolic concentrator of 2.2 m in diameter 
with reflecting coefficient 0.85. Average temperature in their system was 3800C. Y.Rafeeu and 
M.Z.Z.AbKadir [10] have presented simple exercise in designing, building and testing small laboratory scale 
parabolic concentrators. They made two dishes from acrylonitrile butadiene styrene and one from stainless 
steel. Three experimental models with various geometrical sizes and diameters were used to analyze the 
effect of geometry on a solar irradiation. Zhiqiang Liu et al. [11] presented a procedure to design a facet 
concentrator for a laboratory-scale research on medium – temperature solar concentrator. Quianjun et al. [12] 
have investigated on the photo – thermal conversion efficiency in order to improve the cost effectiveness of 
the solar system. They used the Monte Carlo ray tracing method for calculating the radiation flux distribution 
on the receiver and the ANSYS Fluent for calculation of radiation and convection heat transfer mechanisms. 
Their results show that outlet water temperature and energy input linearly increase with increasing direct 
normal irradiation, but energy output non-linearly increases with increasing direct normal irradiation. Their 
results also show that the maximum energy efficiency is 52.12% when the direct normal irradiation is 800 
W/m2. Eswaramoorthy and Shanmugam [13] have investigated the thermal efficiency of solar cooker with 
the diameter of the parabola equal to 3.56 m and the parabolic concentrator surface area of 10.53 m2. Their 
results show that the thermal efficiency of the system was found to be 60%. K.S. Reddy [14] et al. have 
experimentally investigated 20 m2 solar parabolic dish collector in order to study its performance with the 
modified cavity receiver. The average value of the overall heat loss coefficient was found to be about 356 
W/m2. K. Jones and Wang [15] computed the flux distribution on a cylindrical receiver of parabolic dish 
concentrator using geometric optics method. The parameters such as concentrator surface errors, pointing 
offset errors and finite sunshape were considered in the geometric optics method. Thakkar et al. [16] have 
investigated possible use of parabolic dish collector in process industries. They presented performance 
assessment mathematical model for heating application using thermal oil. R. Blázquez et al. [17] describes 
optical test for the DS1 (parabolic Stirling dish) prototype carried out by CTAER. The aim of this 
investigation was to characterize the DS1 prototype optical parameters. For this purpose the real and the 
theoretical flux distribution was calculated on a target placed at the focal plane. The theoretical flux 
distribution was obtained by photogrammetry technique and ray tracing tools; the real flux distribution was 
measured by photographic flux mapping technique of lunar images. The results comparison showed that the 
dish surface had an average optical error of 2.5 mrad and an estimated spillage value of 7%, for this 
geometry. Zhigang et al. [18] have predicted of the radiation flux distributions of the concentrator - receiver 
system by Monte Carlo ray tracing. The ray-tracing method was first validated by experiment, then the 
radiation flux profiles on the solar receiver surface for faceted real concentrator and ideal paraboloidal 
concentrator, irradiated by Xe-arc lamps and real sun, for different aperture positions and receiver shapes are 
analyzed, respectively. The resulted radiation flux profiles are subsequently transferred to a CFD code as 
boundary conditions to numerically simulate the fluid flow and conjugate heat transfer in the receiver cavity 
by coupling the radiation, natural convection and heat conduction together. Pavlovic et al. [19] presented 
optical design and ray tracing analysis of solar dish concentrator composed of 12 curvilinear trapezoidal 
reflective facets made from solar mirror with silvered coating layer. The goal of this paper was to present 
optical design of a low-tech solar concentrator that can be used as a potentially low-cost tool for laboratory-
scale research on the medium temperature thermal processes, cooling, industrial processes, polygeneration 
systems etc. Traditionally, the optical analysis of radiation concentrators has been carried out by means of 
computer ray-trace programs. Recently, an interesting analytical solution for the optical performance of 
parabolic dish reflectors with flat receivers was presented by O'Neill and Hudson [20]. Their method for 
calculating the optical performance is fast and accurate but assumes that the radiation source is a uniform 
disk. To successfully operate the dish solar collector system, the optimal design of the receiver is very 
important and flux density distribution has to be known [21]. 
In this paper authors, after conducting large number of numerical simulations and various geometrical 
configurations of the receiver, accepted the spiral type of the solar receiver. Optimal parameters of the 
receiver are defined after varying two parameters: receiver position and receiver diameter. For each varied 
parameter total flux and average irradiance is calculated. The ideal optical configuration for the parabolic 
concentrator is a continuous paraboloidal mirror (shown on Fig. 1), which is very expensive to fabricate, and 
it costs escalating rapidly with aperture area. A continuous parabolic dish surface can be approximated by a 
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discrete surface consisting of 11 curvilinear trapezoidal reflective petals situated in a single parabolic frame 
(shown on Fig. 2), dramatically reducing the system cost, while still allowing for concentration ratios at a 
level suitable for a wide range of medium to high temperature applications. Dimensions of reflecting surface 
in solar dish concentrator (the diameter 3800 mm and the focal length 2260 mm) are determined by desired 
power at maximum levels of direct normal insolation and efficiency of collector conversion. 

 
 

Figure 1. Ideal shape of parabolic solar concentrators Figure 2. CAD model of solar parabolic concentrator 
with dimensions- D = 3800 mm, f = 2260 mm 

2. Geometrical model of solar parabolic dish concentrator 
Mathematical representation of solar parabolic dish concentrator is paraboloid that can be represented as a 
surface obtained by rotating parabola around axis, which is shown on Fig. 1. Our model of parabolic 
concentrator is designed with 11 curvilinear trapezoidal reflective petals. Mathematical representation of the 
reflective petal can be presented as the parabola segment shown in Fig. 3. Each parabola segment is 
characterized by its focal length f and the rim angles 1ψ  and 2ψ . On Fig. 4 is presented one curvilinear 
trapezoidal reflective petal, which is made from the PMMA (polymethyl methacrylate) with special 
reflective coating. Thickness of the petal is 3 mm. 

 

 

Figure 3. Drawing of truncated parabola used to 
construct a truncated circular paraboloid 

Figure 4. Trapezoidal reflective facet concentrator – 
segmented mirrored petal 

Usually paraboloids that are used in solar collectors have rim angles from 10 degrees up to 90 degrees. The 
paraboloid with small rim angles have the focal point and receiver at large distance from the surface of the 
concentrator. Paraboloids with rim angle smaller than 500 (our parabolic solar concentrator has the rim angle 
Ψrim = 45.60) are used for cavity receivers while paraboloids with large rim angles are most appropriate for 
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the external volumetric receivers (central receiver solar systems). Focal diameter ratio of our solar 
concentration system is 0.59. 
The model of solar parabolic concentrator (shown on Fig. 5 and 6) is very complex and has a large number 
of elements that ensure proper positioning of the system at any point of time. This model of solar parabolic 
dish concenetrator provides to maximum concentration of solar radiation in the receiver at any point of time 
with minimal optical losses of incident radiation. On figures are presented CAD renderings of our system, 
which is under construction. After finishing construction of the system we shell continue with the 
experimental verification of the system in the solar accredited laboratory of Faculty of Mechanical 
Engineering in Nis. 

  

Figure 5. 3D CAD rendering model of thermal solar 
concentrating system 

Figure 6. Mirrored segmented parabolic concentrator 

Design parameters of the solar parabolic dish concentrator are shown in Table 1 

Table 1. Design parameters of the solar parabolic dish concentrator  

Parameters Numerical value Unit 

Concentrator aperture diameter 3.8 [m] 
Collector aperture area  10.28 [m2] 
Surface area of parabolic dish 21.39  
Focal-diameter ratio  F/D = 0.6 [-] 
Direct normal insolation  DNI = G0= 800 [W/m2] 
Receiver diameter  dr1 =0.2 ; dr2 = 0.3; dr3opt = 0.4 [m] 
Receiver type Circular absorber, (spiral smooth absorber)  [-] 
Reflectivity of segmented petals 0.98 [-] 
Focal distance ftheorethical = 2.26 [m] 
R1 0.2 [m] 
R2 1.9 [m] 

sunθ  4.65 ×  10-3 [rad] 

2ψ  45.6 [0] 
ψ1 5.06 [0] 
Depth of the concentrator 0.399 [m] 

3. Numerical ray tracing simulations to determine the optimal concentrating 
characteristics of the solar parabolic collector 
For optical ray tracing analysis of solar parabolic thermal concentrator software TracePro, from Lamda 
Research Corporation USA, is used. Input parameters for all simulations are following:  

− 11 trapezoidal reflective petals are defined as standard mirrors with the coefficient of reflection 0.95, 
− absorbing surface of the receiver is defined as perfect absorber (coefficient of absorbance is equal 1), 
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− irradiance 800 W/m2, 
− radiation source is defined as a virtual window to a distant source with parallel rays emanating as if 

from a window; position of the radiation source is 2500 mm from the vertex of parabolic reflecting 
surface, 

− radiation source is defined as circular ray pattern with diameter same as diameter of parabolic dish 
(3800 mm); number of rays traced was 119401, 

− in TracePro software Monte Carlo ray tracing is used; uniform spatial profile and solar angular profile 
is used (equivalent to a solar disk of 0.26 degree half angle); uniform flux and weighted angle is used, 

− wavelength is 0.5461 μm. 
The first step in analysis has been determination of the theoretical focal point distance. Our solar dish 
concentrator had the focal point distance of 2260 mm. The spot diameter of receiver was 28 mm. The 
average irradiance at this small receiver surface was 1.21 x 107 Wm-2. The total flux (total power or solar 
concentrated incident power) on the receiver was 7507,1 W. The maximum radiant density flux at small spot 
diameter (theoretical focal spot diameter) was 2.56 x 107 Wm-2. 
Theoretical focal point distance of 2260 mm was not adequate because spot diameter was only 28 mm. For 
such small receiver diameter there would be large thermal loses. Because of that several numerical 
symulations are done in order to determine optimal postion and size of the receiver. For this simulations 
receiver was flat circular disk with diameter of 400 mm. Position of the receiver (measured from the vertex 
of parabolic reflecting surface) is varied from 1900 mm to 2300 mm with step size 50 mm. On Fig. 7 and 8 
are presented total flux (total absorbed power of incoming solar radiation) and averrage irradiance as a 
function of the distance from the vertex of the parabolic reflecting surface to the receiver position. 

  
Figure 7. Total flux as a function of receiver position Figure 8. Average irradiance as a function of receiver 

position 
From Fig. 7 and 8 one can see that the optimal position for the flat circular receiver is 2075 mm measured 
from the vertex of the parabolic reflecting surface. At that point total flux was 7799.99 W and averrage 
irradiance was 62070 Wm-2. The total flux and the average irradiance was rising from receiver's position on 
1900 mm till receiver's position on 2075 mm because the focal area diameter was bigger than receiver's 
diameter. At the 1900 mm position the focal area diameter was 740 mm and receiver's diameter was 400 
mm. At the optimal position of 2075 mm the focal area diameter and receiver's diameter were equal (400 
mm) and the total flux and the averge irradiance have optimal values. For positions after 2075 mm the focal 
area diameter was smaller then receiver's diameter and the total flux and the average irradiance have constant 
values. On Fig. 9 and 10 are presented the maximum irradiance and the averrage irradiance as a function of 
the focal area diameter. Please note that on both diagrams the ordinate axis is on the logaritmic (log10) scale. 
This was necessary because of huge differences in values for the maximum irradiance and the averrage 
irradiance. At the theoretical focal point distance (2260 mm) focal area diameter was only 28 mm and at the 
position 1900 mm focal area diameter was 740 mm. At the theoretical focal point distance the maximum 
irradiance was 2.56 x 107 Wm-2 and at the position 1900 mm the maximum irradiance was 38558 Wm-2.  
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Figure 9. Maximum irradiance as a function of focal 
area diameter 

Figure 10. Average irradiance as a function of focal area 
diameter 

After successfuly determinating optimum postion for the receiver next step was to define the optimum 
reciever's diameter. Several numerical simulations are done for receiver diameter from 100 mm to 400 mm 
with step size 30 mm. For each numerical simulation the total flux and the average irradiance is calculated. 
Value of the total flux and the average irradiance has been criteria for selection of optimal size of receiver. 
On Fig. 11 is presented the optical concentration ratio as a function of the receiver diameter. The optical 
concentration ratio in solar concentrators represents a compromise between their optical and thermal 
performance. The receiver should be chosen to be as small as possible in order to reduce thermal losses but it 
should be large enough to able to absorb all or almost all incoming solar radiation. For our parabolic solar 
collector optimal value of the optical concentration ratio was 77.86 for the receiver with 400 mm diameter. 
On Fig. 12 is presented the geometrical concentration ratio. Similar reasoning is true for the geometrical 
concentration ratio. The optimal value for the geometrical concentration ratio was 81.84 for the receiver with 
400 mm diameter. 

  
Figure 11. Optical concentration ratios as a function of 

receiver diameter 
Figure 12. Geometrical concentration ratios as a 
function of receiver diameter 

On Fig. 13 is presented the total flux as a function of the receiver diameter. It is obvious that the larger 
receiver means that receiver better captures incoming solar radiation. The maximum total flux value was 
7799,9 W for the receiver with 400 mm diameter. On Fig. 14 is presented the optical efficiency as a function 
of the receiver diameter. For the optical efficiency similar reasoning is true. Larger receiver means better 
capturing incoming solar radiation so the total flux and the optical efficiency is bigger. The maximum value 
for the optical efficiency was 0.95 for receiver with 400 mm diameter. 
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Figure 13. Total flux as a function of receiver diameter Figure 14. Optical efficiency as a function of 
receiver diameter 

4. Solar energy measurement 
All our numerical simulations are based on constant value of irradiance (800 Wm-2). This value was chosen 
because it correspondents to average irradiance for town of Nis. We decided to measure global solar 
radiation for several hours so that we can see how our responding to the changing solar radiation during day. 
After measuring global solar radiation, we also measured and diffuse radiation. To obtain a direct component 
of solar radiation we set shadowband above pyranometer. If the pyranometer rotates with the solar tracker, 
you have to deduct DHI (Diffuse hemispherical irradiance) from GHI (Global hemispherical irradiance), 
where DI is measured with a shaded pyranometer which must also be on the tracking system: DNI=GI(on 
tracker) − DI (on tracker). Measurements are done on the roof of solar laboratory of Mechanical Engineering 
Faculty, University of Nis. We have chosen on clear and sunny day (18th September 2015. from 09:00 till 
16:40 hours) for our measurements. Measurements are done with the pyranometer Kipp&Zonen CM11 
(shown on Fig. 15). The basic technical characteristics of the pyranometer Kipp&Zonen CM11 are:  

− radiation measurement range is 0 ÷ 1400 Wm-2 (max. 4000Wm-2), 
− spectral range is 305 ÷ 2800 nm, 
− sensitivity is 4 ÷ 6 µV/(Wm-2). 

The maximum relative error in measuring of the total solar radiation was ∆𝐺
𝐺

= 3%. The pyranometer 
measures the solar radiation coming from all directions (2π steradian) in the hemisphere above the plane of 
the instrument. The measurement is the sum of the direct and the diffuse solar irradiance and is called the 
global solar irradiance. On Fig 16 is presented direct normal irradiance (DNI) as a function of time. One can 
see that DNI is greater then 800 Wm-2 for period from 9:00 till 15:00 hours. For 9 hours DNI was 817 Wm-2 
and for 15 hours DNI was 854 Wm-2. After 15 hours pyranometer came in the shadow of cage in which all 
laboratory equipment is placed. This explains rapid decline of DNI after 15 hours. 

 

 
Figure 15. Pyranometer Kipp&Zonen CM11 Figure 16. Direct normal irradiance as a function of time 
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On Fig. 17 is presented change of the total flux with time. It is obvious that the shape of diagram is similar to 
the shape of DNI diagram with time. One can conclude that exist linear dependence between the DNI and the 
total flux. When the DNI is rising the total flux is also rising. On Fig. 18 is presented change of average 
irradiance with time. Similar reasoning is true for the average irradiance. There is linear dependence between 
the DNI and the average irradiance. 

  
Figure 17. Total flux as a function of time Figure 18. Average irradiance as a function of time 

5. Conclusion  
Optical design of a solar parabolic dish concentrator is presented. The parabolic dish concentrator consists from 11 
curvilinear trapezoidal reflective petals made of PMMA XT (polymethyl methacrylate) with special reflective silvered 
coating. The system has diameter D = 3800 mm and theoretical focal point distance f = 2260 mm. Numerical 
simulations are done in the commercial software TracePro from Lambda Research, USA. Optimal position of the 
receiver is 2075 mm measured from the vertex of parabolic reflecting surface. Optimal diameter of the flat circular disk 
receiver is 400 mm. The flat circular disk receiver is only used for numerical symulations. In real system, which is in 
final stage of construction, receiver will have cylindrical shape and inside cylinder cavity there will be spiral corrugated 
pipe from stainless steel AISI 304. We expect to finish construction of our solar parabolic dish concentrator before the 
end of 2015. year. When weather allow as we shell start first experiments with the system mounted on the roof of the 
solar accredited laboratory of Faculty of Mechanical Engineering, University of Nis. 

Nomenclature 
 

Latin symbols 

aA  – Aperture area, in [m2]. 

rA  – Receiver aperture area, in [m2]. 

CR0 – Optical concentration ratio 
CRg – Geometrical concentration ratio 
C  – Average concentation ratio 
f  – Focal lenght  

S – Arc length of parabolic dish 
concentrator [m] 

V – Volume of paraboloid [m3] 
f/D – Focal diameter ratio 

0G  – Direct normal irradiance, in [Wm-

2]. 
I  – Total radiative intensity,in [Wm-2 

sr-1] 

rI  – Average irradiance on the 
receiver [Wm-2]. 

T – Time [h] 

aI  – Incident flux on the collector 
aperture [Wm-2]. 

,R r  – Radius, in [m]. 
dtarget – Diameter of receiver  
r  – Polar coordinate 
z – Polar coordinate 
n – Number of emitted rays 

cη  – Collection efficiency 

θ  – Polar angle, in [rad]. 

1 2,ψ ψ
,  

– Rim angles , in [rad] 
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sunθ  mrad Sun’s width 

,φ ϕ  – Azimuthal angle, in [rad]. 

fσ  – Flux non-uniformity 

sσ  – Specular error 

 –  

Greek symbols 
β  – Facet tilt angle, rad; limb 

darkening parameter 
α – Absorptivity of receiver surface 
ρ  – Reflectivity of the mirror 

0η  – Optical efficiency 

Superscripts 
t  – Time interval. 
0  – Environment, optical 
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Use of Photovoltaic Systems on the Façades of Buildings 
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Abstract: Demand for energy is constantly increasing with growth of population. One of the biggest 
energy consumers in the cities are the objects of different types and number of floors. The primary 
sources of energy are fossil fuels. Their combustion is very harmful for the environment, so there is a 
need for some alternative sources of energy. Because of that, renewable sources of energy can be one of 
the solutions. Although it is directly related to several factors (geographical position, angle of sun rays, 
variability of radiation during the year, etc.), Solar energy is available everywhere, and it is one of the 
most used renewable energy source. This paper present use of photovoltaic systems as an integral part of 
the facade (BIPV) of business object 4 Times Square, in a densely populated area of New York. 
Depending to the multiple BIPV system functions, advantages and limitations of this kind of application 
are analyzed. 

Keywords: Façade, Photovoltaic system, Sun energy. 

1. Introduction 
The number of people in the world is increasing. In 1973, there were 4 billion people in the world, while in 
2012, there were about 7 billion [1]. Increasing of world population leads to rising of the energy needs so, 
total energy consumption in the world in 1973 was 4672 Mtoe (Million tons of oil equivalents) while, in 
2012 was 8679 Mtoe [2]. 
About 80% of used energy is from the fossil fuels. However, energy in its natural form is almost unusable, so 
it is necessary to convert it in certain form and deliver to user as final energy. In process of conversion 
energy from fuel fossils, i.e. its combustion, nus products in form of gases (carbon dioxide (CO2), methane 
(CH4), nitrous oxide (N2O), hydrofluorocarbons (HFC), perfluorocarbons (PFC) and sulfur hexafluoride 
(SF6)) are produced. These gases are harmful for environment and, in the Kyoto protocol, marked as 
greenhouse gases (GHG). So, increasing of fossil fuels use leads to increasing of the GHG concentration. In 
1973, use of fossil fuels "produced" 15633 million tons of carbon dioxide, while in 2012 that number was 
31734 million tons, which is significant increasing [2].    
One of the ways for decreasing of GHG concentration is using of renewable energy sources, which are from 
nature and can be restored fully or partially.  Today, this energy sources are used for producing thermal and 
electrical energy. Although known for the centuries, renewable energy sources gain in importance after the 
first energy crises in 1973. According to the definition adopted at UN conference about new and renewable 
energy sources in Nairobi in 1981, renewable energy sources are:  

• Sun energy 
• Biomass, 
• Wood and charcoal, 
• Geothermal energy, 
• Energy form tides, 
• Energy from ocean, 
• Thermal gradient of the sea, 
• Wind energy, 
• Hydroenergy, 
• Animal tractive power. 

Although usage of renewable energy sources has significant advantages, compared to the other sources of 
energy, its use is very slight. In 2007, European Commission set goals where until 2020, emission of GHG 
gases must be reduced for 20%, use of renewable energy sources must be increased for 20% and energy 
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efficiency must be raised for 20%. However, in 2012, this regulation gave certain results, which are shown in 
Fig. 1. [3]. 
 

 
Figure 1. Producing of primary energy, EU-27, in 2007 (left) and  

EU-28, in 2012 (right) (based on Mtoe). 

 

Possibilities for using of the renewable energy sources are wide - industry, cars, object with different 
purposes, etc. However, objects are one of the biggest energy consumers, so efficient use of energy is 
constant challenge. Many investigations shows that energy from renewable sources increasingly used in 
object all types, because of its reduced GHG gases emissions and energy uncertainty as well as energy 
independence, etc. [4-6] 
In this paper, using of solar energy for producing of electricity in business object is presented. For this 
purpose, photovoltaic modules with certain subsystems which are integrated in object façade are used. 
Application of these modules on objects was present mostly outside of the city. However, presented object is 
in central city core and was the first in United States where photovoltaic modules was used in this way. 

2. Solar energy 
Sun is the biggest energy source because, beside direct use in different purposes, it has impact on energy 
from water, wind, thermal gradient and enables photosynthesis. Potentially, Sun energy can be used about 
109 million TWh per year, what is about 170 times bigger than total coal reserves in whole world. Average 
population needs for energy is 130000 TWh per year, so Sun energy, in ideal case, can be used for its needs 
[7]. However, on sunlight usability, many factors have impact, as geographic location, variability of radiation 
per year, the efficiency of the conversion system and other. 
Sun radiation, at the entrance in Earth’s atmosphere, is about 1367 W/m2. This value is adopted at the 
average distance of the Earth from the Sun and presents the solar constant. At the most favorable conditions, 
through atmosphere to the Earth surface, pass about 1000 W/m2. Sun radiation, which comes to the Earth, is 
global radiation, and includes direct, diffusion and reflective radiation. Direct radiation is one which directly 
arrives to the Earth surface, at clear and cloudless day, while diffusion radiation is one which is dissipated 
upon impact in particles of the water, dust and other particles in the air. Reflective radiation is one which is 
reflected from the ground or another objects [8]. 
There are two basic ways of using solar energy - conversion of solar energy into heat or electricity. The 
transformation of solar energy into heat occurs when a photon of light while crossing obstacles absorbs i.e. it 
is not reflected, and then the kinetic energy of a photon of light is transformed into heat energy particles 
barriers - absorbers. Converting solar energy into electricity is performed in a certain thermal power plants or 
directly in the receivers composed of photovoltaic cells. There are also hybrid systems that convert solar into 
thermal and electrical energy.  
The use of solar energy in the form of heat and electricity is increasing in the world and occupies a 
significant place in the total energy production from renewable sources. Data for year 2010 show that the 
total installed production capacity in the area of conversion of solar energy into heat is about 196 GW, with 
annual heat production of 162 TWh. In addition, the installed capacity for electricity production with 
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photovoltaic systems has 38 GW, with annual production of 39.6 TWh. However, data for year 2013 show a 
significant increase in both installed capacity and in the production of heat and electricity. Installed capacity 
in 2013 for the production of heat using solar energy is 330 GW, with 281 TWh produced heat energy, while 
the installed capacity for producing electricity in 2013 is 138 GW and the electricity produced using 
photovoltaic systems is 160 TWh (Fig. 2) [9]. 
 

 
Figure 2. Total installed capacity and produced energy from renewable energy sources in 2013 

3. Photovoltaic technology  
The conversion process of solar energy into electricity is based on the photovoltaic effect, which was 
discovered in 1839, by Alexander Becquerel. This effect was later used to create the first solar photovoltaic 
cells, made in 1954 at Bell Labs in United States of America. The working principle of photovoltaic cells is 
as follows: when the photovoltaic cell absorbs solar radiation, based on the photovoltaic effect, at its ends 
electromotive force is produced and cell becomes a source of electricity. The first photovoltaic cells were 
used in satellites as a source of electricity, and made of semiconductor silicon. The first idea for use on Earth 
was during the world's energy crisis in 1970s.  
Today, there are several types of photovoltaic cells, different by materials, characteristics, efficiency, price, 
etc. Photovoltaic cells that are based on silicon (Si) may be: monocrystalline, polycrystalline, and 
amorphous. In addition, there are also gallium arsenide (GaAs), copper-indium-dielinida (CuInSe2) and 
cadmium-tellurium (CdTe) cells, etc. Although the theoretical efficiency each photovoltaic cells (Fig. 3) is 
different, common to all cell types is that the output power of cell is temperature-dependent, i.e. higher cell 
temperature causes lower efficiency. 
 

 
Figure 3. Theoretical efficiency of some photovoltaic cells 
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Photovoltaic systems are used to convert solar radiation into electricity and supplying a certain consumer 
with DC and / or AC power. These systems have one or more modules which have one or more photovoltaic 
cells that are connected in series or parallel, with goal to obtain the desired voltage and current 
characteristics. Systems can be set in a certain position toward the Sun, or can be mechanically adjusted to 
the direction of the Sun (movable following systems). In addition, photovoltaic systems can be connected to 
the electricity grid or be independent. 
The standard photovoltaic system has components: solar modules, controllers and battery charger regulators, 
batteries, cables, mounting systems, inverters (autonomous and grid) (Fig. 4). Through a special cable, DC 
power, which is produced by the solar cell or module, come to controller, i.e. regulator. Its function is to 
prevent overcharging the battery. The produced DC power is then delivered to the consumer or after its 
conversion into alternating current, depending on the needs. Converting DC power is performed in the 
inverters. However, if the photovoltaic system is linked to the electricity grid, it is necessary to use special 
grid inverters that, besides converting DC to AC power, have function of synchronization photovoltaic 
system with grid and restoring electricity back to the grid. The standard component of the system, which is 
linked to the electricity grid, is the power counter, as well as certain connections. In this case, the grid is a 
medium for storing electrical energy instead of batteries. This kind of application is the most widespread use 
of photovoltaic systems in developed countries [8]. 
 

 
Figure 4. Basic components of photovoltaic system connected to electricity grid 

 

4. Photovoltaic facade systems 
There are photovoltaic systems various types and sizes, so they can be smaller than a coin, larger than a 
football field and, on the other hand, can provide energy for the clock or the entire village. The use of "clean 
energy" and easy application lead to increase photovoltaic systems use in various construction and for 
different purposes (lighting, heating, cooling, operation of support systems, etc.), in different types of 
objects, particularly in areas where there is no adequate power distribution infrastructure [5, 6, 10, 11]. 
However, in modern architecture, application of photovoltaic systems as integral parts of roofs and façades - 
BIPV system (building integrated photovoltaic) shows great potential (Fig. 5). In objects with lower number 
of storeys, photovoltaic cells are used usually on the roof in the form of modules, solar roof tiles, etc., while 
in multi-storey buildings with non-transparent modules and semi-transparent, solar cells are installed as part 
of façade - façade photovoltaic systems [8]. Photovoltaic façade systems can be set as basic object façade, 
"double" façade (in front of existing façade) or as parts of the façade. Their function, despite of the 
application, is to produce electricity, decrease heating of the object in summer and "losing" of heat in winter, 
etc. [12-15]. 
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Figure 5. Photovoltaic systems as a part of the object 

 
BIPV systems, from architectural and technical aspect, have many advantages as follows:  

• do not require additional land, and can be used in densely populated urban areas; 
• do not require complicated infrastructure installations; 
• can provide electricity for the object in total or partial, while any surplus can be pass to the grid and, 

on that way, affect on reducing its load and better functioning;    
• can replace conventional construction materials and thus have multiple benefits;  
• provide new aesthetic possibilities through innovative solutions, etc. 

However, using of BIPV systems require fulfillment of the aesthetic and functional criteria. On the other 
side, although these systems can replace traditional facades, the price difference has of great importance. For 
example, the price per unit of the façade photovoltaic system connected to the grid is almost the same as the 
price of marble or ornamental stone [16]. However, the efficiency of photovoltaic systems as well as BIPV is 
directly dependent on the geographical location of the object and its orientation. In addition, since the 
variable solar radiation during the year, and the different quality and efficiency of photovoltaic systems, it is 
clear that using of this systems should be serious analyzed for each object separately.  

5. Use of BIPV on object 4 Times Square 
4 Times Square is the tallest skyscraper built in New York in the 1990s. This object is unusual, but expresses 
an impressive way to demonstrate the principle of "green" technology. With 48 storeys business object 
located at the intersection of Broadway and 42nd Street, investors - The Durst Organization, wanted to show 
that a wide range of the energy-efficient strategies has great importance in the practical realization of such 
projects. 
Until this object was built, the use of solar energy is, from an economic point, considered only in areas that 
are energy isolated, which have a very large amount of solar radiation or only for small objects. However, 
with change of approach, the possibilities for using solar to generate electricity are "passed" in the central 
city core. This enables the development of new systems that generate electricity at the place of its greatest 
consumption - approximately 75% of the energy used in the developed world is consumed in the cities, of 
which about 40% is consumed in buildings [16]. Cities like New York, which are large consumers of 
electricity, and are able to build multi-storey buildings, are very suitable for objects that can use solar energy. 
Designers of the 4 Times Square object - Fox and Fowle, designed a multi-storey building - skyscraper in an 
urban metropolitan area where is planned classic façade. However, with the help of expert consultants, 
architects Kiss + Cathcart, classic façade is changed into façade with BIPV system. This façade has a dual 
role - façade of the object and system with integrated thin film photovoltaic cells for producing of electricity. 
Center for photovoltaic energy Princeton developed photovoltaic modules especially for this project, to 
satisfy all aesthetic, structural and energy requirements. 
South and east facades of the object, from the 37th to 43rd storeys are designed as a place for photovoltaic 
"layer". BIPV system is incorporated into the pre-designed facade, and changes are made to the electrical 
installations for synchronization. Photovoltaic modules replaced conventional frosted glass in the entire 

378



south and east façades, because there is greatest opportunity for using of solar radiation. There are four 
different sizes of PV module, in accordance with the standard sizes of frosted glass which are defined in the 
previous project (Fig. 6 and 7). Mounting of PV modules is performed with its connecting with object 
construction, as is standard glass façade connected. Glass units are connected by special silicon with an 
aluminum frame. Additional silicone is added to the space between the edges of adjacent panels as a seal 
[17].    
 

 
Figure 6. Section of the object with subsystems 

 
BIPV of this object is designed so there is a special electrical system for each façade. Each system consists 
of two subsystems, which supply two 6 kW inverter and one of 4 kW. Larger inverters serve two major 
photovoltaic modules, which have different electrical characteristics of the smaller modules. Using multiple 
inverters enables the system to run more efficiently. Inverters are located in a single electric cabinet set in the 
center of the building. At the exit of the inverter, an alternating current with a voltage of 120 V is obtained; 
however, before they are brought to the main electrical system of the building, the supply voltage is raised to 
480 V. 
 

 
Figure 7. Object appearance 
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6. Conclusion 
The fact is that the population is increasing, which results in a greater demand for energy. Energy production 
is mainly based on fossil fuels so, beside that it is not recoverable, they are big polluters of the environment 
due to harmful gases that occur as nus-products. One way to reduce pollution is to use renewable energy 
sources. 
Solar energy, as a renewable energy source that is commonly used, can be exploited to generate heat, 
electricity, and both at the same time. The first solar photovoltaic cells are made in 1954 in the United States, 
for use in satellites as a source of electricity. In 1970s, during the global energy crisis, the idea that these 
systems can be used for energy production on the Earth, was born. Today, PV systems can be installed in any 
type of object - house, residential, businesses, etc. 
This paper presents the use of solar energy in the façade photovoltaic systems (BIPV) on the object 4 Times 
Square. System has a dual role: it is used to produce electricity and as façade of the object. The object is 
located in a densely populated part of New York city, and is one of the first examples where the PV system 
is set up in the city core. The advantage of using BIPV system on this object is that it does not require 
additional land, which corresponds to the location of the object. Also, façade photovoltaic system was 
replaced by a classical facade with conventional materials, and the advantage is that these panels are the 
same size as the frosted glass on the façade. In addition, the panels of the system are installed as ordinary 
glass façade, which does not lead to complicating of the object construction process. 
However, the implementation of this system has certain limitations. Due to the position of the sun during the 
day, the panels are mounted only on the sunny side, i.e. on the south and east façades. Also, the panels are 
not mounted on the entire height of the object, because of shadows made by the surrounding objects. In 
addition, solar radiation is variable during the year, so it is not expected that the same amount of energy will 
be produced in all months of the year. 
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Abstract: It is well-known that combustion of fossil fuels has very bad impact on environment. More 
than 80% of produced energy is supplied from fossil resources, which results in an increase of greenhouse 
gases (GHGs) concentration in atmosphere. One of the biggest energy consumers are, of course, industry, 
public objects and households. Large part of used energy in public objects and households are in form of 
electricity, so there is possibility of producing this kind of energy, using of renewable energy sources. 
However, transmission of electrical energy from the place of production to the end user has certain losses. 
In this paper, objects which incorporate production and consumption of electricity in one multipart object 
are presented. Objects have integrated wind turbines which generate electricity and deliver to the object to 
use. This connection between architecture and direct use of renewable sources creates new possibilities 
for reducing of environmental pollution at the its source.  

Keywords: electrical energy, public objects, wind turbines. 

1. Introduction 
The Earth is surrounded by the atmosphere. Atmosphere is made up of air, which is a mixture of gas, and 
solid and liquid particles. Sun energy heats up the atmosphere and the Earth unevenly, so cold air contains 
more particles than warm air. Because of that, cold air is heavier, and goes down through the atmosphere, 
creating high pressure areas. On the other side, warm air rises through the atmosphere, creating low pressure 
areas. The air tries to balance out the low and high pressure areas – air particles move from areas of high 
pressure (cold air) to areas of low pressure (warm air). This movement of air is known as the wind. However, 
movement of the earth also influences the wind. As it turns on its axis the air does not travel directly from 
areas of higher pressure to areas of lower pressure. Instead, the air is pushed to the west in the northern 
hemisphere and to the east in the southern hemisphere. This is known as the Coriolis force. Also, the Earth's 
surface is not ideal flat, because there are trees, buildings, towers, lakes, oceans, hills and valleys, which 
affect on direction and speed of the wind - when warm land and cold sea meet, the difference in temperature 
creates thermal effects, which causes local sea breezes. So, wind energy is basically way of indirect use of 
solar energy. However, it is free, inexhaustible and renewable source of energy [1]. 
Existing of the wind was interesting for people centuries ago. Beside their use on ships, as a drive, wind 
energy should be converted in some other kind of energy for its use in daily activities. The first written 
records mention a windmill built in Persia between 500 and 900 B.C. This windmill was used for converting 
wind into mechanical energy for pumping of water from the ground and grind grain. As the wind blew 
steadily from the same direction it was possible to apply the principle of watermills [2]. Principle of 
conversion kinetic energy of the wind into mechanical basically stayed the same in Scotland in July 1887. 
Professor James Blyth from Anderson's College, Glasgow, made 10m high, cloth-sailed wind turbine for 
production of electricity; mechanical energy, which is result of converting wind energy, is transformed in 
electricity [3]. 
However, during many decades, using of wind power was distanced, because of fossil fuels. Oil crises in 
1970s and alarming data about pollution of the environment and consequences, caused a return to idea of 
using renewable source of energy, with special focus on wind energy. Continuous increasing of installed 
capacity of wind turbines in the world confirms that exploiting of wind energy as renewable ecological 
source, has a great potential in future. Since 2000, cumulative installed capacity has grown at an average rate 
of 24% per year (Fig. 1). In 2012, about 45 GW of new wind power capacity were installed in more than 50 
countries, bringing global capacity to a total of 282 GW. New investment in wind energy in 2012 was USD 
76.56 billion, compared to USD 52 billion in 2008. Also, in 2008, 1.3% electricity produced from wind with 
254TWh, while in 2012, 2.5% with 527 TWh [4].  
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Figure 1. Global cumulative growth of wind power capacity 

 
However, wind turbine requires certain conditions for its operation. Beside wind and terrain characteristics, 
wind turbine is dependent on the surrounding area, which depends on dimensions of the wind turbine. 
Further, collected wind energy and thus generated electricity of wind turbine is largely determined by the 
rotor diameter. The large variation in wind turbine design becomes clear on considering the power range just 
over 2 MW. Various new wind turbines of different design were constructed in 2013 having a nominal 
power of 2.3 MW. The rotor diameters ranged from 71 m (Enercon E-70) to 113 m (Siemens SWT-2.3-113). 
Also, generated power is affected by the hub height because the wind speed increases with height. The hub 
height varies from 50 m to 149 m, namely over a wider range than the rotor diameter. The highest hub 
constructed in 2013 was 149 m for an Enercon E-101. This hub height was about 27% above the average for 
newly installed wind turbines in 2013. The hub heights for wind turbines of 2.3 MW nominal power, ranged 
from 64 m (Enercon E-70) to 138 m (Enercon E-92) [5]. 
In buildings, 32% of total final energy is consumed while, in terms of primary energy consumption, 
buildings represent around 40%. Also, buildings use about 25% of global water, 40% of global resources, 
and they emit approximately 1/3 of GHG emissions [4, 6]. Since the building is one of the largest consumers 
of final energy, usually electricity, its production at the place of consuming, would significantly reduce 
losses in distribution. For example, in U.S.A., electricity transmission and distribution losses are average 
about 6% of the electricity that is transmitted and distributed annually [7]. In this paper, integration of 
buildings and wind turbines is presented. Incorporation of production and consumption of electricity at one 
place, in multipart object which combines several functions, represents direct connection between 
technology and architecture. Practicality of such projects enables development of bioclimatic design that 
combines new directions in renewable energy technologies together with modern architectural approaches, 
what makes the buildings more attractive and unique. 

2. Bahrain World Trade Center 
The Bahrain World Trade Center is the first skyscraper in the world that has wind turbines integrated on its 
building's structure. At the beginning, idea of putting the wind turbines between objects was just because 
getting unique and specific architectural design, but further it is developed into sustainable solution. Located 
in waterfront of Manama, capital of Bahrain, this object is exposed to breeze from the Arabia Gulf. This 
influence of the wind climate inspirited architects to develop this project with large wind turbines, which will 
produce electricity. Inspiration for object design was traditional Arabian "Wind Towers", whose shape is 
used to capture the wind.  
This object contents two buildings with elliptical base shape. Beside two sail shape office buildings, height 
of 240 m with 50 storeys, there are three ground floor levels with shopping mall, food courts, retail dining, a 
business complex, and access to parking, with 120000 m2 of total area. Buildings are linked via three 
skybridges where is on each bridge one wind turbine located. Design of the buildings as well as its 
orientation are aligned toward the wind direction and the maximum exploitation of its power, according to 
function of airflow dynamics. The funneling of the tower affect as amplifier of the wind speed at the turbine 
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location of up to 30%. The shapes and spatial relationship of the towers sculpt the airflow, creating an "S" 
flow. Engineering predictions show that the turbine will be able to operate for wind directions between 270° 
and 360°, however, caution has been applied and turbine predictions and initial operating regimes are based a 
more limited range of between 285° and 345° (Figure 2). At any wind directions outside of this range the 
turbine will automatically adopt a "standstill" mode [8]. 
 

 
Figure 2. CFD Images showing airflow patterns near towers, simulated at the level of the top turbine for different free, 

undisturbed wind incidence angles with respect to an ‘x’ axis (i.e., horizontal line connecting towers) 

 
However, in order to achieve a near equal regime of wind velocity on each turbine, towers are taper upwards 
so that their aero-foil sections reduce with height increase. Amplifying of wind speed with shape of the 
buildings (larger effect at ground) and the velocity profile of the wind (lowest at ground), creates the effect 
of balancing the energy yield to the extent that the upper and lower turbines will produce 109% and 93% 
when compared to 100% for the middle turbine. 
Wind turbines with horizontal axis consist of the following elements: 

• Nacelle: including gearbox, generator, cooling system and associated control systems; 
• Rotor; 
• Bridge; 
• Control, monitoring and safety systems; 
• Electrical Building Interface. 
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Rotor diameter of each wind turbine is 29 m, with capacity of 225 kW. However, with total capacity of 675 
kW, these three wind turbines work about 50% of the time and provide 11% - 15% of total electricity 
consumption of the object, which is 1.1-1.3 MWh/year [9].  
Except producing electricity, this object has many sustainable features. One of them is deep gravel roofs, 
which act like heat isolation. Also, spaces between the external environment and air conditioned spaces, like 
a car park deck above and to the southern side of the mall, serve as buffer by reducing air temperature and 
conductive solar gain, which leads to minimizing energy required for cooling and ventilation. There is 
extensive landscaping with task to reduce site albedo, generate CO2 and provide shading on grade car parks. 
On the sloping façades, balconies with overhangs provide shading, while a high quality solar glass is used 
with low shading co-efficient to minimize solar gains. Cooling is provided by highly innovative air 
conditioning and cooling system using of chilled water, which is environmentally sound alternative to 
conventional cooling systems through the recycling of water. Reflection pools are located at building 
entrances in order to provide local evaporative cooling.  Building interior is equipped with energy efficient, 
high frequency fluorescent lighting with zonal control. 
 

 
Figure 3. Bahrain World Trade Center - Object appearance  

 
Based on research of the design team, large scale integration of turbines into buildings mostly fails because 
of the excessive costs which are up to 30% of the project value, associated with the adaptation of the 
building design, and also as a result of high research and development costs for special turbines. However, 
because of project's primary basis were utilization of conventional technologies and shape development in 
accordance to wind use, the premium on this project for including the wind turbines was less than 3% of 
project value. 
As a confirmation of sustainable design, object received many awards in the field of sustainability: 2006 
LEAF Award, The Arab Construction World for Sustainable Design Award, 2008 "Best Tall Building 
Award", as well as an honorable mention in the 2009 NOVA [10]. This object, as the first skyscraper in the 
world which integrates wind turbines into specific shaped buildings, represents a revolution for innovation in 
modern architectural green design.  
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3. Greenway Self Park 
One of the projects which use modern approach of building-integrated wind turbines in city core is 
Greenway Self Park. This 11 storeys building is garage with 900 parking place, and is located in Chicago, 
U.S.A. This partly-self powered object contents six-paired wind turbines with vertical axis, connected in two 
spirals along the southwest corner of the building, with a specific ultimate goal: creating enough energy for 
lighting of the building exterior at night, and for the launching system of turbines.  
 

 
Figure 4. Greenway Self Park - Object appearance  

 
This innovative design uses passive and active technologies for collecting natural energy flows. Ventilation 
of garage is performed without use of mechanic devices. With a specific façade which is comprised of a 
visually layered fabric of breathable glass channels, natural ventilation is achieved (Figure 5). At every level, 
façade is at least 20 % open, which is in line with local building regulations. Interior lighting is supplied at a 
conventional way, but turns off automatically according to ambient lighting. In accordance to the 
sustainability principles, the building includes a green roof and a rainwater collection system, as well as the 
garage is equipped with dozens plug-in stations for electric vehicles [11]. 
 

 
Figure 5. Specific façade of the object - Detail  
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Twelve self-starting lightweight aluminum S594 wind turbines with vertical axis were chosen because they 
start producing useful energy on relatively low wind speeds of 17.86 km/h. Basically, use of wind turbine 
with vertical axis on this object is reasonable because this kind of wind turbines can utilize wind from any 
direction and at different speeds of wind, which is significant in the exploitation of variable breezes in urban 
microclimate. Unlike them, more known wind turbines with horizontal axis are more efficient, but require a 
lot of space for its regular operating, so it is difficult to incorporate them on the objects in high density cities. 
Each modular turbine unit, with height of 4.88m and 1.22m in diameter, is connected with supporting 
columns, or "spinal pipe" that carries the weight of the turbine to the prefabricated structure with a garage 
(Figure 6.). Also, each turbine rotates independently and it is able to produce up to 4.5kW. Bi-directional 
electricity meter in Greenway Self Park allows to system to use electricity from city grid, in case that wind 
turbines cannot produce enough electricity for regular operating of the building. However, this kind of 
electricity meter enables delivering of the power to the electricity grid of the city of Chicago whenever it 
produces more energy than needed. Energy flows in both directions are measured throughout the year [12]. 
 

 
Figure 6. Section of the wind turbine system  

 
Position of the wind turbines is defined by architectural office HOK, so they are connected in two continuous 
verticals and placed at in highlighted place - corner of the building, on crossroad of West Kinzie and North 
Clarke streets. The cut off part of the building's volume increases the wind exposure of turbines and enables 
them to be visually accessible and defines the corner of the building in the same time. Decorative lighting is 
placed on the inside of the existing façade beams. This design creates "dynamic corner" of the object, where 
the turbines rotate as a "kinetic sculpture" in front of a bright yellow glass [12].  Rectangular structure is the 
most efficient layout for parking, but in case that there are no parking spaces in the corners. Because of that, 
in this object, the cut off corners do not represent a loss of usable space. The other three corners of the 
building Greenway Self Park contains stairs, elevators, and installation including plumbing fixtures that 
conduct rainwater collected from the green roof of the garage to the trees at street level. 
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4. Conclusion 
Using of renewable energy sources is constantly progressing from 1970s, because of energy state in the 
world awareness. However, integration of systems that use this kind of energy sources for producing 
electricity, with buildings is more often. Facts that roofs are constructed above the ground, there is free space 
on facades, there are zones with stronger air flow, electricity is produced on site, etc. affect with motivation 
on architects to utilize this in buildings that are one of the biggest consumer of electricity.   
In this paper, use of wind energy in two public objects is presented. Although is well-known that 
characteristic of the wind velocity increases with height, on both object, wind turbines are integrated into 
building structure. Design of the objects is specific because many factors are included, from shape of the 
objects which improve use of wind energy to the energy efficient systems and specific facades. However, 
there are some important things which need to be achieved in objects with integrated wind turbines, in order 
to be expected efficient and, at the end cost-effective. Wind turbine is the most efficient when is wind 
continual and linear and all air flows are moving in one direction. That can be solved with position of the 
object and its shape, as is in object Bahrain World Trade Center. In this object, two buildings are shaped as 
two sails and together to its orientation are aligned toward the wind direction and the maximum exploitation 
of its power, according to function of airflow dynamics. In addition, noise and vibration of the wind turbines 
can be one of the biggest obstacles for its integration in the object, because of its effect on people which 
living in the object and another systems installed in the object, for example HVAC systems. However, with 
new technical solutions in the field of wind turbines, these problems are almost solved, so wind turbines can 
be integrated at the beginning of the object design, and specific construction with certain dumpers and 
absorbers can be planned, as well as appropriate protection for other systems. Also, combining of many 
small wind turbines in one object, as is in Greenway Self Park, with no effect to its regular function, is one of 
the solutions. 
Wind energy has a great role in world's energy future. Its use on smart and planned way can significantly 
influence on critical state in the energy sector. Integration of wind turbines in object different purposes is 
new way of wind energy use. However, its effectiveness depends not only on the quality, effectiveness, 
construction, and other characteristics of wind turbines, but also of its connection with architectural and 
bioclimatic principals.  
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Abstract: The Republic of Macedonia, as a country - candidate for EU membership is up to date with 
trends in Europe and constantly harmonizes its legislation with the European. The main regulation which 
regulates the renewable energy sources (RES) market was adopted, as well as the feed-in tariffs and other 
subsidies for all those who invest in this sector. However, despite all these developments, there are still 
many obstacles which prevent full expansion in the use of RES. These, as well as recommendations for 
overcoming of barriers are noted in this article, as part of a larger study on the potential and utilization of 
RES in the south-east region in the Republic of Macedonia. 

Keywords: renewable energy sources, barriers, recommendations. 

1. Introduction 
The use of renewable energy sources is not new at all. In the history of mankind, renewable sources of 
energy had long been a unique opportunity for energy production. This situation changed with the industrial 
revolution when lignite and brown coal became increasingly important. Later, the significance of crude oil 
also increased. With the advantages like easy transportation and use as material for further processing, crude 
oil became one of the main energy of present time. Natural gas used for heating of premises and electricity 
generation also became an important energy source because of its wide availability and low investment costs 
in terms of facilities for conversion of energy. With the growing use of fossil fuels for energy production, the 
use of renewable energies became smaller in absolute and relative terms. Apart from a few exceptions, 
renewable energy is second in terms of overall energy production. 
This article represents an excerpt from a larger study, [1], on the potential and utilization of renewable 
energy sources in the south-east region in the Republic of Macedonia. Apart from identifying and 
quantifying the potential of various RES in the region, the study aimed at determination of obstacles that 
prevent greater expansion of RES utilization in the region and in the whole country 
According to the European Directive 2001/77/EC, [2], the share of renewable energy in the total energy 
consumption by 2020 should be 20%, and by 2040 as much as 40%. The share of renewable energy in 
primary energy consumption in the EU in 2012 was more than 14.1%, [3]. In the same direction is the EU 
Directive on full replacement of old string lights with new, energy-saving compact fluorescent ones by 2012, 
[4], which should achieve great savings on electricity and consequently, reduced CO2 emissions in the 
atmosphere 

2. Main barriers preventing greater expansion of project utilizing RES 
Below will be listed the remarks and potential barriers for utilizing RES in the Southeast Region classified 
into suitable groups in compliance with the matching specificity. 

2.1. Low feed-in tariffs set by the state 
The electricity producers by utilizing RES expect a safe return of their investment in the necessary 
equipment, infrastructure and human resources as well as shorter period of return on investment through 
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contracts for preferential tariff for purchase of electricity generated by ELEM (JSC “Macedonian 
Powerplants”) and transmitted by MEPSO (Electricity Transmission System Operator of Macedonia) and 
EVN Macedonia (company for power distribution and supply on the territory of the Republic of Macedonia). 
In practice, for some RES, that period is longer than 25 years and is not attracting much interest from 
potential investors.  
At the time of completion of this article, the total installed capacity of the photovoltaic power plants, [5], had 
already been filled in the whole country, hence their construction was halted. 
Considering that the whole region is rich in potential energy coming from solar power, it is obvious that the 
biggest opportunity of the region in terms of amended legislation is to attract domestic and foreign investors 
to invest in Photo-voltaic power plants (PVPP). Attractive feed-in tariffs will allow a shorter period of return 
on investment and solid profits in a reasonable period of time. In order to trigger investment boom in this 
area, it is necessary to amend the existing legislation by shifting the limitations in capacities. 

2.2. Slow and inefficient administration at state and local level 
Investors are interested to invest in the region and in well prepared projects, with precisely specified 
indicators for infrastructure, the potential of the region and country as a whole, with fast administrative 
procedures for obtaining the necessary documents and permits imposed by legislation and regulations. These 
preconditions can be fulfilled only by a fully qualified, effective and fast administration which responds 
effectively and timely to the demands of potential investors. Unfortunately, many subjective difficulties exist 
in practice when providing the necessary documentation for an investment start up caused by the slow and 
inefficient administration. Complicated and long administrative procedures for preparing detailed plans (at 
least 6 months), and long administrative procedures for obtaining building permits for facilities of RES (12 
months) and the lack of complete plan documentation deter potential investors. Additional problem for 
investors is the disagreement with the company EVN in terms of connecting to the power grid. 
However, this evaluation is partial and not generalized, focusing on part of the local government 
administration. Still, receiving a delayed (or no) response to the submitted applications, the transfer of 
responsibilities and competencies vertically and horizontally, declaring oneself unauthorized, causes anxiety 
among potential investors and they soon withdraw. 

2.3. The political uncertainty and corruption 
In every state, the potential investors require and expect guarantees in case of changing the political party in 
power, there would be no change in terms of policy support to foreign investors in the implementation of 
business plans. They also require certain level of security that the fiscal policy will not dramatically change, 
nor the amount of taxes and other fiscal burdens. The same expectations stand in relation to the possible 
corruption of the administrative apparatus which significantly hampers the implementation of business plans 
and sets barriers to quick and effective resolution of administrative duties. 
Currently, the regulations, measures, norms and standards in Republic of Macedonia create a good business 
climate for foreign investors. The consistency of this policy is uncertain when the government changes at a 
political level, as well as its implementation at the local level, i.e. municipal authorities should show 
goodwill to attract foreign investors through quick and efficient resolution of administrative responsibilities, 
control and sanctioning of the administrative staff in terms of potential corruption. 

2.4. Lack of data and research 
Investors require information on existing potentials defined in recognized and confirmed feasibility studies, 
expert assessments and forecasts for the development of RES. Generally, this type of documentation is hard 
to find for the reason that no relevant researches were made for creating relevant data that will help certainly 
in receiving an estimation of the cost-effectiveness of investing in RES. 

2.5. Ad-hoc investment instead of strategic and predictable financing 
The development of the energy sector of a country must be planned, with a clearly defined strategy, goals 
and objectives, defined timetable for the realization of these goals. The implementation of this strategy can 
only be achieved with active and effective participation of potential investors in financing clear, precisely 
defined and sustainable projects that will contribute to local economic development, and at the same time 
will be fully supported by the state through a clear administrative procedure, short deadlines for overcoming 
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administrative barriers, and of course, strong motivation through higher feed-in tariffs for purchase of 
generated electricity. 
Since, there is a strategy for energy development in the Republic of Macedonia to 2030, as well as strategy 
for utilizing RES to 2020 , it is necessary to strengthen national mechanisms for stronger intervention of the 
local government, especially to encourage mayors and employees in local administration to involve 
themselves more actively in the implementation of these strategic documents. 

2.6. Insufficient knowledge of technical features, capabilities and performance of equipment 
and systems for RES 
Because of the enormous expansion of installing equipment and devices for RES in Europe and the world, 
the number of manufacturers of the necessary technical equipment and systems constantly grows and 
develops fast. Competition grows, the cost of equipment reduces, and the technical performance of 
equipment, devices and systems constantly improves and the level of usage is on the rise. For potential 
investors, it is important to have professional help from educated people who constantly follow market 
trends, thus being able to give professional, timely and responsible advice and suggestions for the selection 
of equipment, its quantity, and the way of transportation, installation, commissioning and the connection to 
the grid of the Republic of Macedonia. It should conform to the regulations and existing legislation with the 
capabilities of the local government, i.e. with the level of its development. 

3. Recommendations for overcoming potential barriers for utilizing RES 
The following recommendations for overcoming potential barriers for utilizing RES can be implemented in 
the country: 

• Giving the opportunity for physical entities to invest in RES, which as strategic partners of  the 
municipalities or public companies will enable a flow of fresh capital necessary to encourage regional and 
local economic development; 

• Transfer of knowledge between the municipalities through an exchange of human resources, 
documentation, knowledge and experience, implementation of positive experiences from other 
municipalities; 

• The granting of loans with low interest rates for so-called "Green projects" to physical and legal entities, as 
well as to local governments that have good project proposals (with the appropriate feasibility elaborates, 
and plans for socio-economic development) will provide the necessary capital for the implementation of 
development plans; 

• Further development of the financial and administrative capacities of municipalities through creating 
special funds for investment in RES, prediction of a certain percentage of the means in the budget for that 
purpose, creating preconditions for a favorable investment climate for attracting potential domestic and 
foreign investors in RES ; strengthening the administrative capacities through continuous education of the 
administrative body for a more efficient implementation of investment plans, strengthening  the professional 
capacities by employing professionals with technical education, engaging experts in the field of science and 
well known practitioners who will be included in the development and action plans of the municipalities; 

• To intensify the investments, administrative changes and adjustments, such as marking the construction 
zones for facilities for using renewable energy sources are inevitable; 

• Establishing ESCO1 - companies which will be the engines of the expansionist plans and development 
policies for utilizing RES in getting electricity, for heating or in agricultural production; 

                                    
1 An energy service company or energy savings company (ESCO or ESCo) is a commercial or non-profit business 
providing a broad range of energy solutions including designs and implementation of energy savings projects, 
retrofitting, energy conservation, energy infrastructure outsourcing, power generation and energy supply, and risk 
management. More info at: http://www.naesco.org/resources/esco.htm 
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• Providing benefits for the investors in the municipalities if they utilize RES in their projects through freeing 
them from income tax, reduction of customs tariffs for equipment and devices used for RES; 

• Providing subsidies by the municipality in order to attract investments in the sector of RES; 

• Reducing communal taxes for building capacity for production of energy from renewable sources; 

• Considering the opportunities for making contracts for public - private partnership between municipalities 
and the private partner or consortium which will allow the municipalities an access to the private capital 
(such  examples already exist in other regions of the country); 

• Cooperation between the municipalities and the civil sector and using certain funds that the civil sector 
receives from the UNDP, Norwegian, German and Dutch Embassy, the Department for cooperation with 
civil sector in the General Secretariat of the Government of RM, etc., which are intended for utilizing RES; 

• Building an entrepreneurial spirit by the municipalities by initiating collaborations and projects in the field 
of RES which will be attractive for both the domestic and the foreign investors; 

• Establishing a Fund for utilizing RES in the Southeast planning region; 

• Preparation of plans and strategies for easier access to the EU funds; 

• Increasing the cooperation on a regional level in order to facilitate the municipalities to become part of 
various networks of cooperation in the field of RES and energy efficiency and draw experiences through 
transfer of knowledge and good practices. 

4. Steps for adoption and implementation of projects for utilizing RES in the 
municipalities in the Southeast planning region of the Republic of Macedonia 
A draft methodology for implementation of a project from idea to an actual implementation and operation is 
given. The proposed methodology can serve as a guide for the municipalities in order to realize the efforts to 
obtain cheaper energy easily and in the same time efficiently protect the environment. 
 
1. Analysis of the current problems with energy in the municipality. 
It is necessary to prepare an analysis on: consumption and electricity needs, thermal energy, history of the 
problem, measures that were taken to improve the situation as well as subjective and objective difficulties 
which affected the failure to improve the energy situation. 
It is necessary to make an estimation of the existing feasibility studies and project proposals which for some 
reason have never been realized. 
 
2. Creating a list of necessities for improving the energy balance in the municipality. 
It is necessary to prepare a list of necessities to improve the energy balance in the municipality. In addition, 
there should be a refinement of the contradictory conditions that define the possible directions for techno-
economic improvement of the energy balance of the municipality. The analysis should separate the objects or 
areas which are the largest consumers of energy i.e. that have the lowest energy efficiency, i.e. the ones with 
major losses and explore the possibilities to change the energy from renewable sources that are available in 
the municipality. In addition there should be an analysis of the objects, i.e. of the settlements in terms of 
energy efficiency and financial benefits which would be gained by replacing electricity and thermal energy 
with energy generated from renewable sources. An estimation of financial investments in infrastructure, 
necessary resources, time of return of the assets should be made, as well as an estimation of the impact on 
the environment. 
First, there should be an analysis of the cost of energy. If there is detailed information on the energy 
consumed in the municipality, then there can be a detailed entering in the program for energy efficiency (EE) 
and renewable energy sources. Energy costs rarely appear only as an item in the municipal budget, so if they 
are separated and reviewed, it can be seen that they are among the biggest expenses of the municipality. 
The local authorities have all the information about the cost of the total energy which is consumed 
(electricity, wood, coal, gas, petroleum, oil) for the entire municipality. Through the analysis of these costs 
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the critical consumers of energy can be seen, and thus programmatic priorities for action and investment can 
be made. 
The most important element of this step is to identify the goals as well as the problems of the municipality in 
terms of RES and EE. At first this step may seem difficult and impossible, but it is feasible and easily 
applicable. For example If one of the goals of the municipality is to increase the number of businesses, it 
means that it needs to provide a suitable office space that will not have a large consumption of energy, and 
thus the cost of businesses in that area would be smaller . The application of energy efficiency measures here 
are immediately connected with the utilization of RES in the construction of buildings, in the outer lighting, 
in the interior lighting and of course the heating and cooling of the building. A similar example can be 
applied for EE and RES in schools. In order the teaching process to function properly and not to disturb the 
comfort of students, the schools need to introduce measures of EE, a proper insulation and an efficient 
heating and cooling by utilizing RES. 
 
3. Creation of a team who will lead the overall process. 
It is necessary to form a team that will lead the entire process, starting from the order, preparation and 
finalization of the projects until their implementation and monitoring their effectiveness and efficiency. This 
step requires full engagement of all the human resources from the municipality suitable with its profile, 
experience and engagements to the requirements which need to be met by the development and 
implementation of the project which main objectives are derived from the analysis carried out in steps 1 and 
2. Projects related to energy must be led by one person or sector / department, which have the support of 
lawyers, accountants and other experts in the municipality. In order for the Department of EE and RES to be 
successful, there must be clear authorizations without any obstacles and implementation of projects. 
A head of the sector / department of EE and RES must be someone who will be fully dedicated to the 
management and leadership of EE and RES. A good example for that is the private sector. Many companies 
working in the field of EE and RES do not appoint the head of the sector / department of EE and RES from 
among the existing employees, but they employ an experienced person who has an appropriate and relevant 
experience and have proven himself/herself in the area. The local authorities do not always have the 
capacity, thus it should be taken in consideration that with a qualified and dedicated manager work goes 
faster, and the results can be seen quickly. 
According to the Energy Law, the municipality has a legal obligation according to which must prepare a 
three-year energy efficiency plan and submit it to the Energy Agency of the Republic of Macedonia. 
 
4. Separation of the existing RES in the municipality. 
As a next step it is necessary to allocate the existing RES on the territory of the municipality according to 
their specificities and possibilities for exploiting in order to improve the energy balance of the municipality, 
as well as adopting technologies for utilizing RES, [1]. 
 
5. Preparation of Feasibility Study (FS). 
After introducing the available RES and the opportunities for their usage it is important to invest in the 
development of a detailed feasibility study (feasibility study). The development of this type of document 
requires hiring professionals who are familiar with the technology of using suitable RES. Taking all previous 
steps, the representative of the municipality (or team) will be able to set correctly the criteria for 
development of the study where not only technical, but also financial indicators of possible projects should 
be analyzed. The feasibility study should contain the following parameters of the project: 
 Expected production of energy (thermal or electrical); 
 Expected savings of fuel or energy (if conventional fuels or electricity are replaced); 
 Expected reduction of greenhouse gases emission; 
 Expected investment costs and costs for maintenance and operation of facilities; 
 Period for growing of the investment; 
 The net present value (NPV) of the project; 
 Internal rate of return (IRR) of the project. 

For some projects (such as the construction of small hydro power plants) a special attention of the 
acceptability of the project from an environmental point of view should be paid. 
In case when the project is related to the use of renewable energy sources for heating of buildings, an audit to 
the heat consumption of the building is sufficient rather than a feasibility study. 
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6. Making a list of possible sources for financing the project, and then choosing the most appropriate source 
(or sources) of funding 
The next step is to prepare a list of possible sources for financing the project, and then choose the most 
appropriate source (or sources) of funding. Several sources of funding can be chosen, i.e. they can be 
combined. While for the feasibility study the municipality can submit a request for funding, or use from their 
funds, in the actual implementation of the project for utilizing RES different sources of funding are usually 
used, [1]. In most cases a well prepared feasibility study includes the given parameters of the specific 
project, which is quite enough for a submission of an application for funding the project to various domestic 
and / or international funds and commercial banks. In order to make an application for financial and 
operational programs, it is usually necessary to make technical documentation (see Step 7). When submitting 
an application for funding (particularly for operational programs) in most cases the user uses the services of 
consulting firms for the preparation of technical documentation, but in the presence and with an active 
participation of sufficiently competent and qualified staff from the municipality – as the beneficiary from the 
project at all levels of decision making. 
It should be also mentioned that the municipal budget usually serves only to prepare and implement activities 
and processes in order to attract investments for the projects, and their actual implementation requires greater 
resources to be sought in other fund and / or bank sources. 
 
7. Preparing and providing all the necessary documents for the project. 
At this stage, it is necessary to prepare and provide all the necessary documents for the realization of the 
project. Depending on which source of renewable energy is considered, the documentation includes: 
obtaining approval for connecting to the distribution system given by the distribution network operator EVN 
based on a submitted request. The next step, depending on the installed capacity of the actual RES, is getting 
an authorization for construction of facilities for generating electricity from renewable sources with a 
nominal power above 10 MW. It takes a positive opinion of a study in order to estimate the impact on the 
environment so that a Decision for compliance for the project implementation is obtained as well as a 
positive opinion on the study for environmental protection for obtaining a Decision for an approval of the 
study. 
 
8. Preparation of technical documentation, preparation of an action plan and selection of contractors. 
In this phase the preparation of technical documentation is done, as well as preparation of an action plan and 
selection of a contractor. It is necessary to pay serious attention to the preparation of the tender 
documentation and tender processes. The selected contractors should be able to provide high quality in 
executing the technical project and construction and installation activities. 
 
9. Performance of the project and acquiring the status of preferential electricity from renewable energy 
sources. 
At this stage the client - the investor should be provided with a supervisor who will check the stages of 
performance on his behalf, guarantee the quality and implementation of the project (the role of surveillance 
is defined in the Law on Construction of the Republic of Macedonia). 
Along with the construction of the facility the procedure for obtaining the status of preferential producer of 
electricity from renewable energy sources should start which gives the right to conclude a contract for the 
use of feed-in tariffs for electricity production. 
The investor can request for a license before obtaining an approval for using the energy facility, or before 
receiving the report for a completed technical inspection from the supervisory engineer for the facilities that 
do not require issuance of a permit for use, or before getting the decision for using the energy facility. The 
investor applies for issuing a temporary license to the Energy Regulatory Commission of the Republic of 
Macedonia. 
The permission for using is issued by the Mayor of the municipality where the new construction is built. The 
technical review of the building is performed by a commission from the municipality within 15 days from 
the submission of the complete application. 
The procedure for issuing a license starts at the Energy Regulatory Commission of the Republic of 
Macedonia on the day when the request for issuance of license is received. 
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The procedure for issuance of a temporary decision for gaining a status of a preferential producer of 
electricity generated from renewable energy sources begins by submitting a request to the Energy Regulatory 
Commission. 
The decision to enter in the registry for power plants using renewable energy sources for electricity 
production is issued by the Agency for Energy of the Republic of Macedonia. 
The owner of a temporary decision for gaining a status of a preferential producer of electricity generated 
from renewable energy sources in order to acquire the status of a preferential and use preferential tariff 
should submit a request to the Energy Regulatory Commission to issue a decision on gaining the status of 
preferential producer of electricity generated from renewable energy sources and also submit a request for 
using preferential tariff for electricity produced from renewable energy sources. In addition, the plant should 
be put into use within the period given in the temporary decision and the applicant should have a license for 
producing electricity for the power plant for which the preferential status is required. 
The final phase of this step is signing a Contract with the operator on the electricity market and getting a 
Decision that guarantees the origin of electricity generated from renewable energy sources based on the 
request from the producer of electricity from renewable energy sources. 
The Energy Agency of the Republic of Macedonia has published four handbooks on building power plants 
for producing electricity from renewable sources. The necessary steps in the process of building and 
acquiring the status of a preferential producer of electricity from solar energy, biomass, wind energy and 
hydropower are presented in details. They are available on the Agency's website (www.ea.gov.mk), in the 
section E-books, handbooks. 
 
10. Monitoring the operation of the energy facility that operates the utilization of RES. Measurement and 
verification of results. 
This step is often not realized, but it is essential in the overall evaluation of the implemented projects. This 
step is compulsory in the execution of the project in accordance with a contract with guaranteed results 
(ESCO contracts), and in such cases it is advisable that the measurement and the verification of the results is 
done by an outside company in order to avoid conflicts between the client and the contractor. Moreover, 
based on the measurement and the verification of the results analyses can be prepared that will help to 
improve and develop the project in order to increase the produced / saved energy and / or to reduce the cost 
for operation and maintenance. In the cases when a municipality realizes a project with short period for 
implementation and a better return, the result is also reducing greenhouse gas emissions and financial costs 
significantly. These results should be promoted among the domestic public in order to obtain greater public 
support for complete use of RES. 

Conclusion  
During the realization of the replacement of electricity or thermal energy from conventional sources with 
energy generated from renewable sources, there must be a sequence of planning and implementation of 
activities. The sequence of activities is based on logical judgment for the needs of the municipality, as well 
as based on many positive experiences from the international projects funded in the EU, which can be 
adapted to the specific terms and conditions. 
As a general conclusion can be stressed the fact that the existing potential of renewable energy sources, even 
though they cannot increase significantly the amount of domestic production of electricity from renewable 
sources, through its support in heating households, getting hot water from RES, assistance in mitigating,  
energy consumption can drastically improve the living standards of the population in the region, as well as 
be a strong stimulation for the socio-economic development of local municipalities and the region as a 
whole. 
The obligations of Macedonia as a country and the local governments as a third authority which in 
accordance with the decentralized position of the structures of the country related to EU Directive 2010/36 
and the Strategy for using renewable energy sources in the Republic of Macedonia by 2020, will be fully 
completed through the use of established potentials given in the Study, [1]. 
Examples throughout the Southeast planning region defined in the study show that investing in solar, 
hydropower, geothermal and wind energy as well as biomass energy, except the benefits for investors, brings 
a number of benefits for local communities, too. 
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The municipalities as local authorities have open arms to invest and to attract investors who will expand the 
use of renewable energy sources in their local communities. 
Overcoming of the above mentioned obstacles and barriers would result in a greater penetration of RES 
utilization opening possibility for the country to reach EU’s 20-20-20 targets (a 20% reduction in EU 
greenhouse gas (GHG) emissions from 1990 levels; raising the share of EU energy consumption produced 
from renewable resources to 20% and a 20% improvement in the EU's energy efficiency by the year 2020).  
 
 

Acknowledgements 
This research was funded by the Instrument for Pre-Accession Assistance (IPA) through Crossborder 
cooperation programe between Republic of Macedonia and Republic of Bulgaria as part of the project 
“Towards the future”, Ref. No. 2007CB16IPO007-2012-3-086. The usual disclaimers apply. 

References 
[1] Study on the potential and utilization of renewable energy sources in the cross-border region, (South-East region 

in the Republic of Macedonia and South-West region in the Republic of Bulgaria), part of the Project “Towards 
the future”, Ref. No. 2007CB16IPO007-2012-3-086, IPA CROSS-BORDER PROGRAMME CCI Number 
2007CB16IPO007, Macedonian part of the study is prepared by EKSPO SCENARIO LLC - Skopje, for the 
Center for development of South-East planning region – Strumica. 
 

[2] Directive 2001/77/EC is replaced by Directive 2009/28/EC, by which Member States and candidate countries for 
EU membership are imposed with a specific percentage and deadline to 2020 to substitute the usable energy from 
classical sources - fossil fuels with energy from renewable sources. 

 
[3] Web site of Eurostat (Statistical Office of EU): 

http://epp.eurostat.ec.europa.eu/tgm/table.do?tab=table&init=1&plugin=1&language=en&pcode=t2020_31, last 
accessed on the 23.08.2015. 
 

[4] Directive 2009/125/EC and EU Regulation No. 1194/2012. 
 

[5] Press release on the fulfillment of installed capacity for preferential electricity producers from photovoltaic power 
plants, ERC (Electricity Regulatory Commission), Skopje, July 2013. 
 

[6] Strategy for Energy Development in the Republic of Macedonia for the period of 2008-2020 with a vision to 
2030, MANU, Skopje January 2009. 
 

[7] Decision for the total installed capacity of the authorized producers of electricity generated from each renewable 
energy source separately (“Official Gazette of the Republic of Macedonia”, no. 56/13). 
 

[8] Regulations on Energy Control ("Official Gazette of the Republic of Macedonia", no. 94/2013). 
 

[9] Strategy for utilisation of the renewable energy sources in the Republic of Macedonia, Macedonian Academy of 
Sciences and Arts (MANU), Skopje, June 2010 

 

396



Analysis of Rtanj Mountain Wind Energy Potentials 
 

Predrag M. Živković*, Mirjana S. Laković*, Mladen A. Tomić **, 
Žana Ž. Stevanović***, Dragana G. Dimitrijević*, Milica Jović* 

 
Faculty of Mechanical Engineering Niš, Aleksandra Medvedeva 14, 18000 Niš, Serbia* 

 
College of Applied Technical Sciences Niš, Aleksandra Medvedeva 20, 18000 Niš, Serbia** 

 
Laboratory for Thermal Engineering and Energy, Institute for Nuclear Sciences Vinča, 

PO box 522, 11001 Belgrade, Serbia*** 
 
 

Abstract: The main goal of this paper was to obtain all acceptable locations for siting of wind 
turbines on Rtanj Mountain. Finally, 12 locations for sitting of 2MW wind turbines were 
accepted. The estimations were obtained using the WAsP simulation software. Final results 
are compared by means of the quality and quantity of the wind data and capacity factor. 
Finally, the preliminary economical analysis of the acceptabillity of the installing of wind 
turbines was done. 

 
Key words: wind energy, estimation, numerical simulation, WAsP, 2MW wind turbines 

 
 

1. INTRODUCTION 
 

Energy, especially electrical, is of vital importance in the world today. Many assesments of 
the fuel resources, mostly fossil, clearly marks the fact that this resources, especially for oil, 
are close to the end. The need for energy constantly rises, so introduction of new resources is 
inevitable. All these facts points to the necessity of transition to the sustainable development, 
especially to the usage of renewable energy sources. Wind energy clearly takes its place, 
considering its large potentials, purity and availability. The present constrains are mostly of 
financial nature. The most important task is the siting of wind turbines (obtaining the best 
possible locations for installing of the turbines, considering the possibility for energy 
production and minimization of losses). For that purpose, the wind atlas method is developed, 
which became easy for use with the fast development of computers. Position of wind turbine 
is in strong correlation with energy production. According to the previous research [4], linear 
models can’t estimate correctly the wind energy potentials in the terrain where the ruggedness 
index (index that represents the terrain slope value) exceeds 0.3. In such a case, using full 
CFD models, followed by experimental validation is necessary. 

 
2. MATHEMATICAL MODEL 

 
CFD models are more precise, but they need much more computational time. Considering the 
need to obtain the results as soon as possible, the best micro models were extracted from the 
larger macro models using the fast linear software. Then the best wind turbine locations were 
obtained by using CFD software. 
In this paper combination of a linear and full nonlinear model is used. 
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2.1. Linear model 
 
Linear model is expressed by: 
 
continuity equation: 
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Weibull distribution equations: 
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Representative of the linear software packages is WAsP [1], [4]. It calculates the speed-up 
effects of the hills, taking into consideration the effect of redistribution of energy in the flow 
from the component in the flow direction into the vertical component. 
 
2.1. Nonlinear model 
 
Nonlinear model solves the full set of governing equations of steady fluid flow. 
 
continuity equation: 
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turbulence model equations: 
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The modified set of model coefficients is: 
 

0324.0C =µ , 44.1C 1 =ε , 92.1C 2 =ε , 0.1k =σ , 85.1=σε  
 

The set of these nonlinear partial differential equations is solved by WindSim [2] software 
package. 
 
3. COMBINED METHODOLOGY 
 
The differences in wind energy estimations while using these different approaches are 
considerable. Many investigations were done on this subject, dealing with different aspects of 
the software operation. 
Test model of Selicevica mountain [5] was choosed by its adequate orography, as can be seen 
in Figure 1. It was shown that the WAsP predictions are about 30% larger than WindSim ones 
[3], due to neglecting of the second-order terms in the momentum equation, i.e. (6). 
 

  
 

Figure 1. Mean wind speed fields obtained by simulations in WAsP (left) and WindSim (right) 
For obtaining of the results the nesting technique is used. Simulations were done for the 
Enercon E48 wind turbine. It is very appropriate to use WAsP as the initial software on 
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mezzo level estimations, and WindSim for more precise micro level estimations, as the 
computational time for WAsP is about 20 times less than for WindSim. 
In this paper results obtained by numerical simulation on twelwe micro locations are 
presented. The considered locations mainly covers the mountinous regions of Southern and 
Eastern Serbia. 
 
4. RTANJ WIND POTENTIALS 
 
Scope of this paper is the Rtanj mountain, which is situated in the Eastern Serbia, near the 
town of Sokobanja and Boljevac. It is southeastern border of the Velika Morava river valley, 
but it streaches to the Timok valley, so the winds are similar to the ones for Balkan mountain, 
which is about 25km to the east. Such configuration of the terrain creates somewhat channel 
flow, which is obvious in the one dominant wind direction, of very stable winds. The plan of 
developing the ski center Babin Zub, and the relatively less developped electrical network in 
the surrounding settlements, makes this location even more desirable. 
 

  

  

a) b)   

  

  

c) d)   
 

 
Figure 2. Tested models (left) and Stara Planina farm (right) 

The potentials are estimated for three turbine types: Enercon E-82, NEG-Micon 2000-500/72 
and Bonus 2MW, with unit power of 2MW. Considered mezzo model was choosen by former 
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simulation on the bigger model, from which, using the nesting technique, named micro model 
is obtained. 
For the turbine siting the method of wake loss minimization and maximal annual energy 
production was used. Also, the recommendations about distance between wind turbines for 
the siting were as follows: in the wind direction minimally 7D (D – rotor diameter) and in the 
normal direction 4D. The same locations were used fo all three turbine types. 
On the basis of the data about the terrain slopes and roughnesses, obtained from the digital 
map, and the data about the wind speed and direction represented with the long term wind 
rose on the site of the main meteorological station Crni Vrh, the simulations were performed 
in both software packages: WAsP and WindSim. The result shown are the fields of possible 
energy production and terrain slopes. 
 
Table 1. Summarized results for all wind farms 

Turbine Parameter Total Average Min max 
 Net AEP [GWh] 70.436 5.870 5.402 6.636 
E82 Gross AEP [GWh] 70.657 5.888 5.406 6.667 
 Wake loss [%]  0.31    
 Net AEP [GWh] 48.831 4.069 3.560 4.968 
NM2 Gross AEP [GWh] 49.006 4.084 3.561 4.991 
 Wake loss [%]  0.36    
 Net AEP [GWh] 52.581 4.382 3.830 5.359 
B2 Gross AEP [GWh] 52.789 4.399 3.831 5.387 
 Wake loss [%] 0.39    

 
Finally, 12 possible location were obtained through the simulations. The summary data are 
presented in the following table. 
Expected capacity factor (expected ratio of possible energy production to the nominal 
production) is for Enercon E-82 - 25.77%, for NEG-Micon 2000-500/72 - 17.87% and for 
Bonus 2MW - 19.24%, which marks this location as desirable. It is also obvious that the most 
efficient is the E82 turbine, which is expected, while the other two are below the acceptable 
limit of 25%. 
 
5. ECONOMICAL ANALYSIS 
 
Table 2. Financial indicators for the wind farm Rtanj 

Financial indicators  E82 NM2 B2  
Rate of income (year 1) ROI -0.64 -2.62 -2.07 [%] 
Simple payback time SPB 17.87 26.62 23.30 [year] 
Net present value NPV 37.51 13.98 18.22 [mil. €] 
Internal rentability rate IRR 0.00 0.00 0.00 [%] 
Dynamic payback time DPB 0.00 0.00 0.00 [year] 
Benefit/cost ratio B/C 88.14 45.31 51.63 [-] 
Lifelong cost savings LCS 4.13 1.54 2.01 [mil. €/year] 

 
Using above mentioned financial indicators, it was calculated that annual income of the wind 
farm on Tupižnica mountain could be about from 0.908 for Neg-Micon to 1.888 milion EUR 
for Enercon E82 turbines. It shows that the project payback time is from 17.87 to 26.62 years, 
which is about the project life, which is over the desirable limits. Yet, decrease of the turbine 
prices gives hope that such a project could be realized. 
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6. CONCLUSION 
Wind energy is one of the fastest growing renewable energy resources. Most of the EU 
members are using it widely. Yet, the available usable locations are not limitless. This gives 
opportunity to the less developed countries to use the available funds, considering the plan of 
20% of energy in Europe to be obtained from renewable sources. 
The region around Rtanj mountain is scarcely populated area, and as such is in great need of 
investment. Wind resources are very desirable, as well as relatively easu reachable. Nearness 
of the Danube river shows possibility for relatively easy transport of the turbines almost to the 
site by water. 
Disadvantage is that this area is prone to frosting, so the blades should be heated in winter, 
which reduces the amount of energy produced, and increases the costs. 
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Abstract: The basic tool for identifying and preparing energy efficiency projects of public buildings is a 
building energy balance. Preparation of an energy balance includes collecting, monitoring and analyzing 
energy performance data, which enables comparison to energy indicators and determination of efficiency 
of energy usage. According to the details of research there are two types of energy balance: preliminary 
energy balance and detailed energy balance. 
There are 128 buildings in the ownership of educational institutions financed by the city of Nis: 21 
kindergartens, 86 elementary schools, 21 high schools and 1 regional center for development of teaching 
staff in education. Average heating energy consumption of these objects is 158,86 kWh/m², with an 
average of 146,27 kWh/m² for elementary and 193,79 kWh/m² for high schools. These indicator values 
are considered high. In this paper, preliminary energy balance method was used to analyze energy 
performance of schools in the region of Southeast Serbia. After data acquisition for the chosen schools, 
energy indicator values were calculated and compared benchmark European values and average indicator 
values for schools of Nis. As far as the selected schools are concerned, indicators vary widely, with 
highest values for specific annual heat consumption.  

Key words: energy balance, energy efficiency, energy indicators, schools 

1. Introduction 
Current situation of energy efficiency in Serbia in the field of public buildings is difficult to reliably 
estimate, but can generally be described as unsatisfactory, which means that there is significant potential for 
energy savings. Determine their actual state is made difficult by a series of unfavorable circumstances, such 
as lack of information on technical and other characteristics of the building, low level of awareness about the 
improvement of energy efficiency of the building and saving energy and water, lack of information about 
possible sources of funds for energy efficiency and times of repayment of investments, and so on. 
Energy consumption evaluation and audits for buildings is the most important step that can contribute to 
energy conservation. For that purpose we use the energy balance method, which is intended to be used by 
analyst professionals and decision makers as the basis for analysis, prediction of energy demand, creating 
future development scenarios and defining energy economic policy of an entity. Energy balance is also one 
of the basic elements for state monitoring and defining policy and measures for environmental protection [1]. 
According to the details of research, there are two types of energy balance: preliminary and detailed energy 
balance. 
This paper presents the results of preliminary energy balance of six schools, located in the region of 
Southeast Serbia, mostly on the territory of Nis. Creating energy balance implied data collection on 
consumption of electricity, heat and water energy in these schools, as well as the calculation of the indicator 
values of energy efficiency and their mutual comparision, and the comparision with the average values of 
energy efficiency indicators for buildings of educational institutions in the European Union. The main 
objective of these paper is to present energy consumption in schools and proposed measures which could be 
implemented in order to reduce energy consumption, reduction of environmental pollution and carbon 
dioxide emissions. 
The method of analysis of the energy consumption in school buildings is based on the following points: 
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– Identification of thermal, electrical and water consumption parameters which could be used for an 
energy re-qualification without any kind of alteration on the internal environment comfort, 

– Establishments of the steps for a correct energy diagnoses, 
– Definition of the energy saving and rationalization interventions which are economically feasible 

[2]. 

2. Analyzed schools 
Of 128 educational buildings and institutions located on the territory of Nis [3], for this paper 5 were 
selected, including: two elementary schools – “Sreten Mladenovic – Mika” and “Dusan Radovic”, two 
buildings of high schools – gymnasium Stevan Sremac, Technical school “12th February” and Mechanical 
technical school “15th May”, which are located in one common building and building of High technical 
school of professional studies in Nis. Also, building of two high schools in Kursumlija – Economy school 

Figure 1. Elementary school “Sreten Mladenovic – 
Mika”  

Figure 2. Elementary school “Dusan Radovic”
  

Figure 3. Gymnasium Stevan Sremac  Figure 4. Technical school “12th February” and 
Mechanical technical school “15th May”  

Figure 5. High technical school of professional 
studies in Nis 

Figure 6. Economy school and Gymnasium 
Kursumlija  
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and Gymnazium is also included in these research. 
All of these objects were built in different periods, from 1918. (Gymnazium Stevan Sremac) until 1989. 
(Elementary school “Dusan Radovic”). In the last couple of years they were all renovated, in order to 
increase energy efficiency (Table 1.).   

Table 1. Data on construction and renovation of schools 

School 
Construction 

year 
Year of 

renovation 
Renovated 

Elementary school “Sreten 
Mladenovic – Mika” 

1982. 2008. Replacement of old windows 
Improvement of interior lightening 

Elementary school “Dusan 
Radovic” 

1989. 2003. Isolation of facade walls 
Improvement of interior lightening 

Gymnasium Stevan Sremac 1918. 2008. Isolation of facade walls 
Improvement of interior lightening 

Technical school “12th February” 
and Mechanical technical school 
“15th May” 

1947. 2009. Isolation of roof 
Uprgrading of heating system 

High technical school of 
professional studies in Nis 

1976. 2012. 
Isolation of facade walls, roof and floors 
Replacement of old windows 
Improvement of interior lightening 

Economy school and Gymnasium 
Kursumlija 

1954. 2009. Partialy replacement of old windows 

Number of users of schools varies (Table 2.), from 410 in the elementary school “Sreten Mladenovic – 
Mika”, up to 1.513 users in the High technical school of professional studies in Nis. It should be mentioned 
that the teaching in buildings that include two schools, such as Technical school in Nis and high schools in 
Kursumlija, takes place in two shifts, which increases the number of users double. The building area also 
varies (Table 2), building of High technical school of professional studies in Nis with the largest number of 
users has the smallest surface area of 1.878m² and technical schools “12th February” and “15th May” have the 
largest surface of even 7.459m². In the Table 2. is represented average surface per user, varying from 1,24m² 
per user in High technical school of professional studies to 7,05m² per user in building of Economy school 
and Gymnasium Kursumlija. These values are less compared to average area in EU schools, which amounts 
7,9m²/user [4]. 

Table 2. Basic informations about schools 

School 
Total area 

(m²) 
Heated 

area (m²) 

Total 
number of 

users 

Average 
area per 

user 
(m²/user) 

Heating 
system 

Elementary school “Sreten 
Mladenovic – Mika” 

2.100 1.943 410 5,12 District 
Local 

Elementary school “Dusan 
Radovic” 

5.550 4.700 1.460 3,80 District 

Gymnasium Stevan Sremac 2.588 2.588 798 3,24 District  
Technical school “12th February” 
and Mechanical technical school 
“15th May” 

7.459 7.413 1.175 6,34 District  

High technical school of 
professional studies in Nis 

1.878 1.878 1.513 1,24 District  

Economy school and Gymnasium 
Kursumlija 

1.303 7.158 1.035 7,05 Local  

Collecting data to create a preliminary energy balance was performed in different base years for each 
analyzed school. The base year are selected depending on the availability of consumption data, in the period 
from 2011. to 2014. All schools are supplied with electricity and water energy from the city system and 
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payment for these types of energy are made monthly, depending on the consumed quantity. As for the 
heating in schools, various heating systems are represented, from central heating via local heating boiler on 
fuel oil (Elementary school “Sreten Mladenovic – Mika” and Economy school and Gymnasium in 
Kursumlija) to the district heating system. Method of payment is also different and depends on the applied 
system and the fuel used for heating. Some schools pay their heating per month for the heating area of the 
building, some pay per month to the amount of consumed energy, and some schools pay lump sum on a 
monthly basis. If the heating system is central, via local heating boiler, heating costs are paid annually, 
actually required amount of fuel is paid. 

3. Energy balance results 
The process of creating energy balance of schools included the following: 

– Data acquisition and estimaton of the current energy consumption, 
– Calculation of the energy efficiency indicators, and 
– Identification of potential possibilities for energy savings . 

Data acquisition represents the preparation stage and is conducted after realization of the initial stage, when 
the questionars were formed. The questionars are conceived in a waz thay could provide as much 
information and relevant energy consumption data as possible [5]. In this stage, it was of utmost importance 
to remove any perplexities in the terms of filling out the questioner [6]. 
Collected data are organized in an electronic database (Excel software). As a resault of energy balance we 
obtained following results, which can be grouped as followes in the next table and diagrams: 

Table 3. Annual energy consumption of schools 

School 

Electricity consumption Water consumption 
Consumption of heating 

energy 

Total 
energy 
(kWh) 

Total cost 
(Din) 

Total 
energy 
(m³) 

Total cost 
(Din) 

Total 
energy 
(kWh) 

Total cost 
(Din) 

Elementary school “Sreten 
Mladenovic – Mika” 

52.883 444.326,15 5.924 656.820,40 25.740 2.037.750,00 

Elementary school “Dusan 
Radovic” 

169.120 1.202.258,97 15.593 1.500.986,77 706.976 4.824.563,65 

Gymnasium Stevan Sremac 94.389 706.128,00 2.867 364.449,20  4.674.018,00 
Technical school “12th 
February” and Mechanical 
technical school “15th May” 

125.140 1.673.219,25 6.115 537.766,40 394.417 2.913.363,73 

High technical school of 
professional studies in Nis 

71.181 796.267,16   80.905 3.029.442,35 

Economy school and 
Gymnasium Kursumlija 

74.380 776.642,81 2.765 331.624,37 797.300 6.650.000,00 

 
Heating energy is the main consumption in all kinds of schools, representing about 80% of the total energy 
consumption. The heating system in most schools is traditional, without a control system for the flow rates 
and without thermal control in the classrooms [2]. The heating elements are radiators, except in big spaces 
such as gym and laboratories where forced convection heat exchangers are generally used. The least costs 
are for water consumption, except in Elementary school “Dusan Radovic”, probably due to defective and old 
instalations. Electricity consumption is moderate and proportional to the size of objects. 
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3.1. Energy efficiency indicators 

Indicators of energy efficiency represents specific energy indices used to define potentials for energy savings 
and determine possible effects of energy efficiency measures implementation [1]. They provide the 
possibility that some buildings can be compared to one another as well as to compare with standard values or 
with same types of buildings in developed countries.  
The assessment of buildings based on energy indicators, with the creation of the energy balance of buildings 
is one of the important methods to determinate their energy efficiency. 
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The following tables (Table 4, 6.) and diagrams (Figure 9, 10, 11, 12) give results of energy efficiency 
indicators for the analyzed schools, as well as for the average indicators for the educational institutions in 
Nis and EU (Table 5) [3, 7, 8]. 
Table 4. Annual energy consumption of analyzed schools 

School 

Specific annual consumption 

Electrical energy Water Heating energy 

kWh/m² 
annual 

kWh/user 
annual 

m³/m² 
annual 

m³/user 
annual 

kWh/m² 
annual 

kWh/user 
annual 

Elementary school “Sreten 
Mladenovic – Mika” 

25,15 128,28 2,82 14,45 13,25 62,78 

Elementary school “Dusan 
Radovic” 

30,47 115,83 2,81 10,68 150,42 484,23 

Gymnasium Stevan Sremac 36,47 118,28 1,11 3,59   
Technical school “12th 
February” and Mechanical 
technical school “15th May” 

97,70 620,22 0,82 5,20   

High technical school of 
professional studies in Nis 

37,95 47,11   43,08 53,47 

Economy school and 
Gymnasium Kursumlija 

10,18 71,86 0,38 2,67 111,39 770,34 

 

Table 5. Annual energy consumption of schools in Nis and in EU 

 Specific annual consumption 

Electrical energy Heating energy 

kWh/m² annualy kWh/m² annualy 
Nis 30,33 128,322 

EU 27 68 
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From presented results we can see that the highest value of the energy efficiency indicator has the 
consumption of heating energy per area in all analyzed schools, even up to 150,42 kWh/m² annual. By 
comparing the calculatet results (Table 4) with values of energy efficiency indicators of schools in EU it can 
be concluded that the consumtion of heating energy is 2,5 times higher than the average value of 
consumption in EU, which is 68 kWh/m² annual. The difference of indicators for elevtricity consumption is 
slightly less – an average value of electricity consumption of schools in Nis is 30,33 kWh/² annual, while in 
the EU the same indicator has an average value of 27 kWh/m² annual. 

Table 6. Annual energy costs for analyzed schools 

School 

Specific annual costs 

Electrical energy Water Heating energy 

Din/m² 
annualy 

Din/user 
annualy 

Din/m² 
annualy 

Din/user 
annualy 

Din/m² 
annualy 

Din/user 
annualy 

Elementary school “Sreten 
Mladenovic – Mika” 

211,58 1.083,72 312,77 1.602,00 1.048,76 4.970,12 

Elementary school “Dusan 
Radovic” 

216,62 823,46 270,45 1.028,07 1.026,50 3.304,50 

Gymnasium Stevan Sremac 272,84 884,87 140,82 456,70   
Technical school “12th 
February” and Mechanical 
technical school “15th May” 

224,32 1.424,01 72,09 457,67   

High technical school of 
professional studies in Nis 

423,99 526,28   1.613,12 2.002,28 

Economy school and 
Gymnasium Kursumlija 

206,34 750,38 45,41 320,41 929,03 6.425,12 
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When analyzing costs it can be concluded that the highest costs are for heating energy, even 6 times higher 
than the costs for electrical energy and water consumption. 

4. Proposal of measures for energy efficiency improvement 
The most important result of the preliminary energy balance is a preposition of measures that can be 
implemented with a goal to save energy. Depending on the complexity and size of the required investment, 
the proposed energy efficiency measures can be classified into the following categories (Table 7) [2]: 

Figure 11. Annual energy costs per area in schools  
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– Measures of rational energy resource management (good housekeeping) – low budget measures, 
based on object user motivation for rational energy usage which do not require cash assets, 

– Medium budget measures of energy efficiency, implying investments in new technical solutions, 
equipment, installation, with a goal to optimize functionality of certain subsystems for energy 
transformation and distribution, 

– High budget measures of energy efficiency, implying significant investments in object 
reconstruction, equipment and installation modernization. 

Table 7. Possible measures for energy efficiency improvement 

Measure Concrete measure 

Good housekeeping measures – 
low budget measures 

- Using natural light as much as possible 
- Turning off the lights in the room when not required 
- Cleaning of lamps 
- Closing water taps 
- Closing the door in rooms that are heated/cooled 
- Shutting down the heating/cooling at night 
- Improvement of tightness compounds of carpentry 

Medium budget measures 

- Using energy efficiency light bulbs 
- Using lighting control system (presence sensors, daylight sensors, 

illumination control according to the intensity of the daylight) 
- Replacement and reconstruction of an old carpentry 
- Adding insulation material on the external walls and roof 

High budget measures 
- Reconstrucrion of heating systems 
- Application of the renewable energy sources for heating and 

electricity production, such as solar collectors, heat pumps etc. 

When it comes to budget funds, they are certainly limited and it is necessary to seek donations from 
international organizations and institutions and capital transfers from the national budget. 

5. Conclusion 
In this work we made a comparative analysis of different school buildings and their energy performance. 
Energy audit of buildings helps to find out the possible way to save energy and at the same time it helps to 
save money for energy costs. The comparision between the real energy consumption and recomended values 
showed that there is lot of space to improve energy efficiency.   
One of the caracteristics of a large part of Serbian schools is irrationally high consumption of all types of 
energy, primarilly for heating, and lately, due to the increase of the average temperatures during summer, 
and for cooling. In addition, energy is used also for lightening and to power electrical appliances.  
Based on the foregoing analysis and collected data, it can be concluded that schools are among the larger 
consumers of energy, with a tendency to increase in line with the increase of living standard. The collected 
data clearly indicate inefficient use of energy in schools, it can be concluded that there is a lot of potential for 
implementation of measures for improving energy efficiency. In addition, scools are also major pollutants of 
the environment.  
That is why energy efficiency in schools is an area that has great potential for reducing energy consumption. 
The establishment of a mechanism that would provide a permanent reduction of energy consumption in 
schools (new ways of designing and using new materials) and proper renovation of existing buildings is the 
main objective for energy efficiency in schools. In addition, the increase of energy efficiency of the building 
does not always require money, but simply changing habits and rising awareness can implement measures of 
host behaviors that have a positive impact on energy efficiency.  
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 1.0. Introduction 

 Energy efficiency is a wide range of activities that aims to reduce consumption of all kinds of 
energy, with increasing use of renewable energy sources. Most often when we talk about renewable energy 
we think of solar energy, however, it includes also wind energy, biomass and geothermal energy. In recent 
years, an increasing number of studies is dedicated to wind energy and its exploitation. 
 The electricity we use today is harmful due to emissions of gases that have a negative impact on the 
environment and human health. In the fight against climate change and improving the life environment, a 
growing number of architects and engineers got into the studies about how to reduce the percentage of 
electricity use in urban areas. Of course, depending on the intensity of the wind, this strategy is not 
applicable everywhere. However, the development and improvement of the performance of wind turbines 
makes implementation possible in windy environments. During the implementation of wind turbines, three 
important steps must be taken into account:1 
 
 - Wind flow in a constructed area must be estimated 
 - Optimal way of installation of wind turbines must be chosen 
 - The third important step is research on the impact of solution on the environment, research of 
economic viability and feasibility study which must be done. 

                                                           

1Abohela I, Hamza N, Dudek S: Urban wind turbines integration in the built form and environment, FORUM Ejournal 
10 ,June 2011 
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 Following these steps architect comes up with the answer is the implementation desirable in the 
present case.  
 This reasoning raises a number of questions: Does this kind of savings can impair the living space of 
man and other living beings? Does the implementation is losing the aesthetic factor in the design of 
buildings? Is the implementation only possible with the newly designed solution or it can be adapted to the 
existing condition? In this paper we will try to answer on all of these questions. Also through analyses of the 
examples that have already been built in the world, we will observe how the implementations are done but 
also whether this form of energy use can lead to cost savings. The aim is to highlight the positive and 
negative aspects of the use of wind turbines in urban areas. 
 

 2.0. Application of wind turbines in architecture 

 Wind energy has always attracted the attention of researchers who wanted to make it useful and 
therefore  helpful. First, the conversion of wind energy into mechanical work was used for sailing and later 
for windmills. In the last decades of the twentieth century that wind is proved as an important resource for 
generation of electricity. "Wind farms" became popular in recent years. A large number of wind turbines to 
each other, in areas of strong winds is an efficient way of distributing electricity. With advances in 
technology and new tendencies towards the preservation of the environment, an increasing number of 
architects is involved in researches about the most efficient way to implement wind turbines in buildings and 
urban areas. Implementation would reduce the need for use of electricity and would enable energy 
production to be carried out on the spot (ie. on the parcel). This would be leading to a reduced need for 
expensive transmission systems - infrastructure. This also reduces the losses in transmission, and the amount 
of material required (cables, poles, etc.). As another advantage of this approach in the design concept of the 
architecture of an object must be mentioned clearly and visually expressed the view that the owner of the 
building is dedicated to the preservation of resources and planet for itself.  

 

 This case we do not have with the solar panels because they often cannot be visible from the street 
while generating electricity. In some cases, in addition to the benefits that we get from the use of wind 
turbines, by installing wind generators the facilities can get more original and aesthetic impact. If the project 
meets the technical, aesthetic and environmental factors we can consider it as a success. 

Figure 1. Landscaping stand-alone 
wind turbines in urban locations, 
http://www.alternativeconsumer.co
m 

 

Figure 2. Retro-fitting wind 
turbines onto existing buildings, 
http://www.pljgroup.com 

 

Figure 3. Full integration, 
http://inhabitat.com 
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Three main strategies for the implementation of wind turbines on buildings in urban areas are:2 
 - Landscaping stand-alone wind turbines in urban locations ( Sl.1) 
 - Retro-fitting wind turbines onto existing buildings 
 - Full integration, such that the wind turbines drive the architectural form 
  
 The first strategy is possible in areas that have high levels of population, while the second strategy is 
for high buildings due to better wind flow. In the third case, the integration is done by placing wind 
generators on the tops of the buildings, on the sides of the facades but also at the voids which are projected 
within the building. 
 When it comes to systems of large buildings that should receive high gusts of wind, the 
implementation have to be carried out at the earliest stage of the project. Besides from technical 
characteristics: size of the turbine and RPM, which are subjects for research from the side of engineers, 
architects approach the solution by analyzing the position of the building at the location, its shape and 
orientation of the object. For smaller systems best for use are horizontal and vertical axis turbines, which can 
be installed in a later phase of the project too. 
 However, the use of wind energy in urban areas is faced with major problems that need to be 
thoroughly analysed and solved during implementation. 
 

 2.1 Difficulties with implementation of wind turbines 

 Every innovation as itself brings with it some risk and problems. The biggest obstacle that arises in 
integrating architectural facilities and wind energy is low profitability. While large independent turbines 
provide the cheapest electrical energy, small wind turbines are less profitable, and therefore are not always 
alluring choice to users as opposed to solar panels. With the use of wind energy in urban areas it is necessary 
particular attention to be paid to the following problems: 

 - Noise and vibration of wind turbines are the most common obstacles to their integration in 
architectural and urban planning projects. The problem of noise generated by the rotor blades can be reduced 
by changing their design, while the noise from the electrical generator can be minimized with good sound 
insulation within the turbine head. The vibrations are more intensified when the turbine is raised to a pillar 
standing on the roof of the building. In this case, there can be a harmonious resonance in the house. To 
prevent noise and vibration it is necessary to take into account the materials from which the facility is built. 
Less noise is generated by wind turbines with a vertical axis. 

 - Air flow problem is more pronounced in urban areas then at free-fields, that are reserved for "wind 
farms" normally. In such environments the existence of wind is linear and all flows going in one direction. In 
urban areas, the flow of wind encounters various obstacles (other buildings, green), which leads to the stream 
breaks and it operates in several different directions. This separation creates turbulence that affect the 
efficiency of wind turbines. During the implementation of wind turbines in the architectural structures it is 
necessary to examine the environment and depending on the height of surrounding buildings to assess the 
best position for placing turbines. 

 - Safety for the environment is another of the problems that occur during installation. There is a risk 
that some of the blades, under the strong gusts of wind, a flight of birds in the turbine or under the influence 
                                                           
2 N. Campbell, S. Stankovic, M. Graham, P. Parkin, M. van Duijvendijk, T. de Gruiter, S. Behling, J. Hieber, M. 
Blanch, ”Wind Energy for the Built Environment (Project WEB)”, European Wind Energy Conference & Exhibition, 
Copenhagen, 2-6 July 2001. 
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of another element, detach and fall. With "wind farms" such a risk also exists, but because they are located in 
unpopulated areas, the fear that people would be injured is minimal. This is one reason why the majority of 
investors do not opt for this type of deployment. 

3.0. Applied strategies for implementation of wind turbines in architectural projects 

 There are many examples of the implementation of wind turbines in architectural objects in the 
world. The paper contents analysis of several examples which had undergone the full implementation. Such 
examples have a great impact on architectural projects because setting up of wind turbines requires 
additional analysis of the location, form and materials from which the facility is built. In Serbia, these 
examples are still lacking. 

 3.1. Bahrain World Trade Center 

 World Trade Center in Bahrain ( Figure 4,5)  is one of the largest facilities of an independent 
renewable energy sources. It is characterized by three wind turbines, solar collectors covering more than half 
of the facades of both multi-storey buildings, as well as energy-saving materials used in construction. 

 
The most impressive innovation in this project is the implementation of wind turbines. Wind turbines are 
mounted on the walkway between the two multi-storey tower whose height reaches 787 meters. The towers 
are connected with three gangways and on each of them has one wind turbine diameter of 39 meters, which 
is designed to convert mechanical energy into electricity. The capacity of each turbine is 225kVA. These 
wind turbines operate roughly 50% of the time and provide 11% - 15% of the entire structures total power 
consumption (1.1-1.3 MWh / year). Weather in Bahrain are variable, abundant periodic droughts and dust 
storms occur, and the design of turbines adapted to such conditions. The turbines are designed to 
automatically adapt to the weather, in order to avoid any damage due to unstable wind power. 
 Wind turbines are set between objects, whose rounded form reduces contributing to air flow. As the 
wind speed varies with increasing altitude, the architects have developed a strategy which is designed conical 
shape of the object which satisfies the relationship building height and wind speed. In this way, 
implementation is influenced building in aesthetic terms, but did not alter his appearance. As a downside of 

Figure 4. Bahrain World Trade Center, wind turbines, 
http://inhabitat.com 

 

Figure 5. Bahrain World Trade Center, 
http://www.atkinsglobal.com/ 
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this implementation the negative impact on the environment (birds) can be pointed out, but also the 
possibility of falling of the blades which endangers the safety of passers-by. 

 3.2. The Pearl River Tower 

 The Pearl River Tower ( Figure 6.) was built in 2012 in China. As with the previous one, in this 
example, the form of the building is designed to direct the flow of wind to places turbines are installed. 
Unlike the previous example, it was used. 

 

 In Bahrain World Trade Center building is set with narrow side toward the flow of the wind in order 
to reduce the exposed surface. It is not the case with Pearl River Tower. Skyscraper is projected to have a 
rectangular shape with a curved front facade. There are four slots that penetrate the building structure and 
make the "wind tunnel" ( Figure7.). Four wind generators are placed in these tunnels and having a vertical 
axis (propeller in horizontal position). Wind turbines are located on two floors. When it comes to the wind 
strike, the air strikes in the building and running the facade to find its way and to avoid the obstacle. This 
attack, causes turbulence that is softened when the air reaches the edges of the object. Part of air that hits the 
object is brought to the tunnel, accelerates as it passes through the reduced space of the tunnel, it starts wind 
turbines and comes from the other side of the building with full its strength. The negative side in this 
example is that it relies on the fact that the wind effect on the object always come from the same direction, so 
that energy production is reduced when there is a side impact. However, unlike the previous example in 
Bahrain, negative impact on the environment in the Pearl River Tower is reduced. This is because the wind 
turbines are placed in the tunnel.  

 3.3. An incomplete objects 

 In this chapter will be presented projects where wind turbines are planned to be implemented, but 
they are not implemented yet. Different implementation strategies have been applied that influenced on 
object shape as well as on environmental characteristics.  

Figure 6. The Pearl River Tower, http://inhabitat.com 

 

Figure 7. The Pearl River Tower, "wind tunnel" 
http://inhabitat.com 
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- Taiwan Tower ( Figure 8.): This building was conceived as a skyscraper with cover around it in which are 
housed wind turbines. Unlike the previous two examples where the setting up of wind turbines influenced on 
the orientation of the objects, in this model this is not the case. Wind turbines are placed on all sides of the 
building and there are 600 of them. They are supposed to produce 6 megawatts of electricity. In this way a 
great effect will be gained, as well as noise reduction caused by use of small wind turbines, and the facility 
comes to the form that still has not been seen in architecture. 
 

 
 
 

 
- Miami COR Tower ( Figure 9.) is yet another example of a skyscraper in which wind turbines are applied. 
The method used is similar to the principle of integration as in the previous example. It is based on using of 
cover of building made with openings in it where wind turbine is placed. However, the main difference is 
that it is applied to a much smaller number of wind turbines and they are located only in the upper parts of 
the building. This allows a clear view from the windows of the building and the strongest wind strikes are 
more likely to be used because wind turbine is located at a high altitude where winds are much stronger. This 
is yet another object in which the implementation of wind turbines is planned to satisfy all aesthetic and 
technical characteristics. 
 
- The Gate Residence (Figure 10, 11): Unlike all previous examples, this object is not a skyscraper but the 
entire eco-village in which wind turbines are implemented. Wind turbines are implemented in environment 
around buildings as well as in buildings as them self.. They are placed on the roof of the buildings and also 
all along the streets that follow the objects. According to technical calculations this system with additional 
solar panels can produce sufficient electricity for the entire settlement. As in example of Taiwan Tower, 
vertical axis wind turbines were applied also here.  
 The turbines are designed in the way that smaller ones are placed on rooftops in order to reduce 
noise in the houses, while along the streets wind turbines of larger capacity are placed and lifted off the 
ground on several pillars in order to avoid obstacles that can slow down and degrade wind and reduce 
efficiency. If this project was implemented, this facility would become the most complicated architectural 
structure with wind generators. 
 

Figure 8. Taiwan Tower, http://www.designboom.com 

 

Figure 9. Miami COR Tower, 
http://www.archdaily.com/ 
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4.0. Conclusion 

 The continuing architects need to improve living environment and environmental performances of 
buildings leads to increased exploring of the use of renewable energy sources. The paper presents the basic 
principles by which are the architects guided when the implementation of wind turbines in architectural 
projects is in question. It also pointed to the problems that can arise during implementation, but also analyzed 
examples that have already been built in the world. 
 From presented examples we can conclude that in the examples which are already built, wind 
turbines were used cautiously, while in the unbuilt examples we can notice new unseen methods which are 
not enough researched yet. When it comes to the use of wind energy in urban areas, certain amount of 
hesitation still exists.  As we noted in the paper, the main reason for this are certainly problems that occur 
during this procedure, the second reason, perhaps more important, is that this is still an expensive 
investment. Investing in something complex like this is always a risk. By the losses could occur if the wind 
force is not constant, or even if the wind changes direction. Architects have found a variety of solutions in 
order to prevent such cases, however, it is still not enough of them to make use of wind generators in urban 
areas started to implement regularly. 
 Implementation of wind turbines in urban areas requires the involvement of different professionals 
such as mechanical engineers, urban planners, architects, and all those who are directly involved in the 
building where is implementation in process. When it comes to the implementation at the already built 
facility, that includes the city government to give the green light that such a facility cag wind n be 
implemented, but also the people who will live in this house. On the aesthetic side implementation of already 
constructed facility often spoils the appearance of the object and the initial idea of architects. In urban 
projects for the main town nucleus we have rarely met with the strategies of application of wind turbines. 
Important condition for implementation of wind turbines is great height for placing wind turbines. If you lift 
the wind turbine at a great height, it further requires a large area of the grounds for doing so and in this way 
usable area is making smaller. Therefore, this method of implementation of wind turbines in urban areas is 
least developed. 
 Most often when we speak about the full implementation, high towers are planned from the start and 
at the tops of buildings places are reserved for wind turbines. This principle we could have noticed in in the 
analyzed examples in this paper. Also, full implementation is rarely about implementation of just one type of 
renewable energy. The most often used methods are implementation of solar panels, green roofs, integration 
of the architectural principles of saving, such as the impact on the shape of the object, the materials, the 
position and orientation of the object. 

Figure 10. The Gate Residence, http://inhabitat.com 

 

Figure 11. The Gate Residence, http://inhabitat.com 
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 Finally, we can conclude that these are only initial steps, developing of new systems for checking the 
security of these solutions can lead to an increasing use of wind turbines in architecture. Based on the 
examples we have to conclude that wind turbines can be implemented in facilities in the way to meet the 
aesthetic and functional characteristics. 
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Abstract: This paper is based on the project of Conceptual architectural-urban design of an Eco green 
village composed of MILD1 objects that was done for the purpose of participation in an Open anonymous 
single-stage competition organized by City Municipality of Savski venac in Belgrade2. The subject of the 
paper is Conceptual design of Eco green village on the territory of Municipality of Savski venac done by 
team of authors: Krstić H., Spasić Đorđević S.,  Ranđelović D., Vasov M., Gocić M. The aim of the paper is 
to show, through particular example (in this case conceptual project) that it is possible to design sustainable 
residential objects that are able to decrease energy consumption, provide more comfortable living to the 
residents and, at the same time, are affordable. Most of the people think that houses that have lower impact 
on the environment are usually more expensive. This research shows that this is not a rule. During the design 
process, numerous analyses have been carried out, which will be discussed in more detail in the paper. Also, 
there will be presented some of the solutions planned for the purpose of energy efficiency such as use of 
solar panels, green roofs, Trombe wall, advantage of proper orientation, reduction of motor traffic etc. It is 
important to emphasize that this Conceptual arch.-urban project is just one possible variant that aims to 
promote a model of housing that provides a better quality of life and involves a healthy indoor and outdoor 
environment. Methods used in the paper are following: analysis, synthesis, comparison, description, 
classification, model. For the creation of 3D model it was used computer program 3D Studio Max and for 
renderings' editing - PhotoShop CS6. All thermic calculations, heat losses and gains, are carried out in 
computer program KnaufTERM.   

Key words: energy efficient construction, eco village, conceptual architectural urban design, model of 
energy efficient design, sustainable architecture 
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1.0 Introduction 
 

 This paper presents Conceptual urban-architectural design of Eco green village in Belgrade, 
designed by the above mentioned team of authors. The Conceptual urban-architectural design of Eco green 
village was created in the framework of Competition announced by City council of Municipality of Savski 
venac in Belgrade. Main theme of the Competition is to research specific architectural ideas for residential 
units sustainable in construction and exploitation, which have low impact on environment and are cheaper 
than conventional. One of the Competition’s goals is to demonstrate that construction of financially 
affordable residential buildings with low environmental impact is also possible in the region of South-eastern 
Europe. 
                                                           
1 Abbreviation of: Modular, Intelligent, Low cost, Do it yourself 
2 Competition was completed in February 2014. The conceptual architectural and urban design presented in this paper 
participated in competition and was exposed at the exhibition held in Mikser house after completion of competition. 
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 The place predicted for conceptual design of the village is located in the south part of Municipality 
of Savski venac, on the very border with Municipality of Vozdovac. Location is defined by Borska Street, 
near the intersection with Crnotravska Street3. In Master plan of Belgrade this location is provided for 
housing, so it was suitable for this project. Boundaries of the location are shown in the figure 1 to the left. In 
the figure 1 to the right is shown photo of the location downloaded from the www.googlemaps.com. 
Although this specific location indubitably has a great influence on the design process, additional goal of this 
competition is to design residential buildings and the whole village that can be adjusted to other locations in 
Serbia. 
 

 
 

Figure 1. Location boundaries and photo of the location 
 
 The project task is composed of two parts – specific and additional. Specific project task is to 
develop the model of residential units that can be constructed under low price and at the same time can 
provide appropriate solutions for ecological and social challenges in present and future. Additional task is to 
design Eco green village, residential complex that unifies those residential units.  
 The task demands minimum two types of residential units: for individual and multistory housing, 
with maximum high up to 4 levels. Units of each type must contain essential residential functions (sleeping, 
food preparation, sanitary facilities and common space) and each unit must have approach to open space – 
balcony or garden. Total number of units has to be between 100 and 200, while the number of each type is 
left to the decision of architects. It is recommended that residential units should be 40-90 m2 in size, which is 
based on preliminary examination of the market. But this was not obligatory. Also, houses should not be the 
same. They should have possibility of customization to the users’ needs and their way of life. When it comes 
to content, the only obligatory purpose is habitation. Other contents are optional.  
 There is an intention that inhabitants of Eco green village should use bikes or go on foot within the 
complex. For the connection to the city, they should use public transport as much as it is possible. For that 
reason, it is necessary to provide enough parking lots for bicycles. Minimum number of parking lots for cars 
is 0.7 per residential unit, according to requirements of Master plan of Belgrade.    
 Aiming to further reduction of negative village impact on the environment, project task emphasizes 
the use of passive design (orientation, natural or artificial shading, terrain configuration, reduction of total 
outer house surface, greening…).  [1] 
 On the basis of these requirements, as well as analyses of micro and macro location4, it is possible to 
approach to the design process with further investigations of potentials and restrictions. 
  
2.0. Design approach 
 
 This chapter shows architects’ approach as well as analyses of factors that led to final solution.  
 
 2.1. Functional contents 

Location of the Eco green village is near the large number of public contents and “social knots“. 
Therefore, it was firstly made an analyse of functional contents on the micro and macro location, in order to 
avoid duplication of functional contents for future inhabitants that are already available to them. This 
                                                           
3 The location in Borska Street is public property, formally within the military complex. 
4Climate, traffic, functional contents on the location and wider. 
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primary refers to existing kindergarten, elementary school, market, sports and recreation center, which are 
located in neighborhood. In this regard, on the project's location are planned contents that are mainly related 
to residential facilities, with accompanying contents like open common spaces for recreation and relaxation 
of future inhabitants, their socialization and gathering, children’s play and similar activities. Shops, cafes, 
post office, bank, pharmacy, supermarket and other facilities necessary for quality functioning of entire 
complex are also planned.  

 
2.2. Concept, function and shaping 

 Complex is primarly designed for young married couples and young families. All residential units 
are subordinated to them and their needs. There are two types of housing in the complex: multistory 
buildings and individual houses. The idea is to phisicaly separate these two types and create two different 
zones. But these zones should be, at the same time, related and should function as one union. In figure 2 is 
showen site plan, where these zones can be recognized. In figure 3 is shown 3D model of Eco green village 
with disposition of objects on the location. 

 

Figure 2. Site plan of Eco green village 

 The main design concept is expressed with the following thesis: 
• Clear separation of two housing types - individual and multistory. This contributes to better 

positioning of objects. Multistory buildings have more levels and are higher, so they are positioned 
in the way that do not disturb insolation of lower objects - individual houses. They are placed 
parallel to Kraljica Ana Street, occupying the north-west part of the complex. They block north and 
allow opening towards south. Number of floors decreases going from north to south – from 4 floor, 
3, 2 to one floor. (Fig 2).  

• Individual houses are distributed radial. The reason for radial distribution is related to idea of 
implementation of bike traffic inside the complex and creating easier moving paths in the space, 
which will be more discussed in further text. Regardless of radial distribution, every house follows 
favorable orientation. In order to use maximum of the sun rays, each house opens to the south. 

• Residential units are flexible and modular. They have the possibility to adjust to users and their 
needs (possibility of unification two or more units, vertically extension etc.).  

• Existing greenery should be kept in the biggest percentage.  
• Common central zone, designed for all inhabitants, is placed in the central spot of the complex. 

Common space is used for recreation, relaxing time, children’s games and other relaxing activities.  
• Water area is designed as very important element for microclimates improvement. 
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• Green roofs are placed on the top of each building. They, in a way, compensate green area that was 
confiscated from the nature for the construction site.  

• Clear differentiation of all types of traffic is also introduced trough the project. Motor traffic is 
reduced to a minimum, while bike traffic and pedestrian traffic are favored. In this way emission of 
harmful emanations at the site is decreased. 

• For construction are used natural materials. They are ecological, healthy for the environment and 
have possibility to be recycled.  

• Paving is combined together with grass and allows permeating of natural and constructed areas.  
• LED lighting is used on the whole area. 
• Waste disposal is in differentiated containers for recycling. 

 

 
 

Figure 3. 3D model of objects’ disposition in Eco green village 
 

 Multistorey buildings, total of three, are located in the north-west part of the complex, parallel to 
Kraljica Ana Street. This position fits the maximal use of space, while does not distort the beneficial use of 
natural factors on site, first of all, in terms of "liberation" and "opening" the south orientation in organizing 
individual residential buildings – houses, which height is smaller than the projected height of buildings for 
collective housing. Buildings are marked as A, B and C (fig. 2). All the buildings are typical and adaptive 
(flexible) to different functional and organizational possibilities and construction conditions. The basic 
structural module used in the design of the building is 7,50x5,00m raster. By compatible multiplication of the 
module, building can be expanded or reduced, depending on the needs, thus enabling the construction in 
phases5. 
 Each building is compound of three parts: ground floor and two parts of different number of floors. 
So, the buildig, at the same time, has 1 floor, 3 floors and four floors. Ground floor combines the whole 
building and facilitates shops (along street side), pantries and garage (in the middle) and apartments oriented 
towards south. These ground floor apartments are specific, because they are  greatly independent of the rest 
of the building. In some way, they can be better described as some type of transition between multistory and 
individual housing. They have their own large-space gardens, where are located entrances to the apartments.  
 

 
 

Figure 4. Garden on the top of the garage 

                                                           
5This concept offers the possibility to construct depending on economic conditions and planned budget. Buildings don't 
have to be built at the same time. They can be build in different time intervals without discontinuity. 
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Other floors are designed as galleries. This design approach enables larger comfort. Each apartment 

has front and back yard, which is achieved whit galleries. Front yard is on gallery oriented toward north-
west, while back yard has south-east orientation and is actually organized as terrace. Between building’s 
parts of different number of levels, on the top of the garage, is placed common garden. This common garden 
has low and medium green vegetation, walking paths and mobiliard (fig. 4). Other roofs are also green. Idea 
with green roofs was to reimburse the nature everything that was taken from it. This way, buildings become 
part of the nature. Flats on the galleries are typical and organized in the frame of above mentioned module. 
In figure 5 is shown section through the building, for a better overview. It clearly shows different number of 
floor in the building. Symbols in the picture illustrate insolation and ventilation in the building.  

 
 

Figure 5. Section of the multistory building 
 

 Individual housing is organized through free-standing houses, radially distributed on the rest of the 
location. Individual free-standing houses provide maximum comfort and privacy, so they are chosen rather 
than double houses and houses in a row. Radial distribution follows bicycle and pedestrian path which 
connects contents in the complex and unifies them. This kind of houses’ disposition didn’t break the comfort 
in the terms of favourable orientation, because houses follow south side, following at the same time radial 
disposition.     

 
Figure 6. Types of houses 

 
 Designed MILD homes have the possibility to be adjusted to the users' taste and their way of life. 
This concept is schematically schowen in the figure 6. The basic house type is marked as S house. This 
house is designed to meet all the needs of inhabitants and is designed for a young couple who is just planning 
to expand the family. With the expansion of the number of users, the need for surface also grows, and the 
house S can be rebuilt in the house M. So, as the family expands, so expand and housing units. In one 
moment, if house M becomes too small for the family, it can be rebuild in house L. For the biggest comfort, 
it is designed XL house. 
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Figure 7.  3D model of XL house 
 

 For the explanation of applied principles of green desgn in further text it is chosen XL house (figure 
7).   

 
 2.3. Traffic inside the complex 
 The main idea is to reduce motor traffic on the location to a minimum. Inside the complex are 
favored bicycles and pedestrian traffic, and for the connection with the city – public transportation6. 
Operating a motor vehicle ends at the entrance to the complex of new eco-village (fig. 8 to the left). All 
residents of the complex park their vehicles in garages that are located on the ground floor of multistory 
buildings and which are common to all residents7. Garages are placed right next to the access road, in order 
to avoid the use of cars inside the complex. Residents continue their way to the houses or apartment on foot 
(fig. 8 in the middle) or by bicycles (fig. 8 to the right). 
 

 
Figure 8. Schemes of motor, pedestrian and bicycle traffic  

 
 Navigating through the site is maximally subjected to pedestrians. Therefore are designed many 
pedestrian paths, that connect contents on the location and enable undisturbed and easy movement through 
the space. The network of bicycle paths also cover the complex evenly. It follows the most frequent 
pedestrian lines. On the adequate spots along bicycles’ paths are placed points with parked bicycles. Those 
bicycles are common to all residents in the complex and can be taken from the parking by inserting ID card 
on the automat near parking. Every resident has its own ID card and the number of bikes is sufficient to meet 
needs of all the residents. Shape and disposition of paths follows radial objects’ arrangement. 
 

 

                                                           
6The entire territory of the Municipality of Savski venac is covered with network of public transportation. In the near of 
the proposed location, there are many lines of public transport (through Borska Street and Crnotravska Street). Part of 
Borska Street belongs to the outer ring of Belgrade's highway, which facilitates access to the site. 
7Envisaged number of parking places is 144, or 0.88 per housing unit, which meets the capacity prescribed by Master 
plan, of 0.7parking places per housing unit. 
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3.0. Contribution to energy efficiency 
 
 Thermal, acoustic, hygienic and visual comfort are key elements of pleasant stay in an closed space. 
Appropriate thermal insulation of facility, quality glazing of desired surfaces of doors and windows and their 
correct dimensioning and orientation, as well as adequate choice of heating system, ventilation, lighting and 
their optimal regulation on the basis of smart houses are elements that can contribute to higher level of 
comfor in inner space. [2]      
 

 
Figure 9. Schematic display of applied elements that contribute to energy efficiency in the house on the example of XL 

house  
 Elements that contribute to better comfort and higher energy efficiency in objects are presented on 
the model of house of XL type (figure 9). They are:  
1. Transparent paving that combines the grassy area with a material. That enables easy moving of water and 
air around the paving material.  
2.Green roofs with a system for collecting rainwater. There are many ecological advantages in using this 
system like: regulation of biodiversity, improvement of microclimate, retention of dust, retention of 
rainwater, noise reduction, regulation of air quality and temperature. In addition to environmental aspects, 
which are directly related to human health, the green roof has also an aesthetically outrank, as well as 
economic advantages. It turns out that green roofs are significantly more durable than other roofs, so that the 
initial investment for their construction can be far more returned through durability and savings in 
consumption of energy for heating and cooling of the building. On the green roof is also installed system for 
rainwater collecting with lot of advantages like: increased efficiency of surface, reduced dependence of the 
water from the water network, underground infiltration system and collection system (valuable space is not 
taken up), water purification and very low maintenance requirements. The system works in the way that 
rainwater from the roof is filtered and collected in modular tanks or so called infiltration blocks. The water 
can then be used as technical water, such as water for watering the garden or can be redirected with an 
overflow pipe to infiltration reservoir and then back into the ground. [3] 
3.Use of natural material for construction – wood (with an insulation value of R50-60). Constructive 
elements from wood used in the project are strong, durable, practical for construction and are coated with 
protective layer against fire and insects.  
4. Usage greenery on the facade of the building, like for example ivy over canopies. The chosen greenery is 
appropriate for our climatic conditions – protects from insolation during summer and allows sun reys to get 
into the house through glass surfaces in winter, increasing in that way solar gains. During hot summer 
months, greenery creates shadow on the south facade and helps passive cooling of inner space. That largely 
decreases energy consumption and total costs for building functioning. 
5. Deciduous trees around the building, that creates shadow in summer, while in winter, when leaves fall 
down, allows the sun light to penetrate deep into the house, helping with natural heating of the building (fig. 
10). 
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Figure 10. Bioclimatic schemes of building functioning 

 
6. Solar panels as a support system for central heating. They are able to cover 30% to 40% of energy needed 
for heating during winter.Apart from this energy savings, this system can cover up to 80% of hot water needs 
during the whole year. Solar panels are complement to central heating. In addition to saving energy during 
the winter, combined solar water heater provide hot water for domestic use, in the interim and summer 
periods for bathing, kitchen and washing machine. Working principle: solar collectors placed on the roof 
surface absorb heat during sunshine hours. The absorbed heat is transported by pump and stored in large 
storage solar water heater. From the storage tank, heat is transferred to other rooms through the central 
heating system. The solar system is also the perfect solution for under floor heating.  
7. Installation of sunshaders to prevent overheating of rooms in summer, as well as preventing from 
disturbing visual comfort. Angle of sunshaders is designed for our climate conditions, in order to maximize 
solar gain in the winter, and to protect us from solar influence in summer 
8. The possibility of growing fruit and vegetables in the backyard. Fruit trees create a pleasant setting for a 
stay in the garden. It also allows the household to product fresh fruit. 

 
Figure 11. Scheme of natural ventilation in the house 

 
9. Trombe wall, as one of the systems of passive absorption of thermal solar energy. The wall is made of a 
material that can act as a thermal mass (stone with granite cladding). It consists of a dark colored wall of 
high thermal mass facing the sun, with glazing spaced in front to leave a small air space8. It is set on the 
south side. Between the wall and the well-insulated glass surfaces is air space. In the winter period, the 
                                                           
8 http://sustainabilityworkshop.autodesk.com/buildings/trombe-wall-and-attached-sunspace 
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system behaves as a sort of heat source. During the day the sun rays go through the glass surfaces and heat 
wall, which emits heat into the interior of the room during night. 

10. Operable windows/passive cooling. Operable windows allow cross-ventilation for the ventilation of the 
interior space. This strategy improves the air quality and reduce energy consumption. In all the facilities it is 
possible to make natural ventilation, which prevents from syndrome of sick building (fig. 11). Natural 
ventilation is ventilation in which the air changes due to a difference in pressure without the use of 
mechanical and other similar devices. Its advantage is the low investment costs, easy maintenance and low 
speed air flow. In this way is achieved the air comfort and provided sufficient quantity of clean air. Used 
materials do not affect the reduction of air quality, there are no harmful fumes dangerous for human health. 
Natural ventilation achieve the requirement of air comfort - provide the required amount of fresh air. [4] 
11. Preventing light pollution and energy saving for lighting in complex. Light pollution appears as 
unnecessary light, unwanted glare that disturbs night activities and the light that shines directly or is reflected 
in the direction of the sky. The use of adequate lamps that emit light only below the horizontal plane passing 
through the plane of the radiation lamps can prevent the spread of light in unwanted directions.Planned 
lamps have within themselves photovoltaic panels which collect solar energy during day and then transform 
it into the light. 
 
5.0. Conclusions 
 
 By using passive systems explained in the paper, energy requirements are decreased up to 70%. 
Designed individual houses with different technical characteristics combined, are getting closer to low-
energy houses, with low construction price. Materials that are used in project have very good performances 
and at the same time are not expensive. By integral concept of design and use of traditional and modern 
materials, it is given an effort to achieve higher standard in residential housing in terms of ecology and 
environmental protection. Primary material used in construction are wood panels – modern solution created 
with prefabricated cross wise bonded panels – CLT (Cross Laminated Timber), which do not contain 
adhesives based on a phenol-formaldehyde. 

The calculations carried out in the program KnaufTerm have led to results that are shown in Table 
1. Energy class of facilities is C, which is quite good result. However, by further optimization of buildings in 
terms of HVAC systems (applying heat pumps, cogeneration energy systems, etc.) is very likely to achieve 
the B energy class of designed buildings. A significant impact on energy savings represents a good insulation 
of the house, the walls, roof and attic. 
 The initial idea involves the construction of modular homes. Use of simple basic automation 
contributes to the possibility that individuals can build their future homes themselves, and can be able to 
make changes at various levels. Not only can move, add or remove modules, they also may change the 
details on the exterior facade panels, which greatly affects the characteristics of these objects.This allows the 
houses to ''live'' and change according to users' needs and seasonal changes. 
 One of the most important aspects when it comes to construction is the price. Prices per square meter 
of residential space (in individual houses and multistory buildings) go from 563,78 e/m2 to 654 e/m2, which 
is shown in Table 2. It is important to emphasize that use of some of the passive systems initially rises the 
price for construction, but initial investment in a very short period pays back through energy savings. 
 On the example of Conceptual urban-architectural design of Eco green village, this paper aims to 
show that it is possible in Serbia to build affordable housing, which are eco-friendly, healthy for residents 
and environment. 
  

Description Building type 
 S M L XL A B 
Net area of the heated part of the 
buildingAf[m2] 

 
59,86 

 
85,82 

 
105,70 

 
105,54 

 
821,37 

 
511,08 

The volume of the building envelope 
V [m3] 

 

292,32 
 

397,71 
 

488,43 
 

467,90 
 

4.000,78 
 

2962,11 

Form factorf0[m-1] 0,95 1,06 0,81 0,81 0,66 0,54 
Transmission lossesHT[W/K] 5.776,22 10.534,61 8.089,90 7.644,89 63.195,56 34.632,77 
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The volume of heated space 
Ve[m3] 

 

171,72 
 

231,71 
 

284,47 
 

315,10 
 

2.217,69 
 

1.379,92 

Sealing of windows good good good good good good 
Number ofair changesn[h-1] 0,5 0,5 0,5 0,5 0,5 0,5 
Ventilation lossesHv[W/K]  1.713,63 2.312,28 2.838,78 3.144,45 22.130,77 13.770,50 
Total lossesH [W/K] 7.489,85 12.846,89 10.928,68 10.789,42 85.326,33 48.403,27 
Specific annual energy use for heating 
QH,an [kWh/m2a] 

 
50,14 

 
49,20 

 
42,26 

 
45,96 

 
39,74 

 
41,75 

 
 
 
 
 
Energy class 

 QH,nh[kWh
/m2] 
<=10 

 

<=17 
 

<=33 
 

<=65 
 

<=98 
 

<=130 
 

<=163 
 

>163 

 

 
Table 1.  Calculation of energy class 

 
 

 Price of construction  [€/m2 ] Total costs  [€] 
Individual house S type 621,78 37.219,95 
Individual house M type 574,89 49.337,47 
Individual house L type 563,78 59.399,47 
Individual house XL type 573,41 60.517,37 
Apartmenttype I 654 25.957,26 
Apartmenttype II 654 37.421,88 
Apartmenttype III 654 53.085,18 

 
Table 2. Prices  
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Abstract: This paper presents the process of reengineering a company which produces steel panel 
radiators to apply new production technologies that would enable the automation of the production 
process. New production technologies would require large financial investment for the procurement of a 
new automated production line, which would in turn incur additional costs. For the reengineering process 
to be complete, the introduction of a new production line should be accompanied by necessary changes 
and redesigning of the other processes in the company. Reengineering of the production process is 
achieved by the following: better radiator quality, larger production capacity,  less defects in production, 
greater product range, shorter delivery deadlines and more competitive product on the market. 

Keywords: Reengineering, Business processes, Organizational changes, Process management, Steel 
Panel Radiators. 

1. Introduction 
With the second industrial, followed by the third technological revolution, that is, with the increasing use of 
computers in all aspects of human activity (starting from the beginning of the 1970s), a rapid general social 
development ensued, which implied an adoption of a completely novel set of etiquette rules in performing 
human activities, above all in the way companies do business. This change has led to an accelerated increase 
in economic capabilities which, in its own turn, imposes a competitive spirit in relations between not only 
companies but entire economies of countries in certain regions, and even the whole world. The appearance of 
globalization is evident in all of its spheres which, for better of for worse, forces numerous countries, their 
economies, and their companies as well, to implement tumultuous, and highly radical changes. 
Change is a daily constant and an imperative to survival. Business organization have to ensure a dynamic 
and elastic organization capable of responding to the demands of the environment at any moment. The 
capability of adjusting daily to the economic-social-ecological and sustainable development is the 
cornerstone of successful business. Without daily considerations and implementation of changes for the 
purpose of improving products, services, working conditions, ecology, worker, customer and supplier 
satisfaction, there can be no originality and the market game is easily lost. 
The last two decades of the 20th century, rapid changes (technological, economic, political, demographic, 
social, and other) affect the discontinuity in various economic and social activities. Facing such challenges, 
companies cannot succeed if they employ incremental (small, step by step) changes. What is needed are 
significant, radical, large, i.e. transformational changes. These are, indeed, the changes brought forward by 
business process reengineering, a relatively new business concept. 
There are different reasons which encourage a business system to enter the reengineering process, such as: 
increased competition ready to take over customers, lack of effect in certain activities, despite constant 
tendencies toward their improvement, a system enters a downward phase on the S curve, demands and needs 
of certain customers have changed, technology and fundamental processes in the industry have improved, 
and, finally, costs are out of control of the management. 
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Through reengineering a business system changes its business performance substantially, while incremental 
interventions lead to a slight progress, sometimes even a marginal improvement in the sense of increased 
productivity and market share. 
This paper presents a model business process reengineering in research and development of new products 
with the aim of achieving fundamental changes of business processes by reducing costs, shortening process 
duration, increasing process profitability, and increasing market share. 

2. Advantages of business process reengineering 
As a new business model, reengineering causes opposing opinions, from the euphoric to the pessimistic. 
More reasonable opinions consider advantages and disadvantages, problems and possibilities for further 
improvement of the model. 
Certain opinions support reengineering, offer advice, as well as positive characteristics of this technique. 
Thus it is said that reengineering tends to increase productivity by creating innovative and more 
comprehensive processes, which possess a continuous flow and natural order. Reengineering strives to 
optimize value for shareholders by doing things differently. For example, there are innovations in the area of 
production and customer service. Reengineering brings forward benefits for shareholders in the following 
specific areas [1]: 

– it increases the interest of the employees in the company itself, the leadership within, its products or 
services and customers; 

– it improves internal cooperation, communication and teamwork; 
– it extends the knowledge of the employees on the orientation of the organization, its role on the market 

and its competition; 
– is enhances the compliance of the employees' skills with their training for responsibility and processes. 

Reengineering leads to an improvement of at least 50%. The research conducted by the authors and their 
experience imply the following types of results of reengineering: 

– improve the productivity from 25% to 100%; 
– reduce stock from 40% to 50%; 
– improve the process cycle time from 50% to 100%; 
– improve indirect costs from 25% to 50%. 

Therefore, these are not incremental improvements of 5%, 10%, or 15%, which a majority of organizations 
wants to achieve. 
The ability to quickly adopt innovation, market needs, technological development, customer trends, and 
competition initiative is the trademark of organizations which employ reengineering and reinvention [2]. 
As far as large companies are concerned, only those who have managed to conduct reengineering of their 
business processes will survive, in other words, those who continuously conduct business process 
reengineering, changing every single business process that they perform. Plants of small dimensions will 
start to appear more and more, and they will use the adjustment of business processes to create new, higher 
quality and more unusual products. On the other hand, huge companies will disappear through redundancies 
or by more capable parts splitting from the parent company. To somehow save themselves from complete 
downfall, such companies will be forced to change their business processes radically, meaning that they too 
will have to go through business process reengineering.  
This whole situation shows that this technique has, in fact, just started to take effect, and that its application 
in the coming years and decades will be evident in its full capacity. 

3. Reasons to apply reengineering 
Bearing in mind the business conditions and the position which the company currently occupies, top 
management faces a clearly defined need for a radical approach which would enable the company to survive 
on the market and significantly improve its productivity along with an adequate reduction in production 
costs. Therefore, business process reengineering in the observed company arises not only as a necessity but 
as an inevitability with regard to the difficult position of production economic subjects as well as the 
industrial branch in question. Namely, the domestic market of radiators, where the company is positioned as 
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one of the leaders has been endangered both by the increasingly complicated procurement of sheet metal due 
to the business problems currently experienced by the Zelezara Smederevo d.o.o. and the rising number of 
companies which import inexpensive radiators without customs limitations from Turkey and China, thus 
affecting the reduction of prices. Furthermore, another major problem is the increasing presence of 
aluminium radiators which are threating to overtake the dominant position in the already rather small market 
in the Republic of Serbia. For that purpose, as one of the main solutions, which is automatically apparent, top 
management points out a drastic increase in the existing capacity by installing a new production line and 
constructing a new production hall, which would double the production capacity with minimal employment, 
in turn leading to an efficient implementation of the strategy and aims of the company conceived on the ever-
growing reorientation toward foreign markets. Namely, the existing capacity cannot meet the demands and 
supply deadlines imposed by such a large market. 
The analysis of the environment is often called the scanning of the environment, and its purpose is to identify 
strategic factors – those external and internal elements which will decide the company's future [3]. The 
simplest way is to perform a SWOT analysis which should identify current and future opportunities and 
threats, as well as strengths and weaknesses of the company in its market game, which can be seen from the 
performed SWOT analysis shown in Table 1. 
The current machinery (a second-hand machine line) manufactures an average of around 85,000 radiators per 
year, i.e. around 550,000 m2 for the period from 2003 to 2013. 
Entire text should be written using the Times New Roman font face. Detailed formatting rules for each 
element are summarized in Table 1. 
Table 1. SWOT analysis 

Strengths Weaknesses 

*The only company in Serbia with a long tradition in the 
production of panel radiators with ecologically 
sustainable production; 
*Long-time cooperation with suppliers and customers; 
*Experienced management and qualified workforce; 

*Relatively non-diversified production; 
*Technologically outdated equipment and information 
system; 
*Non-competitive prices of certain segments of the 
production program due to the increasing supply of less 
expensive import products; 

Opportunities Threats 

*Expansion of production capacity (a new production 
line) which would enable greater sales in the domestic 
and foreign markets; 
*Export to the Russian Federation; 
*Capitalization of the position of the only manufacturer 
with great experience; 
*Introduction of new products and expansion of the 
product range with a new production line. 

*Crisis in the construction sector, without buildings there 
will be no sales of radiators; 
*Increased competition in the sector – expansion of small 
enterprises capable of doing business with lower fixed 
costs; as well as a significant increase in the sales of 
products from Turkey. 

 
The manufacturing procedure on the existing line consists of the following stages: 

– Reception of material 
– Production of pressings 
– Assembly of pressings 
– Multi-spot welding of pressings 
– Longitudinal and transverse welding of plates 
– Longitudinal trimming of plates 
– Pressure testing of plates in a hydro tub 
– Production of flanges 
– Welding of flanges to base plates 
– Assembly of radiators 
– Welding of bracket and spacers 
– Pressure testing of radiators. 
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When a radiator is completed, it is pressure tested. Every manufactured radiator is tested. Testing is 
performed using compressed air in a hydro tub with the pressure of 9 bar. Using a post lift the radiator is 
lowered into the tub in the horizontal position and placed on a grate. The radiator is connected to the source 
of compressed air and slowly immersed into the solution. The liquid in the tub is the water solution of 
Biosint 050 with 3 ÷ 5 % concentration. In case the radiator is defective, the location of the defect is found 
and the radiator is repaired. The repair is performed by autogenous welding, after which the radiator is tested 
again. 
This description completes the so-called machine production of radiators. The next process is the surface 
protection of the radiator which comprises the following phases: 

– chemical pre-processing (degreasing, washing, passivation) 
– radiator priming (dipping) 
– drying at the temperature of 160ºC; for 20 minutes 
– plasticization (powder coating) 
– drying at the temperature of 180ºC; for 20 minutes 
– packaging and palletization of radiators. 

4.  Production reengineering – new production line 
In the process of reengineering the company, new technologies would be applied in production to enable the 
automation of the production process of steel panel radiators. New production technologies would require 
large financial investment for the procurement of a new automated production line, which would imply 
additional costs for the construction of a hall with all the accompanying construction expenses (installation 
of hall heating and ventilating, fireproofing, waste water, crane line for unloading sheet metal, etc.), the 
reconstruction of the existing power substation or the construction of a new one so as to meet the increased 
energy demands, procurement of sandwich tools for profiling radiator pressings H300, H500, H600, H900, 
as well as the reconstruction of the existing plant for painting radiators (paint shop) with the introduction of 
an extra shift or purchase of a new one so as to adequately meet the new production capacity. For the 
reengineering process to be complete, the introduction of a new automated production line should be 
accompanied by necessary changes and redesigning of the other processes in the company. 

4.1. Investment activity 
The investment activity could be carried out in part from long-term bank loans, favourable loans offered by 
the development fund intended for undeveloped regions, and in part from the company's own sources. These 
would include the financial resources for:  

– Construction, sheeting and roofing of the hall of 30 m x 60 m x 6 m in dimensions, using adequate 
aluminium sheet metal and appropriate insulation, roof windows, external windows and doors, 
reinforced concrete floors, pipeline and electrical installation ducts, etc. Total value: 500,000.00 € 

– Procurement of the entire new automated machine line and equipment for the production of the 
radiators of the EURO-BALTIC-THERM. company, Starogard Gdański, Poland. Total value: 
4,500,000.00 € 

– Procurement of sandwich tools for profiling radiator pressings with H300, H500, H600, H900 heights, 
SCHALCH AG company, Neuchâtel, Germany. Total value: 300,000.00 € 

– Renovation of the existing paint shop and purchase of a transport chain from the EISENMANN 
company, Boblingen, Germany, for the purpose of meeting the new production capacity. Total value: 
300,000.00 € 

– Renovation of the power substation to increase its capacity. Total value: 100,000.00 € 
– Other works, access roads. Total value:   100,000.00 € 
– Total value of the investment activity is 5,800,000  €.  

The procurement of the above machines, tools, and equipment achieves the following: 
Better radiator quality – The existing line of the radiator factory in the company is more than forty years 
old and, apart from its wear, it requires a lot of manual labour which eventually affects the end product 
quality. This is particularly evident in manual welding of the I-port in the production of the type 33 radiator, 
and in welding brackets and spacers. 

435



Larger production capacity – The higher step speed and level of automation with a drastic reduction in the 
number of production workers on the line, above all emphasizes a significantly larger capacity of the new 
line, which can produce up to 200,000 units annually in two shifts, which represents a 100% greater capacity 
than the existing line. 
Less defects in production – This is caused by the greater automation of the line and much smaller manual 
manipulation which is substituted in the new production line by a better disposition of the machines and a 
larger number of transporters. 
Greater product range – With the new production machine line, apart from the above types, there is a 
possibility of manufacturing new types of radiators, which are highly demanded by the market of the Russian 
Federation, thus providing a strong strategic interest for their production. These are type 11k and type 21 
narrow, as well as radiators with ascending pipes. Type 11k differs from type 11 in having horizontal and 
vertical covers which provide a special aesthetic effect. Type 21 narrow is a radiator with two base plates, 
one flange, and it is characterized by a width of only 60 mm, which is much smaller in comparison with the 
existing type 21 which is 100 mm wide. It occupies a smaller space in a living area with high heating 
efficiency and attractive design. Radiators with ascending pipes are radiators which have ports on the lower 
side (connection from the floor) and are increasingly present in residential buildings. One of the advantages 
of these radiators is that no pipes are visible in the living area which is heated. 
Shorter delivery deadlines – An important characteristic of a successful company is its ability to fulfil its 
obligations on time. Greater capacity which is tripled with the old and new production lines have a very 
positive effect on meeting this condition, i.e. highly demanding deadlines which exceed the production 
capacity of the company during the season. 
More competitive product on the market – Greater capacity, better quality, greater savings, and reduced 
total production costs increase the market efficiency of the company and significantly affect its competitive 
position on the market, simultaneously allowing for a lower price of the end product along with the greater 
serial production, are given in Table 2. 
 
Table 2. Improvement achieved through production process reengineering 

 Existing line New line Improvement 

Production capacity in the 1st shift 200 units 400 units 100 % 

Number of workers 20 8 2.5 times 

Product range (radiators) 6 types 9 types 50 % 

Level of pressing defects 2% 0.5% 4 times 

Power consumption 5500 kWh 4500 kWh 19 % 

 
During the above reengineering process, the needs to redesign the other processes in the company would 
most certainly arise. Above all, this implies the implementation of the information system to adequately 
monitor the new increased capacity, at the same time providing a better insight into the real state. Higher 
marketing investment would also appear as inevitable, since a higher number of produced units leads to the 
problem of their placement. One of the possible solutions, yet not the only one, is a company's own website 
with the web business option. All of these changes are necessary for a production company,  which today 
operates in very difficult conditions, generally present in our economy and society, to survive and secure its 
future. 
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Conclusion 
On the basis of so far in this paper, can draw the following conclusions, namely: 

– The total value of investment activities in the process of reengineering the production of steel panel 
radiators amounted to 5,800,000.00 E. 

– Reengineering the production process achieves the following: better radiator quality, larger production 
capacity,  less defects in production, greater product range, shorter delivery deadlines and more 
competitive product on the market. 

– All of these changes are the necessary in order that the manufacturing company as that now operates 
in very difficult conditions, which generally prevail in the whole of our economy and society to 
survive and ensure its future. 
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Abstract: The temperature of the cities rises continually, affected by the undeniable climatic change, 
escalating the energy problem of cities and amplifying the pollution problems. The thermal stress is 
increased, thus both the indoor and the outdoor thermal comfort levels are decreased and health problems 
are enhanced. Green roof implementation in the building envelope is a strategy that provides heat island 
amelioration, thermal comfort for occupants and reduces energy consumption of buildings. Green roofs 
add aesthetic values to the environment providing other economic and social benefits too. This paper 
reviews current knowledge, based on literature, regarding environmental sustainability and possible 
improvement in thermal comfort level in dense urban areas using green roof strategy. 

Keywords: green roof, thermal comfort, vegetation, environment. 

1. Introduction 
More than half of the human population is nowadays residing in cities and it is predicted to rise up to 70% in 
2030, urban areas detrimentally invade natural landscapes impacting the entire planet. A deficiency of green 
spaces is recognized as a major problem in many dense urban areas. Urbanization decreases the proportion of 
spaces dedicated to green infrastructures because of new building developments and every free ground area 
in cities is of very high economic value. Adapting flat roof surfaces in to a green living systems is an 
efficient and sustainable solution for improving the environmental balance of cities and limiting the major 
negative effects of urbanization providing better comfort at building and urban level.  
Using an analysis of satellite data roof area fraction may vary from 20% to 25% for less or more dense cities, 
and considering that urban areas occupy 1% of all land, in some research that number is even 2.26 times 
higher, it is estimated that the total roof area of the urban world is close to 3.8×1011 m2 [1]. 

2. Green vegetated roofs 
Green roof technology, as architectural tool, was originated in Germany in 1880s, although, the history of 
green roof in the form of roof gardens have started in Babylon around 500 B.C. Germany is regarded as the 
world leader in employment of green roof strategy where by over 10% of its buildings utilizes this strategy. 
According to ADIVET (French association of green roofing companies), from 100,000 m2 to 1,000,000 m2 
of the green roof has been implemented yearly in France for the past ten years. Green roofs in London are 
covering of 9300 m2 only in the Greater London area. In the US, Chicago is a leading city in green roofs 
technology with more than 50,000 m2 installed vegetative roofs in 2008. Serbia is late in practical work, as 
well as research, due to constraining from infrastructure investment, lack of relevant laws, regulations and 
national policies concerning the green roof strategy.  
Green roof construction mimics in a few centimeters what normal soil does in a couple meters, as shown in 
Figure 1. The green roof accomplishes the natural balance through several layers. Three main layers can be 
identified: foliage layer (canopy), soil layer (substrate) and the support layer. The foliage layer depends on 
the plant selection. The growing medium, filter and protection layer act to support plants and protect lower 
levels. The drainage layer provides water for upper layers in relatively small space and with light weight, 
excess water overflows and easily passes underneath it away and down the roof drain. The support layer is 
roof construction similar to the flat conventional roofs. 
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There are two main classifications of green roofs, extensive green roofs lightweight in structure with a 
thinner substrate and intensive green roofs with a deeper substrate layer to allow deeper rooting plants such 
as shrubs and trees to survive.  
Extensive roofs require little maintenance once they are established. Cost-effectiveness of extensive green 
roofs makes them suitable for retrofit of public and commercial buildings.  
Intensive roofs have a thicker soil layer and should be considered a landscape with plants found in parks and 
gardens and may require irrigation during dry periods. Because of their thicker soil, intensive roofs require 
greater structural support than extensive ones. Characteristics and variations of green roofs are shown in 
Table 1. 
Table 1. Characteristics and classification of green roofs 
 Extensive Simple-Intensive Intensive 

Growing Media Depth 
[cm] 4 to 20, 10 to 15 typical  10 to 50 10 to 200 +  

Plant Heights [cm] 5 to 30 30 to 60 30 to 90 + 
Roof Slopes Slopes up to 30 degrees  Only used on low slopes 

or terraced roofs Only used on low slopes or 
terraced roofs 

Irrigation No Periodic Regular 
Stormwater Reduction Low Medium High  

General Weights  
[kg/m2] 

60 to 145 120 to 195 170 to 500 + 
Plant Communities Moss-Sedum-Herbs and 

Grasses 
Low growing plants; Hardy,  

self-sufficient and self-
propagating 

Grass-Herbs and Shrubs Lawn or Perennials, Shrubs 
and Trees; More varied,  

larger species, and specialty  
species 

Use  Ecological protection layer,  
Usually non-accessible 

Designed Green Roof Park-like Garden  
Designed for access 

(typically) 

 

Figure 1. Green roof systems mimics’ earth’s natural soil layers 
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3. Effects of the green roof to the surrounding and occupants  
3.1. Cooling and humidification effects 
Possibility to cool the ambient air is important phenomena of the green roof that provides more thermal 
comfort. This thermal benefit is the result of direct shading of roof surfaces and consuming solar heat gain 
for transpiration and photosynthesis by a foliage layer (canopy), which is composed of the leafs and the air 
within the leafs. The configuration of canopy varies for different types of green roofs and the plant selection 
play an important role in cooling effects. For all the three different types of canopy, as shown in Figure 2. 
[2], surface temperature were lower than non-green lands, especially for bushes and grass, where the average 
daily temperature was the lowest. The cooling effect varies throughout the day. The daytime cooling effect is 

obvious, especially in the afternoon. 
Experimental measurement results [3] showed that shading plays the key role in cooling and humidification 
and have a close relationship with leaf area. The direct cooling effect is proportional to the green area, he 
larger the greening area, the better is the effect on cooling and humidification. Measurements of surface 
temperature in green roofs reported in [4], show that in places dominated by thick dark green vegetation 
present surface temperatures almost 10 °C lower. The surface temperature of conventional roofs can reach 
very high values in the summer, in Australia a temperature of 90 °C was recorded. The choice of green roof 
characteristics depends greatly on climate and selection of the plants and soil, but nevertheless influence 
could be significant. For example, green roofs can decrease the surface temperature of the roof 30–60 °C 
according to an experimental study conducted in Japan [5].  
The indirect cooling effect brought by the green roof is done by using the sun’s energy to turn water stored in 
plants, through transpiration, and soils, through evaporation, into water vapor rather than heat. Releasing a 
large amount of water vapor into the air causes the moisture level near the green roof to increase.  
The research on cooling effects of the green roofs started at the same time with the research on the green 
roofs' impact on the relative humidity, however, as the occupants are less sensitive to humidity, there are less 
work done on the humidification effects. Increasing the height of vegetation improves humidification effect 
significantly. Combinations of bushes and grass, trees, grass and shrubs have better cooling and 
humidification effect than lawn. Roof covered with bushes and grass has the highest relative humidity and 
compared to non-green space, the daily average humidity increased by 23.1%, for the shrub and grass 
humidity increased by 7.7% and for the turf space the relative humidity only increased by 5.4% [2]. 

3.1.1. Green roofs and urban heat islands 
Urban Heat Islands (UHI) refers to the effect whereby near-surface air temperatures are higher in cities than 
in nearby suburban or rural areas. This effect is common in cities where natural landscapes, which absorb a 
significant portion of solar radiation to create water vapor, have been replaced with non-reflective surfaces 
that absorb most of the solar radiation and re-radiate back into the environment as heat. 

Figure 2. Comparisons on the variation of daily temperature for different green lands and non-green lands [38]. 

440



Figure 3. Urban Heat Islands (UHI) 

According to the US EPA, cities of over one million people can be as much as 12°C warmer than the 
surrounding countryside. Some large cities, such as Chicago, New York and Tokyo have recorded summer 
temperatures that are 14°C higher than adjacent rural areas. 
The heat island is a reflection of the totality of microclimatic changes brought by urban alterations of the 
open spaces. The increase of the green spaces in cities, contribute to decreasing the urban surface and 
ambient temperatures and mitigate heat island effect. A study [6] show that an increase by 10% of the urban 
green in Manchester, UK, could amortize the predicted increase by 4 K, of the ambient temperature over the 
next 80 years. 
Only a few studies aiming to evaluate the heat island mitigation potential of green roofs on a city scale are 
available. The main characteristics of those mitigation studies are summarized in Table 2. 
Table 2. Characteristics of the existing studies on the mitigation potential of green roofs [7] 

City Type of research Type of green roof Results 
Chicago, US Simulation using the 

Weather Research and 
Forecasting Model 

Extensive type Urban temperatures during 19:00–23:00 
were 2–3 K cooler compared to the 

temperatures simulated without the use of 
cool roofs. 

New York, US Simulation using MM5 Extensive type Peak temperatures at 2 m height decrease 
0.37–0.86 K, while daily average 

temperatures decrease between 0.3–0.55 K 
Tokyo, Japan Simulation using the 

CSCRC model Extensive type Almost negligible impact because of the 
high of the buildings where green roofs are 

installed 
Hong Kong, China Simulation using the 

EnviMet tool Extensive type Almost negligible impact because of the 
high of the buildings where green roofs are 

installed 

When vegetative roofs are installed in high rise buildings, their mitigation potential is almost negligible, but 
when the building height is lower than 10 m green roofs are the most effective solution. A green roof 
program covering 50% or more of roof space in a city, when implemented in coordination with other large-
scale greening efforts like street tree planting, could result in city-wide cooling throughout the day and 
during peak summertime energy demand periods. 

3.2. Thermal comfort with green roof implementation in the building envelope 
Thermal comfort is the condition of mind that expresses satisfaction with the thermal environment and is 
assessed by subjective evaluation (ANSI/ASHRAE Standard 55). Increased amount of green surfaces in 
urban community level by implementing green roof in building envelope helps to decrease both outdoor and 
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indoor level air temperature and humidity in micro climatic condition and ensure thermal comfort among 
building occupants.  
Varies studies showed that under a green roof, indoor temperatures, in a room without cooling, were found to 
be at least 3-4 °C lower than outdoor temperatures of between 25 °C and 30 °C. The total heat flux entering 
the building below the green roof was reduced from 50% in Osaka, Japan to 91.6% in Kaohsiung, Taiwan, 
compared to a conventional roof without a green roof.  
Green roofs decreased indoor ambient and roof surface temperatures up to 0.6 °C and thus enhance thermal 
comfort in two residences in Athens [8]. Calculations of comfort levels during the whole summer period 
have shown that absolute PMV values may reduce up to 0.1. However, green roofs were not able to provide 
full comfort during the summer period in the Mediterranean area and there was a need for additional passive 
cooling measures. 

For high-rise buildings, the creation of rooftop landscape gardens is not only intended for viewing purposes. 
It is also meant for reducing building heat as well as providing open spaces for the building’s occupants, in 
residential or commercial buildings. Past studies on thermal comfort in office buildings show a positive 
relationship between nature and the psychological well-being of occupants in offices. The open double 
volume space in a 21-storey high-rise office building in Penang, Malaysia by allowing free air movement, 
and with the combination of water features and plants reduced both the air temperature and the mean radiant 
temperature [9]. The combination of various characteristics in the Sky Court Garden was very successful in 
creating a comfortable atmosphere for the occupants. 
The College of Architecture and Landscape Architecture used integrating computer simulation at the design 
stage to accomplish a climate responsive solution for the roof. By creating thermally comfortable spaces on 
its green roof not only environmental benefits were achieved but usable spaces was also multiplied, 
increasing the use of outdoor spaces, promoting outdoor living and conserving energy [10]. 

3.3. Air quality 
When green coverage is less than 10%, the concentration of CO2 in the air would be 40% higher than the one 
with 40% coverage rate, and when the coverage rate reached 50%, the concentration of CO2 in the air can 
maintain a normal rate of 320 ppm. The carbon fixation and oxygen release capabilities of the green roof 
depend on the plant selection. Trees, bushes and shrubs are better in controlling the CO2 concentration at 
certain level improving the environment and maintaining oxygen balance than the grass. 

Figure 4. Daily variation of the PMV levels in the considered building in Athens for bare and green roofs 

442



Air pollution, such as PM10 (which refers to particulate matter less than 10 microns in diameter), is known to 
carry carcinogens small enough to bypass defenses in lung tissue and go deep into human lungs. Plants 
contribute to better air quality through their ability to catch particulate matter on rough leaf surfaces as the 
air passes over. A 1000 m2 green roof can capture dust of about 160–220 kg per year, lowering the dust 
concentration in the atmosphere by about 25% [11]. Different abilities in duct capturing are mainly due to 
the difference in the surface properties of the plant leaves, canopy structure, and foliage density. Some plants 
can have duct capturing abilities 2–3 times higher than others. Plants can also metabolize certain types of 
chemical pollution. 
3.3.1. Sterilization 
Garden plants as the major species in urban greening have the important role in reducing the amount of 
environmental harmful pathogenic microorganisms and improving the urban environment's ecological value 
and adding social benefits. Plants can sterilize and inhibit the bacteria and other pathogenic microorganisms 
in their living environment to varying degrees. High green coverage rate helps to reduce bacterial content in 
the air. Some tree species produce essential oils called phytoncides, which when inhaled, improve mental 
well-being. 

4. Conclusion 
Foliage and soil layers protect the buildings from the solar radiation, control the temperature and the 
humidity of the indoor and outdoor environment. Plants absorb radiant energy to enhance biological 
photosynthesis preventing absorption of the radiation by the soil and the roof structure. During the summer 
period, the external surfaces with the green roof are heated less than the traditional flat roofs. The indoor 
thermal performance of the green roof is also better than the traditional flat roofs. Occupants of buildings 
benefit by low outdoor and indoor temperature, more air flow and less air pollution. By adopting green roof 
practice, at not only smaller scaled urban zone but also at the city level, environmental as well as social 
benefits can be ensured. 
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Abstract: Highly efficient cogeneration and district heating systems have a significant potential to greatly 
increase the flexibility of the overall energy systems through the utilization of power to heat technologies 
and heat storage. This makes them a very important factor when it comes to the planning of future energy 
systems with high shares of intermittent energy sources like wind and PV. The integration and expansion 
of district heating in existing energy systems, as well as its modernization and upgrade requires extensive 
planning and mapping of the heating demand to ensure its optimal design from a technical and economic 
aspect and to maximize the utilization of waste heat sources, geothermal energy and so on. The goal of 
this work is to present and utilize a heating demand mapping methodology on a case study for the city of 
Osijek in Croatia. The obtained data has been used to create scenarios for the development of Osijek’s 
energy system utilizing district heating and renewable energy sources. The EnergyPLAN modelling tool 
has been used to perform the energy system analysis created for this paper. 

Keywords: EnergyPLAN, District heating systems, Renewable energy sources, Osijek, power to heat 

1. Introduction 
Europe has recognized that the security of energy supply and the reduction of CO2 emissions are key issues 
that will define the development of its energy systems. In order to face these issues, the European 
Commission has establish the 20-20-20 goals stating that Europe will reduce its CO2 emissions by 20%, 
increase the share of RES (renewable energy sources) by 20% and increase the overall energy efficiency by 
20% until 2020 compared to the 1990 levels  [1]. According to the latest forecasts, the EU (European Union) 
is on trach with its activities related to the decrease of CO2 emissions and increase of the share of RES, but 
further action are necessary if the goals of the increase of energy efficiency are to be meet [2], as well as the 
goals of the reduction of CO2 emission by 80-95% and an increase of the share of low carbon technologies to 
almost 100% by 2050. The energy sector is a key component in achieving said goals since it is responsible 
for 79% of the EUs greenhouse gas emissions [3]. 
The utilization of highly efficient CHP (combined heat and power) units with DHC (district heating and 
cooling) systems that maximize the utilization of waste heat and locally available RES like solar, renewable 
biomass, biogas, geothermal and so on can greatly increase the energy efficiency and reduce the CO2 
emissions of the energy sector. The utilization of power to heat technologies like heat pumps in conjunction 
with heat storage can also help to increase the potential for the utilization of intermittent RES like wind and 
PV and achieving a positive synergy between the heat and power sector. 
The term “Fourth generation district heating systems” has been coined for DH (district heating) systems 
capable of tackling the issues modern energy systems will face and are currently facing. According to [4], 
future DH systems will have to be able to fulfil several roles in order to achieve this. They will have to be 
able to supply existing, renovated and new buildings with low temperature heating, minimize energy losses 
in the distribution system, use low-temperature waste heat and integrate RES as well as being an integral part 
of smart energy systems linking the power and heat sectors. Papers such as [5] have already shown that 
energy systems such as the Danish one could integrate upwards of 50% DH penetration and have highlighted 
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its impact on the overall energy system if large scale heat pumps and heat storage would be integrated into it. 
The analysis in this work was mostly based around the cost of the system as a whole. Similar analyses have 
been conducted for other countries such as China [6], Sweden [7], UK [8], Italy [9] and France [10] amongst 
other. 
The goal of this work is to demonstrate a heat demand mapping methodology and present the impact a DH 
that utilizes power to heat can have on the potential for the penetration of intermittent RES. This analysis is 
based on the amount of CEEP (critical access of electricity production) in the system as well as the impact 
these technologies can have on the import of electricity. The city of Osijek in Croatia has been selected as a 
case study for this work. 

2. Methods used 
In this, chapter the approach used both for the heat demand mapping and the energy planning will be 
presented. 

2.1. Heat demand mapping 
The heat demand mapping method has been primarily focused on the utilization of publically available data 
to ensure the possibility that the same principle can be used on other cities/regions. The mapping process 
itself is handled in 3 steps: 

– mapping of the locations and surface areas of buildings, 
– identification of the number of floors, 
– identification of the types of buildings. 

Based on the tree layers of information a heat map can be initially developed based on the heated surface, 
determined by the area and number of floors, per square area of space and the specific energy consumption 
of the identified building types. The results of the mapping process, and the time intensity of its 
implementation, will highly depend on the available data. The obtained results can be further complimented 
with the addition of several layers of information for example population density, energy certificates and so 
on. 

2.2. EnergyPLAN 

The energy system of the city of Osijek has been recreated using the EnergyPLAN [11] advanced energy 
system analyses tool for the purpose of this paper. EnergyPLAN is a deterministic input output computer 
modelling tool that creates an annual analysis of an energy system with a time step of one hour. The required 
inputs include the total demands and demand curves for electricity, installed capacities and efficiencies of 
different types of energy producers and energy storage technologies, fuel mix, hourly distribution of energy 
production from intermittent sources like wind and solar, the energy demands for the different sectors and 
different regulation strategies. The results of the model, the outputs, are the energy balances, annual and 
hourly productions of energy and CEEP, fuel consumptions, total cost of the system, CO2 emissions and so 
on.  

Since it is a deterministic model it will always give the same results for the same set of input parameters. In 
order to speed up the calculation process EnergyPLAN uses analytical programing instead of iterations and 
aggregated data inputs for different units in the same sector. It optimizes the operation of the system, not the 
investments or emissions but it does offer the possibility to utilize different regulation strategies, to be exact, 
four technical optimization strategies and three market economic optimization strategies. The technical 
regulation strategy – Balancing both heat demand and electricity demands has been used to create the base 
model and the scenarios for this paper. Figure 1 presents a schematic diagram of EnergyPLAN. 
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Figure 1. EnergyPLAN model 

EnergyPLAN is specialized in the large scale integration of RES in energy systems [12] and [13], analysis of 
the impact of the transport sector, especially electric vehicles, on the energy system [14] and [15], the 
optimal combination of RES [16] and the implementation of CHP units in energy systems [17]. It has already 
been used to recreate many different energy systems and devise numerous energy scenarios. For example, 
authors of [12] and [18] used the model to simulate different scenarios for the Macedonian energy system. In 
[17] and [19] EnergyPLAN has been used to model the Danish energy system and to analyze the potential 
for the integration of RES. The authors of [20] used both the EnergyPLAN and the H2RES [21] models to 
recreate the Croatian energy system and plan a 100% energy independent scenario. 

3. Scenarios and results 
3.1. Heat mapping for the city of Osijek 
Due to the lack of publically available data the mapping process was handled manually in some aspects. The 
locations and square areas of the buildings in the city were obtained from the online cadaster Geoportal [22]. 
Based on the available data a matrix with the locations of every structure and it’s square area was created 
with a resolution of approximately 1 by 1 meters. After that the matrix was visualized as a black and white 
presentation of the city and the buildings were marked first based on the number of floors they had and then 
divided into one of six categories with an appropriate specific useful heating demand per square meter: 
 

– old house - 250 kWh/m2 annually 
– new house – 125 kWh/m2 annually 
– old apartment block – 200 kWh/m2 annually 
– new apartment block – 100 kWh/m2 annually 
– industrial facility – 100 kWh/m2 annually 
– skyscraper – 110 kWh/m2 annually. 

 
The presumed values for the individual building types were used based on data obtained from energy audits 
and expert knowledge. The existence of a building census would simplify the whole process greatly and 
would ensure that the end result is more precise. This is unfortunately not the case for Croatia. Figure 2 
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presents the development process of the heat map and the final result. The first figure on the right 
demonstrates the initial matrix representing the locations and square areas of the buildings within the city. 
The two figures on the right demonstrate the addition of the information related to the number of floors and 
the type of buildings while the final figure, the one on the bottom, presents the final heat map. 

 
Figure 2. Heat mapping of the city of Osijek 

In future work the heat maps will be calibrated using available data and utilized to determine the actual 
potential for the utilization of DH systems. 

3.2. Energy planning 
In order to analyse the impact DH systems and power to heat technologies have on an energy system as a 
whole, the energy system of the city of Osijek was recreated using the EnergyPLAN tool. The energy 
demand of the individual sectors and the current share of the DH systems has been taken from the cities 
Sustainable Energy Action Plan [23]. The installed power of the DH plant was obtained from the official 
web site of the operator [24]. The hourly electricity load has been taken from the web site of the European 
Network of Transmission System Operators for Electricity [25]. Meteorological data including global 
insolation and wind speeds have been taken from Meteonorm [26] and used to calculate the hourly 
production from wind power and PV. 
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Figure 3. Potential penetration of wind power 

 
Figure 4. Potential penetration of PV power 

 
Figures 3 and 4 present the Critical Excess of Electricity Productions (CEEP) in scenarios with a high 
penetration of wind and PV power respectively. CEEP presents the amount of produced electricity that 
cannot be stored or exported. It should be avoided in energy systems but a small amount can be tolerated 
since it is not always economically feasible to build storage capacities that will only be used in short periods 
of extremely high production and low demand of electricity. In order to analyze the impact DH system have 
on the energy system of the city of Osijek 3 separate scenarios have been developed for wind and PV 
penetration (6 in total). In both cases they are devised as a reference scenario in which Osijek’s energy 
system is recreated as it stands now with one gas operated district heating system based on a CHP unit with 
an electrical capacity of 89 MW and no heat storage or heat pumps. The second scenario (HP+HS) is the 
reference case with an addition of a heat storage system and heat pumps that should utilize CEEP and also 
replace the CHP units in times of low electricity demand. In the final scenario (DH+) the district heating 
demand was increased by 50% and the heat pumps and heat storage was also used as in the previous one. 
As the results in the figure show, even the installation of heat pumps and heat storage systems without the 
increase of the DH share has a small but positive effect on the potential penetration of wind and PV systems. 
If we take a look at a wind penetration equaling 25% of the total electricity demand, the share of CEEP is 
11.32% of the total electricity demand in the reference scenario and 10. 21% in the HP+HS scenario. The 
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increased DH demand in a combination with the heat pumps and storage reduce this number further to 
4.81%. A similar trend can be observe for PV as well. If we again take a share of 25% for PV power, CEEP 
equals 5.74%, 5.33% and 3.14% for the reference, HP+HS and the DH+ scenarios. 
Figure 5 presents the impact the final, DH+, scenario has on the import of electricity in the system. The 
analysis was again made for a penetration of wind and PV power from 0% to 50% of the total annual 
electricity demand with a 5% increment. As it is evident from the figure, PV has a stronger influence 
reducing the import dependency from the initial 124 GWh to only 58 for a 50% PV power penetration. Wind 
had a substantially lower impact with a reduction to roughly 82 GWh 

 
Figure 5. Impact of renewables on el. import 

 

3. Conclusion and future work 

Within this work a detailed heat mapping method has been presented and utilized. The results of the process 
and it’s time intensity are highly dependent on the type and amount of data available. The method has been 
use to create a heat map of the city of Osijek and it will be calibrated and enriched with additional layers in 
the future work. Additional information like data obtained from energy certificates, population density, 
sources of waste heat and the gas and DH networks will be integrated in this map making it useful for the 
calculation of the potential penetration of DH system in the city. 

The analysis of the impact that DH systems have on the energy system as a whole have shown a reduction in 
CEEP of  up to 35% for wind and almost 28% for PV and a reduction on electricity import dependency of up 
to 53% in certain scenarios. This demonstrates the importance DH systems have in the future large scale 
integration of intermittent renewables in modern energy systems. 
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Abstract: Thermally activated building systems allow using of low-temperature energy sources thus 
leading to increase of building energy efficiency. In this paper, central heating system of a building with 
integrated thermally activated building system (TABS) is analyzed. These types of system are strongly 
dependant on temperature of thermal barrier and type and thickness of all layers constituting the thermally 
activated envelope and has strong influence on heating system and building energy efficiency. Energy for 
space heating was obtained with simulation of a small residential building modeled in Google SketchUp 
with Open Studio Plug-in. The simulation was done with building energy simulation tool EnergyPlus. 

Keywords: temperature barrier, facade, energy efficienty 

1. Introduction 
We are witnessing a significant increase in interest for energy efficiency and using renewable energy sources 
for space heating in the last decades. It is very important to find the best possibilities of using all types of 
renewables. Although the situation is very critical and requires fast and systematic implementation of new 
heating systems, there are only few real implementations of these systems and constructing sustainable 
buildings. Usually, the temperature level of heating medium dictates the type of system to be applied for 
each particular case. When having in mind renewables for heating, Solar energy is mostly used. Using solar 
energy for space heating is the most simple solution to be implemented and certainly the most economically 
viable solution for both installation and operation. 
Building envelope has a purpose of dividing indoor space from its surroundings, but in this case the envelope 
becomes complex system which acts as integral part of the building reacting to ambient conditions and user 
needs. 
Influence of building envelope and its construction on energy consumption, as well as passive strategies for 
achieving energy efficiency and thermal comfort, are inspected by various authors [3-5]. This paper will 
focus on facade with thermally activated system as part of heating system which allows increasing overall 
energy efficiency. The simulation was done for residential building located in Niška Banja, Serbia with 
EnergyPlus 7.1 software. The building is modeled with Open Studio Plug-in for Google SketchUp. The goal 
of this paper is to quantify the reduction in energy needs for space heating taking into account the 
temperature of the thermal barrier and insulation thickness. 

2. Central heating system with thermally activated envelope 
More than 30% of energy in building sector is consumed by heating systems, so it is very important to 
reduce this consumption as much as possible. Building energy consumption is often characterized with 
specific annual energy consumption for space heating, or its relative value which for certain building type 
determines the building energy class. Improving building energy efficiency can be achieved by improving 
thermal characteristics of its envelope and by implementing more efficient heating systems and components. 
Implementing thermally activated system in opaque part of building facade is one of the possible solutions to 
improve building energy efficiency. The purpose of this system is to reduce transmission heat losses of the 
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envelope through opaque part. In most cases this type of heating system is combined with solar heating 
system, which constitutes of special low-temperature solar collectors (Fig.1). these systems can be used for 
space cooling as well, but since Solar energy is being used, they require additional thermal storage. All these 
measures provide great building energy independence, and with additional measures on building envelope 
can lead to passive house formation. 

 
Figure 1. The building with TABS 

Since in these systems water temperature is in the range of 30oC, idea of this paper was to use geothermal 
energy instead of solar energy. Geothermal energy is energy created beneath the earth's surface by decay of 
radioactive elements, chemical reactions or tectonic movements. Amount of this energy is infinitively large 
so it is treated as renewable energy source. The main advantage it has over other renewables it is considered 
clean and environmentally friendly. By geothermal energy we usually assume hydro-geothermal energy 
(groundwater). Groundwaters usually contain active components for medical treatments, but more 
importantly they can be used as energy (heating) source. In Serbia, there are lot of springs with temperatures 
in the range 20-80oC. Most heating systems designed in Serbia require water temperatures above 40oC, so 
heaat pumps must be used (in case spring has lower temperature than 40oC). Although installation of heat 
pump provides electricity saving 3-4 times compared to classical electrical heating, direct usage of 
groundwater with low temperature is of interest. Thermally active facade is one of the concepts that enable 
using geothermal energy directly in the system and requires special attention in design of new or 
refurbishment of existing buildings.  

3. Facade with integrated TABS 
Total heat losses of the building constitute of transmission heat losses through opaque and transparetn part of 
building envelope and ventilation heat losses: 

 Qg  =  Qgnt  +  Qgt  +  Qgv (1) 

Transmission heat loses and ventilation heat losses are calculated in the classic way: 
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 Qgt  =  �Ui ∙ Fi ∙ (tu − ts)  (2) 

 Qgv  =  � als ∙ Hk ∙ R ∙ (tu − ts)  (3) 

In order to draw valid conclusion about their use, first it is necessary to analyze transmission losses of 
outside wall with embedded pipes (TABS) and without this component. For analysis, following construction 
of outside wall is used: concrete with 15cm thickness with pipes embedded in concrete, insulated on both 
sides with 10 cm thick polystyrene. For this type of construction (pipes excluded) U-value of 0.181 [Wm-2K-

1] was calculated by standard procedure (fig. 2).  
In order to draw valid conclusion about their use, first it is necessary to analyze transmission losses of 
outside wall with integrated pipes (temperature barrier) and without this component. For analysis, following 
construction of outside wall is used: concrete with 15 cm thickness with pipes emerged in concrete, insulated 
on both sides with 10 cm thick polystyrene. For this type of construction (pipes excluded) U-value of 
0.183W/m2K was calculated by standard procedure (figure 2).  

 
Figure 2. Facade with temperature barrier 

In the case of the wall without temperature barrier heat loss per m2 wall is 

 )tt(Uq sug −⋅=  (4) 

In case with installed pipes, heat flux is split on heat flux from the interior towards the pipes qTu (new 
transmission loss) and heat flux from the barrier towards outdoors qTs (which is covered by heating medium-
groundwater). 

 )tt(U2)tt(Uqq BuBuTugTu −⋅≈−⋅==  (5) 

 )tt(U2)tt(Uq sBsBTsTs −⋅≈−⋅=  (6) 
In this case, total heat flux is: 

 )tt(U2qq suTsTu −⋅≈+  (7) 

From the above equations it is obvious that wall with TABS has two times greater heat losses compared to 
the same common wall. Since heat flux qs is provided from renewables (solar energy, geothermal energy...) 
which are free, minimization of heat flux qi remains to be done, i.e. temperature difference tu-tB should be 
minimal. This temperature difference depends on numerous parameters, but the most influential one is 
available temperature of heating medium. Temperature uniformity across the TABS is achieved by proper 
pipe layout (installation step) [4, 5]. 
This practically means that for TABS temperature of 20°C, heat losses on the opaque part of building 
envelope (walls) can be neglected. Although, temperature within the TABS can be treated as constant value 
during the heating season, its optimization and control according to outdoor temperature and user behavior 
can be performed. Additional possibility provided by this system is that each heated zone can be individually 
controlled, which allows additional energy savings. 
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4. Building energy model 
Simulation of building energy needs for heating is performed for real residential building located in Niška 
Banja in Serbia. The building is a 2-story single family building with entrance facing North (Fig. 3). Floor 
has total heating area of 127.5 [m2] and floor-to-floor height is 2.8 [m]. The building has flat roof and height 
is 2.8 [m]. The building has central heating system installed with LPG as primary fuel. 
 

 
Figure 3. Real building - North-West view 

Wall area of heated zones is 193.8 [m2], and area of windows is 35.8 [m2] (window to wall ratio is 18.47%). 
Two types of wall construction were selected for the analysis: 

– Common wall without TABS - wall is made of 25 [cm] hollow brick, with 5 [cm] polystyrene 
insulation (existing situation); 

– Wall with TABS - 15 [cm] thermal concrete with 15 [cm] insulation on both sides is added (fig. 4) 
In the first case, wall U-value is 0.545 [Wm-2K-1], while the U-value of the transparent part of the envelope is 
3.0 [Wm-2K-1]). 
In the second case, wall U-value is 0.162 [Wm-2K-1] (R-value from indoors to temperature barrier is 2.123 
[Wm-2K-1], R-value from temperature barrier to outdoors is 4.032 [Wm-2K-1]). 
The research is focused on obtaining building energy needs for space heating (heating demand) for the 
following assumptions: 

– Heating setpoint is constant during heating season and is set to 20 °C 
– Outdoor temperatures were taken from available weather file for City of Niš 
– TABS temperature is 18 °C 

The object with its systems is modeled in Google SketchUp by using Open Studio Plug-in for SketchUp, and 
the whole simulation is carried out in EnergyPlus software (ver7.1). This software allows integrated heating 
load simulation for the above defined temperatures as inputs [6, 7]. Heat loads are calculated for user defined 
timestep of 10 minutes and instantaneously put demand on heating systems. Indoor temperature was 
measured by installing virtual temperature sensor, while the heating energy consumption was measured with 
virtual energy meter. 
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Figure 4. Facade with added temperature barrier 

5. Results and discussion 
Heating load simulation was performed with available weather file for City of Niš. Average outdoor 
temperature during heating season is 5.15oC, while the average monthly temperatures and number of heating 
days, for each moonth are presented in table 1. 
Table1. Average monthly outdoor tempperatures for City of Niš, taken from weather file  

Month jan feb march april oct nov dec season 
Temperature 0.52 2.06 6.53 9.75 8.63 6.84 1.82 5.15 

Number of heating days 31 28 31 15 15 30 31 181 

Heating design day simulation (outdoor temperature -14.5 °C) revealed that design heating load for the 
building without TABS is 15 kW, out of which transmission heat losses through transparent part of envelope 
and ventilation losses account for 8,6 kW.  
Table 2 gives the average values for building heat losses without TABS and heat losses through transparent 
surfaces (transmission and ventilation losses). It can be seen that total heat losses are significantly lower than 
maximal heat losses. Heat losses through transparent surfaces account for app. 50% of total losses. 
Table 2.  Monthly heating energy consumption 

Month 

Total heat losses 
without TABS 

Heat losses through 
transparent surfaces and 

ventilation heat loses 
qg qgt+qgv 

kW kW 
January 8.91 4.85 

February 8.29 4.47 
March 6.50 3.35 
April 5.20 2.55 

October 5.65 2.83 
November 6.37 3.28 
December 8.39 4.53 

Annual 8.91 4.85 

Monthly heating energy requirements were derived by averaging hourly heating demand for each month. In 
tab. 3 and fig. 5 results obtained for envelope without TABS are presented.  
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Table 3.  Monthly heating energy consumption normalized per floor area 

Month 

Without 
TABS tB=18 °C 

Transmission heat 
losses and 

ventilation losses  
qg qTu qTs qgt+qgv 

kWhm-2 kWhm-2 kWhm-2 kWhm-2 
January 30.34 6.32 23.65 16.51 

February 25.50 5.71 19.73 13.73 
March 22.12 6.32 16.61 11.42 
April 8.57 3.06 6.21 4.20 

October 9.31 3.06 6.84 4.66 
November 20.99 6.12 15.72 10.79 
December 28.56 6.32 22.13 15.41 

Annual 145.40 36.92 110.90 76.73 
 

 
Figure 5. Monthly heating energy consumption normalized per floor area without TAB 

 
Figure 6. Monthly heating energy consumption normalized per floor area tB=18oC 

From the obtained results for heat flux TABS towards outdoors it can be seen that these values are almost 
equal and similar to heat losses without the TABS. This means that temperature within the TABS does not 
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affect heat transfer to outdoors. On the other hand, building heat losses are significantly reduced compared to 
initial situation: in case TABS is 53.4%; for TABS at 18 °C, the reduction is 74.6%.  
Depending on heating medium temperature level, TABS can lead to significant energy savings. 
Since heat losses through transparent surfaces and ventilation losses are relatively small compared to losses 
though opaque part, they could be covered with low-temperature heating systems such as panel heating 
system (floor, ceiling heating system) or convector heaters. This leads to conclusion that using TABS allows 
efficient use of renewables such as Solar or geothermal energy.  

6. Conclusion 
Based on obtained results and conducted analysis, the following conclusions can be made about applying 
TABS: 

– TABS represents efficient system for space heating because it allows reduction of building energy 
needs to the level of low-energy houses (36.92[kWhm-2a] for barrier at 18 °C), 

– Significant heating energy savings can be achieved (do 75%),  
– All available renewables (low temperature) can be used as energy source, 
– TABS can be used effectively for space cooling as well, 
– Although not mentioned panel heating systems are very comfortable heating systems, 
– Transparent part of the building envelope, ceilings and floors have influence on building heating 

demand so applying energy efficiency measures on this part of the envelope would lead increased 
overall building energy efficiency.  
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Abstract:One of the most important steps in increasing energy efficiency of any building is defining of 
its real state in area of energy. Knowing of data about energy gains and losses, as well as financial side, 
provides wider view of possibilities for increasing of the energy efficiency through many systems, 
process, user’s habits, etc. One way for getting this view is making of the preliminary energy balance of 
the object which can be base for energy efficiency analysis. In this paper, preliminary energy balance of 
College of AppliedTechnicalSciences in Niš is performed. Based on that, measures for energy saving are 
analyzed and proposed. In accordance to the necessary financial resources for their implementation, 
proposed measures are classified in three categories: good housekeeping, low-budget and high-budget. 
One of proposed high-budget measure is installing of LED lighting systems in this object. The result 
shows that implementation of this measure, in certain conditions, will significantly reduce energy 
consumption. From the financial side, this will lead that the investment in LED lighting systems will pay 
off in about six years. 

Keywords:Balance, Efficiency, LED, Measure. 

1. Introduction 
The growing demand for energy in the world presents challenges whose solution requires new approaches 
and methods. In addition to the use of new and renewable energy sources, increasing the existing capacity 
and development of new energy technologies, increase energy efficiency appears as one of the ways with 
great potential. Energy efficiency does not necessarily imply the renunciation of energy use, but how, 
withless consumption of the energy, the same functioncan be performed, and not to undermine the conditions 
of work and life. The concept of energy efficiency is usually related first, for energy efficiency of devices 
and, then for measures and actions. However, the use of energyefficient devices in a manner that is not in 
accordance with the appropriate energy efficiency measures, leading to the fact that the efficiency of the 
device loses its meaning, so we can say that these two concepts are in a very close connection. 
In Republic of Serbia, in 2013, total energy consumption in buildings was 29.5 TWh (83.8% of total 
consumption of energy). Total consumption of final electrical energywas about 26.9 TWh, where is about 
78.9% on buildings, with 66.6% on households. On the other side, total consumption of thermal energy in 
same year was 8.3 TWh, with 52.65% on households[1].However, according to the criteria of energy 
efficiency, Serbia is among the last countries in Europe. Average heat consumption in buildings in Serbia is 
over 200 kWh/m2, while for example, in Poland, a country that has little harsh climate of Serbia, in object 
built in accordance to new legislations,the specific energy consumption is 90-120 kWh/m2, whereas in 
Sweden is 60-120 kWh/m2[2].Because of that, building sector has the most potential for decreasing of final 
energy consumption through implementing many energy efficiency measures. 
However, the first step to the energy efficient building is noting of actual object state and making of its 
preliminary energy balance [3-6]. Noting of actual state includes analyze of objects characteristics through 
evaluation of how much energy is consumed and where are possible venues for energy saving, in order to 
make it more energy efficient. Therefore, the procedure needs to highlight the problems of irrational 
consumption (wasting) of energy and locates these spots. It is a simple, fast and defined process of object 
inspection, where should be, during this procedure, the construction elements of the building (windows, 
doors, walls, roof, etc.)reviewed, the condition and the efficiency of heating and cooling systems and analyze 
the opportunities for water, electricity and, in general energy checked. Noting of actual object state has 
following activities, which may be extended depending on the specific requirements and use of the object: 
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1. Introduction to the existing documentation of the object and the first tour of the area. 
2. Collecting energy bills. 
3. Based on collected data and object inspection, preliminary analysis withproblem identification.  

 
With the preliminary analysis, it is possible to provide a proposal for measures to improve the energy 
efficiency of the object with a proper explanation and recommendations regarding to the type and extent of 
additional analyzes to be carried out. So, preliminary analysis with proposed measures for improving of 
energy efficiency of the object actually makes preliminary energy balance of the object. 
However, improving of proposed measures may lead to the high costs. It is important to analyze justification 
of the measures, from the financial side - will improved measures save energy enough to pay off investment. 
That can be obtained using of cost-analysis, which is often used for evaluation of any project cost 
effectiveness, especially energy efficiency projects. [2, 7-9] 
In this paper, preliminary energy balance of College of Applied TechnicalSciences in Niš is presented. At 
first, noting of actual state of the object is performed with collecting of basic and energy related information. 
However, although object wasbuilt before 39 years, great reconstruction of the object is finished in 2012, 
where its state issignificant improved. In frame work of preliminary energy balance, measures for 
improvement of energy efficiency of the object are proposed and classified in three groups: good 
housekeeping, low-budget and high-budget measures. In order to evaluate cost effectiveness of LED lighting 
system installation as high-budget measure, cost-benefit analysis is performed. 

2. Energy Balance results 
First, energy balance of city municipality where is College of Applied TechnicalSciences located is finished 
and analyzed. After that, energy balance of College of Applied TechnicalSciences in Niš for year 2014 is 
done with following results.Building of College is located in city of Niš, municipality CrveniKrst(Fig.1). 
 

 
 

Figure 1.College of Applied Technical Sciences in Niš - Object appearance 

 
 
Costs for energy, current maintenance and investment in 2014, were covered by two sources of funding - in 
part from the budget of the Republic of Serbia and partly from its own income. The College building was 
built in 1976, and significant reconstruction is done until 2012. In period of reconstruction, the second flooris 
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built on, complete façade, floor and roof insulation of the buildingis done, windowsare replaced and the 
heating system on the first and the second floor is upgraded. So, in 2014, the total area of the building, as 
well as heated area of the building is 1878 m2. With average number of working hours of 14, and 1452 
permanent users,capacity utilization is about 94.6%.    
Heating system is part of district heating system of Faculty of Mechanical Engineering in Niš, while cooling 
system is local, with split systems installed in every premise. System of interior lighting uses fluorescent 
lamps. College of Applied TechnicalSciences is educational institution, so there is no need for using of 
technical steam, thermal preparation of food and laundry service. Also, in accordance to educational purpose, 
College is in the category of consumers who use electricity at low voltage. Monthly electricity bills for 2014 
are shown as Table on Fig. 2. It can be concluded that is consumption of electricity dependent to the activity 
in College - in August is the lowest. Logically, in summer months the number of users is small, because 
there are no lectures for students (Fig.3). 
 

 
 

Figure 2. Bills for electricity in 2014 by month 

 

 
 

Figure 3.Graphical representation of electricity consumption during 2014 

 

3. Measures for improving of energy efficiency 
After preliminary analyses of energy consumption and energy efficiency parameters, it is necessary to focus 
on improving of actual state in object. Certain suggestions and recommendationsfor energy savings should 
be proposed. However, proposed activities and measures should be selected, at first by dominance in energy 
saving and, by second economic justification.Those measures can be, in some cases, realized with certain 
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investments while, in some cases, other can be achieved with simple changing of human habits. Because of 
that, measures for improving of energy efficiency can be divided into three groups [10]: 

 Good housekeeping measures - based on users motivation for rational use of energy through 
informing and changing of human habits; do not require financial funds. 

 Low budget measures - investment in new technical solutions, modernizing of installations and 
equipment, with goal to optimize function of certain subsystems for transfer and conversion of 
energy, for example equipment for measuring, regulating and control; require minimal financial 
funds. 

 High budget measures - investment in reconstruction of the object, new equipment with modernized 
systems and installations in field of heating, cooling, electricity, etc.; require significant financial 
funds. 

Based on results of preliminary energy balance, measures for improving of energy efficiency in the College 
of Applied TechnicalSciences in Niš are proposed in Table 1. 
Table 1.Proposed measures 

Measure type Specific measures 

Good 
housekeeping 
measures 

 closing of doors and windows in cooled and heated premises, 
 distribution of the office furniture in order to prevent sheltering of heat exchangers, 
 using of natural lighting,  
 shutting down of lighting system in premises when is not necessary, 
 shutting down of computers and other devices, 
 setting up standby mode on all devices where is possible.  

Low budget 
measures 

 maintenance of object façade, 
 repair and replacement of measuring devices that are the responsibility of the school, 
 orderlymaintenance of the heating and cooling system. 

High budget 
measures 

 installation of thermostatic heads and heat exchangers high energy efficiency,  
 changing of windows in premises that is not reconstructed, 
 installation of central cooling system,  
 installation LED lighting system,  
 installation of lighting control system with many input parameters. 

 
However, realization of presented measures is dependent on consciousness of employed in College. They 
can be affect on the other users with own example and with constant informing about benefits of adopting 
and implementing of good housekeeping measures. On the other side, significant energy savings can be 
achieved with implementing high budget measures. Those measures are very expensive in costs meaning, 
and directly dependent on available financial funds. Beside standard financial funds from budget of Republic 
of Serbia and its own income, which are not enough, there are many ways to implement these measures - for 
example, international energy efficiency projects, commercial credits, donations, etc.However, in order to 
analyze some measure for improvement of energy efficiency, it is important to know is it cost effective or 
not. Cost–benefit analysis can give answers are there good economic reasons for implementation of certain 
measure and when that measure will be paid off. 
 

4. Cost-benefit analysis of LED lighting system 
Investment process is characterized by single or multiple investments that are realized in present, but effects 
can be expected in future. In order to analyze and evaluate justification of the energy efficiency project, it is 
necessary to observe total effects obtained with its realization. These effects can be economic and non-
economic. Economic effects by savings in energy consumption are the most common expression of the 
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project results and can be measured and presented, while non-economic effects are not related to the savings 
and costs.This kind of evaluation, that enables analysis of costs and benefits, and takes into consideration 
social components of the project, can be obtained using of cost-benefit analysis. Considering that is 
installation of LED lighting system in College of Applied TechnicalSciences one of the high budget 
measures for improving of energy efficiency, it is clear that is necessary to apply cost-benefit analysis 
method for calculating of economic effects of this measure. 
LED lighting system use LED diodes. A light-emitting diode (LED) is a two-lead semiconductor light 
source, constructed as p–n junction, which emits light when is activated. When a suitable voltage is applied 
to the leads, electrons are able to recombine with electron holes within the device, releasing energy in the 
form of photons. This effect is called electroluminescence, and the color of the light (corresponding to the 
energy of the photon) is determined by the energy band gap of the semiconductor.Until a few years ago, 
LEDs were used in electronic circuits for signaling the beginning, duration or end of certain operations (for 
example, turn on the device, the power, turning off, etc.). In recent years, the use of LEDs is significantly 
expanding, and their grouping leads to getting indicators with larger areas, for example, traffic lights, 
billboards, etc.[11] Although the lifetime of LEDs was about 25000 hours, while lifetime of florescent lamps 
is maximum 10000 hours, their application was limited to the use of certain LED colors (red, yellow, green 
...). However, further development of LED technology led to possibility of getting white color with LED 
diode. That moment in the development of LEDs has opened up a wide range of possibilities of its using. 
Further development of these diodesbrought powerful LEDs with high efficiency (up to 130 lm/W), with the 
lifetimeover the 50000hours, possibility oftemperature color choice and modular execution systems that use 
LEDs. 
In College of Applied TechnicalSciences in Niš, lighting system with fluorescent lamps in total capacity of 
12.5 kW and luminous flux of 391980 lm is installed.However, based on data for fluorescent lamps and LED 
systems, by General Electric [12] and CREE [13], which are the biggest production company in this fileds 
and electricity price in Republic of Serbia, following comparative table is created (Table 2). At the end of the 
table, prices for maintenance of the system and energy costs for 50000 working hours is calculated, because 
maximum lifetime for analyzed florescent lamps is 10000 hours, while for LEDs is 50000 hours.  
 

Table2.Comparative table of parameters 

Parameter Fluorescent lamps LEDs 
Source power [W] 18 12 

Luminous flux [lm] 960 900 
Efficiency of the converter 0.85 0.92 

Input power [W] 21.2 13 
Loss of housing / direction 0.75 0.90 

Emitted flux [lm] 564 738 
Lifetime [h] 10000 50000 

Number of necessary lamps  
for luminous flux of 391980 lm 695 532 

Lamp price per unit [€] 1.2 15 
Consumption of energy for  
one working hour [KWh] 14.734 6.916 

Energy price for one working hour [€] 0.9872 0.4634 
Installation price per unit [€] 7.6 11.4 

 
 
 
To analyze the cost effectiveness of LED lighting system installation in College of Applied 
TechnicalSciences in Niš, Net Present Value (NPV)method is used. This method is basic from the groups of 
methods that are based on the concept of time value and discounting procedure, and is defined asthe sum of 
thepresent values(PVs) of incoming and outgoing cash flows over a period of time [14]. 
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It is adopted that, there is no any lighting system in the College of Applied TechnicalSciences and, based on 
data presented in Table 2, initial investment in the first year will be installation of selected system with total 
capacity of 12.5 kW and luminous flux of 391980 lm; for fluorescent lamps will be 6116 €, while for LED 
lighting system 14045€ (Table 3.).  
 
Table3.Comparative table of costs 

 Fluorescent lamps LEDs 
Start investment for getting of  

luminous flux of 391980 lm [€] 6116 14045 

Maintenance price after 10000 
working hours [€] 834 0 

Maintenance price after 50000 
working hours in total [€] 4170 7980 

Energy price for 50000  
working hours [€] 49360 23170 

 
However, maximum lifetime for fluorescent lamps is 10000 working hours, so after that, they have to be 
replaced with new one, what leads to new costs of installation and maintenance while for LED lighting 
system is 50000 working hours and there are no new installation costs. On the other side, in College: average 
number of working hours per day is 14, number of working days per week is 5, and number of total non-
working days in summer and winter is 33. In case that lighting system operates in full capacity in whole 
working day, based on above data and presented formula for NPV with discount rate of 3.5% for Republic of 
Serbia, the initial investment for LED lighting system will pay off for about six years, through the difference 
in energy consumption and maintenance, compared to system with fluorescent lamps. 

5. Conclusion 
A large part of the public objects in Republic of Serbia has a low level of energy efficiency. Improving the 
overall energy efficiency of the existing building does not always mean a total renovation of the building but 
could be confined to those parts that are most important for the energy efficiency of the object and are 
economically justified. Reconstruction and the implementation of the proposed measures must be consistent 
with the function and character of the object. It is particularly important that there is possibility for 
recovering of the costs needed for reconstruction. Recovery within a reasonable period of time (in relation to 
the expected technical lifetime of the investment), is based on the cumulative energy savings realized with 
reconstruction. However, the increase of energy efficiency of the object, does not always require financial 
funds, but simply changing habits and raising awareness can implement good housekeeping measures that is 
one of the basic actions in that process. 
College of Applied TechnicalSciences in Nišcompleted a significant reconstruction of the object in 2012, but 
even so, constantly works on the improving of measures for decreasing of energy consumption. However, 
there is a need for significant actions in the area of improving the heating and cooling systems, as well as the 
lighting system, but given that these are measures requiring a significant investment of funds, their 
implementation is directly dependent on the financial income of the College. This paper analyzes the current 
state in the College in terms of the characteristics of the object and systems, as well as energy consumption 
in 2014. Based on that, in framework of the energy balance, measures for improving of energy efficiency of 
the objectare proposed. These measures are grouped into good housekeeping measures, low budget measures 
and highbudget measures. Cost effectiveness of installing LED lighting system, as one of the high budget 
measure,is analyzed using of cost-benefit analysis. Results of the analysis show that the investment in this 
system will be paid for about six years at current conditions in the Republic of Serbia, through savings in 
energy consumption and maintenance costs of the system, compared to the system with fluorescent lamps. 
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However, in process of selecting appropriate LED lighting system, attention should be paid primarily on the 
type of LEDs, as the basic unit of LED systems. On the market, there are few manufacturers who are leaders 
in this field and guarantee the efficiency and lifetime of its products. If is chosen diode that has an efficiency 
less than 70 lm/W, because of the small amount of initial investment, then there is no significant energy 
savings compared to fluorescent lamps. In addition, it is necessary to provide conditions and quality 
associated equipment with high efficiency prescribed by the manufacturer, in order to fully exploitedlifetime 
of 50000 working hours. 
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Abstract: Public building sector represents one of the biggest energy consumers in Autonomous Province 
of Vojvodina. Throughout studies and surveys it was concluded that educational building sector 
consumes as much as three times the energy that is allowed by the Ordinance on energy efficiency in 
buildings decreed by Republic of Serbia. Therefore, SCADA system was implemented in Faculty of 
Technical Sciences mechanical institute were it collected data on heat, electricity and water usage while 
constantly monitoring outside and inside temperature. True energy consumption and operational costs of 
the institute were then determined. Further, building energy model was created to simulate potential cost 
effective energy savings measures. This paper will compare the current condition to the simulated model 
to determine its renovation feasibility. 

Keywords: Building, model, simulation, energy, management. 

1. Introduction 
Energy consumption is in constant increase in the modern world, and energy sector represents a key industry 
branch for national, economic and ecological progress. With the steady increase in population, building 
sector is constantly expanding with consequences on energy expenditure, be it in the residential sector or in 
the service sector [1]. In European Union (EU) countries, primary energy consumption in buildings 
represents approximately 40% of the total energy consumption, [2] [3] [4] which shows the importance of 
efficient design and quality-oriented construction in the sustainability of the EU development. Also, it is 
estimated that the use of efficient energy management systems in buildings can save up to 8% of the energy 
consumption in the entire EU. [4]. Public sector is too large to be ignored in terms of energy. It is estimated 
that energy efficiency measures, currently available, could save around 28% of energy consumption [5] and a 
range of these measures are contained in the emerging policy agenda epitomized by the EPBD [6] and its 
subsequent recast [7]. Despite the efforts made by writing and implementing energy policies worldwide, 
there are no significant results in reducing the energy consumption, [8], [9]. In recent years, similar to the 
majority of Central and South East European countries, Serbia has also made (and proceeds further on) the 
first steps in establishing an organized system of energy efficiency on the consumption side, [10], as well as 
the very important documents in the field of energy efficiency in Serbia are: Ordinance on energy efficiency 
in buildings [11] and Ordinance of conditions, content and manner of certification of the energy performance 
of buildings [12]. Educational facilities as representatives of public buildings in recent studies conducted in 
Autonomic Province of Vojvodina consume more than three times the amount of energy that is currently 
allowed by Serbia’s Ordinance [13]. 

In the effort to determining potential energy savings in educational facilities team from Faculty of Technical 
Sciences has chosen its own Mechanical Institute building to measure various parameters on an hourly basis 
and compare gathered data to a simulated model with basic energy measures implemented. The goal was to 
show that with little investment there would be great benefits in terms of energy efficiency, pollution 
reduction and living quality improvement. 
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2. Methodology 
To obtain information about energy consumption SCADA system was implemented in the early 2013. 
Measuring equipment was placed in strategic locations to get the correct measurements and best represent 
the current conditions on Mechanical Institute. Sensor readouts were collected on a local machine and stored 
in a database. The data on outside temperature was strategically collected with two separate sensors placed 
on the outside building envelope near the two heat substations. The temperatures were later averaged. Inside 
temperature was collected in a laboratory with no heavy heat emitting machinery and with no A/C unit to 
achieve true values for the summer period. Electricity consumption was read on from the buildings 
electricity meter. Water consumption was collected in the same manner. Heat transferred from the district 
heating system to the buildings heat exchanger was collected with two calorimeters placed in both of the 
institute’s substations.  Period for data collecting was more than 2 years to insure the quality of data and its 
accuracy. Data was collected in 15 minute steps and later averaged into hourly steps. 

Further, from building and construction plans as well as personal inspection of building and its room 
occupancy types were determined which will be shown in the next section. Working schedules and 
occupancy for each room analyzed were determined. 

Building model was drawn in Google SketchUp using the OpenStudio plugin to provide the correct geometry 
as input for simulation software. Standard year was used as weather input which was obtained from 
ASHRAE for Novi Sad. Hourly simulation of building loads was carried out in EnergyPlus software. The 
simulation was done with the improved construction set which is in accordance with ASHRAE 189-1 2014 
climate zone 4 [14]. Insulation was added to the roof and exterior wall. All windows and doors were 
upgraded to meet the standard. 

3. Test Building  
Faculty of Technical Sciences Mechanical Institute was used for the purposes of energy efficient and cost 
effective improvements. The building is located in Novi Sad, Serbia (latitude 45,24oN 19,85oE +1h GMT) 
Novi Sad has moderate-continental climatic conditions with more or less pronounced local characteristics. 
The hottest month is July, where temperatures could reach up to 42°C whereas the coldest month is January, 
with minimum temperatures around −20°C. 

  

Figure 1. Mechanical Institute, location and current building state 

Transitional season is represented by the spring period, which is characterised by moderate outside 
conditions with a couple of extreme winter or summer intervals. Annual sums of solar radiation duration are 
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in the range of 1500 to 2200 hours with maximum intensity of 1000 W/m2. During the warmer part of the 
year winds from W and NW are predominant with average speed from 1 to 3 m/s. In the cold period, winds 
from E and SE dominate with average speed from 5 to 11 m/s [15]. 

Mechanical institute was built in 1960s and has a typical construction for that time period. The building 
consists of two stories each with the height of 3m, and is separated into segments with different intended use: 
offices, classrooms, computer classrooms, laboratories and mechanical halls. Mechanical halls were not part 
of this study as they are physically separated from the rest of the building and are unheated thus not 
impacting the measurements. Since it was constructed the building had many interior renovations and the 
rooms were repurposed according to the current needs.  
   

Figure 2. Exterior Window, exterior wall and roof construction respectively  

The exterior walls consist of double brick layers sandwiched between lightweight concert and decorative 
brick finish on the inside. The fact that the walls have practically no insulation is the clear sign of low energy 
efficiency. Roof construction is made up from heavy concrete in combination with thin hydro-isolation layer 
covered with metal roofing. The roof is completely flat and has very poor insulation. Fig 1. Institute has no 
underground levels and the ground floor is very poorly insulated. Specific emphasis has to be put on the 
building exterior windows which consist of metal framing with four glass panes (Fig 2). The long exposure 
to outside conditions has dilapidated the window construction. Window panes are no longer properly 
attached to the framing and the opening frame mechanism has failed leaving the ever present gap to the 
outside sometimes even few centimetres wide. This all amounts to heavy outside air infiltration and 
condensation on the windows. Each office has at least one aforementioned window construction. Table 1 
shows some of the calculated U values currently associated with the building construction. 

Table 1. Current U values for building construction 
Construction U value [W/m2K] 
Exterior wall 2.2 

Floor 1,25 
Roof 1.15 

Exterior window 3.45 

4. Collected building data 
This section show the collected data for the Mechanical Institute energy consumption. 
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Outside temperatures collected for the years collected are shown in the Figure 1231 below. 

Figure 3. Exterior and interior building temperature for the year 2014 

The highest outside dry bulb temperature measured during the data measuring period was 36.6oC while the 
minimum was -8.1oC. The dry bulb temperate inside the laboratory varied from 28,7oC to 18.7oC. The data 
line is missing for the month of August as the buildings renovations were carried out and the electrical power 
had to be turned off. Same is true for the vertical lines on the diagram as the Institute was having power 
losses which did not influence significantly. 

What is clearly visible from this figure is that during the heating period the inside temperatures are constant 
at around 25 oC which is much higher than the recommended 20 oC [14]. The conditions inside the room are 
unsatisfactory for the occupants while heat energy is wasted to heat up the building to this temperature. 
Further the figure shows that in summer period inside temperatures very quickly follow the outside 
temperatures as there is no insulation and building mass which accumulates heat during the day cannot cool 
down fast enough during the night. 

Figure 4. Water consumption for the year 2014 
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Figure 4 shows water consumption that is mostly constant throughout the year as the building has constant 
use during the entirety of the year. Months of January, February, July, August, September and December 
have slightly reduced consumption because of the reduced classroom activity as these are the months the 
students have exams and no classes. What this figure doesn’t show is that the team found that there is 
significant water consumption during the night and early hours in which the building is not occupied. For 
example, from the 20h on 4th of March to 7h on the 5th of March there is water consumption of 27 m3. This 
fact suggests there is a leakage in the water system and/or the restroom have inadequate sealing. 

Figure 5. Water consumption for the year 2014. 

Electricity consumption is show in the Figure 5 for the 2014. What is indicative is that these correspond as 
water consumption to the classroom occupancy period. However, real electricity indicators cannot be 
determined as the electricity meter is unfortunately connected to the part of the main building and registers 
their consumption as well. Further, building had some adaptations and increased the electricity usage during 
the year. Also, heavy equipment that is used in the laboratory hangars is also connected to this meter. 
Equipment has no working schedule and its true impact on electricity consumption cannot be determined. 

a) b) 

Figure 6. Heat loads a) and heat consumption b) for the year 2014. 

Figure 6. represents maximum sensible heat loads for the months that that the district heating supplies heat 
energy. As January is the coldest months the graph falls in line with what is expected. Building has 
significant heating consumption at 307kWh annually b) and it is a necessity to reduce it by implementing 
energy efficiency measures. 

5. Simulation results and discussion. 
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Open software OpenStudio version 1.9.0 was used to form a physical model of the existing building. This 
software overcomes the simulations software for creating intricate and complex building geometry. It further 
simplifies the process and allows for much quicker modelling. Software graphical environment is user-
friendly, while the program uses the computing algorithms from simulation software EnergyPlus version 8.4. 
In this way, fully enabled the generation of models that fully meets all the constructive dimensions and 
thermo-physical properties of all materials used in existing building (Fig 7). Also OpenStudio has the ability 
sign spaces/rooms to thermal zones which are determined by the user and HVAC equipment which is 
currently present in the building together with their design and operating conditions during the current 
working conditions. OpenStudio has the ability to export and generate .idf files which can be imported into 
EnergyPlus for more detailed analysis. 

Figure 7. Modelled representation of Mechanical institute. 
 

The simulations were primarily concentrated on lowering the buildings heating demand in the winter as there 
are no centralized HVAC systems apart from central radiator heating in the building. The simulations were 
carried out on an hourly basis. The main improvements to the building were the addition of 100mm of 
insulation to the exterior walls covered with thin layer of stucco. Roof received 300mm of insulation and all 
exterior windows and exterior doors were replaced with energy efficient alternatives. 

Results of the simulation compared to the current state are shown in figure 8. 
 

a) b) 
 

Figure 8. Heat loads a) and heat consumption b) comparison 
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It is indicative form the figures above that just with this simple implemented measures there is a huge 
potential for energy consumption reductions. The peak loads a) during the heating period are much lower in 
the new scenario because the building insulation resists the sudden temperature drops and the system does 
not need to compensate at once. Furthermore the thermostats in rooms have to be installed on radiators and 
properly adjusted. Balancing the heating system would give further benefits [16]. However, the increase in 
the building insulation has some downsides as it increases the cooling demand in the summer. This in terms 
increases the electricity consumption as most of the offices use split system A/C units. 

Energy consumption on a monthly basis would be lowered from 307kWh to 201kWh annually with the 
aforementioned improvements Fig 8. b) and would contribute to the quick investment return. Although this is 
presents a significant reduction it is still far for complying to the Serbia’s Ordinance. 

6. Conclusion 
The simple improvements to the outer envelope of Mechanical Institute have very positive results and should 
be implemented as soon as possible as the benefits are huge. Water leakage should also be addressed 
immediately. Further steps should be taken to increase energy efficiency in compliance with Serbia’s 
Ordinance for existing educational facilities.  

To give the more exact estimation of the simulation benefits the simulation model needs to be verified for the 
current state of the building [17][18]. This will be achieved by creating exact weather on the location and 
fine tuning the simulation model until the simulation and current state match. Only after can the improved 
state results be interpreted as true. The results of the current simulation have encouraged the team to do so in 
near future. 
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Abstract: Different systems, methodologies and tools have developed in the world making possible to 
measure the quality of sustainable buildings. Aspects of economics, sociology and ecology form the 
classic dimensions of sustainable planning and construction. This paper presents evaluation and quality 
assessment of single family house placed in the Belgrade city, according to the criteria of sustainability, 
when analyzed three possible options of heating systems in the house. The thermal energy for space 
heating is obtained from biomass combustion boiler using pellet as a fuel (Option 1). The other two 
options, which are being analyzed in this paper, are option of gas combustion boiler (Option 2) and heat 
pump (Option 3). The options are designed and dynamically simulated in TRNSYS environment. The 
quality of options is defined by energy indicators of sustainable development, which are represented by 
three sets of economic, social and ecological sub-indicators. The methodology of multi-criteria analysis is 
applied to estimate the sustainability of proposed options. The results are then compared using the 
General Index of Sustainability. 

Keywords: single family house, different heating systems, sustainability, multicriteria analysis 

1. Introduction 
In Serbia, 75% of the 4.2 million building is supposed to be refurbished, also every eighth building requires 
an entirely new construction and renovation. 40% of energy consumption can be attributed to heating and 
cooling these buildings. The government's goal for 2020 is to reduce the demand of thermal energy by 20%, 
which is necessary to reduce the domestic primary energy consumption by more than 10%. Ministries and 
agencies in Serbia work in order to develop regulations that will lead to results in terms of energy efficiency 
in building and renovation. 
In Serbia there is great potential for saving energy and implementation of energy efficiency in buildings. It is 
necessary to reduce losses, especially considering the fact that about 70% of lost energy "goes" through the 
exterior walls and windows. Investing in better insulation means relatively fast return of investment, from 3 
to 8 years [1].  
In order to improve the building energy efficiency many projects are developed and sustainability indicators 
for buildings are selected. The environmental, social and economic indicators are being defined presenting 
important tools for the assessment of buildings’ sustainability. The research project SuPerBuildings 
considered the output of the standardization processes and focused on the development of the validity of 
sustainable building indicators, benchmarking criteria and the usability of indicators in building processes. 
The project also provided recommendations for the improvement of standards, [2].  
In this paper evaluation and quality assessment of single family house heating system placed in the Belgrade 
city, according to the criteria of sustainability are considered. Three options of heating systems in the house 
are analyzed. The thermal energy for space heating is obtained from biomass combustion boiler using pellet 
as a fuel (Option 1). The other two options, which are being analyzed in this paper, are option of gas 
combustion boiler (Option 2) and heat pump (Option 3). This study also presents selected, calculated and 
evaluated energy sustainable indicators by method of multicriteria analysis. ASPID multicriteria method was 
performed in this paper [3,4]. The Sustainability Index (SI) was calculated and used to compare three home 
heating options. 
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2. Short description of the residential building and heating system options 
Family residential building is located in a municipality of Belgrade city. The house consists of ground and 
first floor with 130 m2 of total heated space area. The house was built in 1958 as a single-storey building, 
and upgrade and reconstruction was done in 1997, Figure 1. The exterior wall thickness is 38.6 cm and 
standard quality floor is set on the heap soil with thickness of 66.5 cm without thermal insulation. The 
internal partition walls are done with bricks and mortar with different thicknesses. Interior walls and ceilings 
finishing is made by cement mortar layer. The hip roof is complex with wooden construction and grooved 
tiles roofing. The insulation of the roof ceiling is mineral wool 5 cm thick. There are built chimneys, double 
wooden windows and balcony doors, window curtains are wooden shutters, entrance door are wooden, 
interior doors are flat with double plywood, guttering are of galvanized steel. The house ventilation is done 
in a natural way. Calculated heat transfer coefficient U-value [W/(m2K)] for building structure and envelope 
elements, whose values are less than the maximum allowable for existing facilities, shows that materials of 
the building structure and envelope elements have been properly sized and selected  and realized acceptable 
thermal comfort. 
 

  
a) b) 

Figure 1. Single family house a) View of house facade 1; b) View of house facade 2 
 
In the courtyard of the analyzed object, there is an extra building serving as a boiler room. The first option 
which was considered (Option 1) is a heating system with a biomass-fired boiler. Heat source is a boiler 
burning pellet as a fuel (woody biomass), installed in 2011, with 25 kW of heating capacity, boiler efficiency 
η=90% and the price of the investment of 850 EUR. Wooden pellet with calorific value Hd=18.6 MJkg-1 is 
automatically fed into the boiler. The heating fluid is water entering the radiator with 60°C and leaving with 
40°C. Second option of heating system (Option 2) is a boiler burning gas as a fuel with heating system 
designed for 60/40°C in/out water temperatures, the efficiency of 94% and investment cost 950 EUR.Third 
option (Option 3) are system supplied with air-water heat pump with two units, outdoor and indoor.The rated 
heating power of the heating pump is 2.5 kW. 

3. Selection of Indicators 
The geometry of the presented object was performed using Google Sketch Up software as it shown in Figure 
2, while the construction components with description of the incorporated materials were done by Trnbuild 
program. Designed options are dynamically simulated in TRNSYS 17 environment [5]. Consumed pellet 
amount (estimated by owner) and mean temperature values (calculated based on half-hourly interval 
recording temperatures in the period from 15 Feb. 2009 until 15 April 2009 during the heating season) were 
used for the validation of the simulation model presented in this paper. 
The amount of energy given to each of the above mentioned heating systems (options 1,2,3) as a final energy 
is obtained as a result of the simulation. Required energy, necessary to be delivered to the heating system to 
cover energy losses for house heating and losses in the heating system, is used further in the formation of 
economic, environmental and social indicators of sustainable development. Heating power shown at Figure 3 
is integrated over the entire heating season to get required heating energy. 
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Figure 2. 3D model of the building 
 

 
Figure 3. Required energy per time unit 

 
The choice of households´ heating systems depends, in the first place, on infrastructure constraints such as 
the availability of connection to the district heating system or natural gas network. The accessibility of 
various types of fuel, fuel prices and costs for necessary modifications are important, too. 
In order to rank different options of the heating system for the considered family house, seven sub-indicators 
of sustainable development were formed: four economic sub-indicators (Ec1, Ec2, Ec3, Ec4), two 
environmental (En1, En2) and one social indicator (Esc). 
Economic sub-indicator Ec1 (€) represents the investment costs of the observed option. For the first option 
Ec1 includes investment costs for boiler using pellet as a fuel and boiler room construction costs which has 
to be built in the courtyard. For the second option these costs cover the investment in the gas boiler and 
connection to the gas network, while in the third option they represent only the costs for heat pump purchase. 
Economic sub-indicator Ec2 (€/year) presents annual fuel cost (for option 1 and 2) and annual cost for the 
electricity consumed by the heat pump (option 3). The financial sub-indicator Ec3 (year) represents the 
payback period [6], period of time necessary for the return of the initial investment through net cash gainings 
of investment. The financial sub-indicator Ec4 (€/year) represents the mean annual savings over the lifetime. 
The financial indicators Ec3 and Ec4 are calculated based on general data such as the duration of the project, 
the tax rate, the annual rate of fuel prices increase, costs of fuel, maintenance costs, recurrent costs, etc. [7]. 
Ecological sub-indicator En1 (tC) is the amount of carbon in tons obtained from the burned fuel quantity and 
carbon emission coefficients for the corresponding fuel (Option 2) [8]. The pellet is considered as totally 
renewable energy source and numerical value of this sub-indicator for Option 1 is zero. For the third option, 
powered by electricity, the amount of coal that is consumed to produce corresponding amount of electrical 
energy is calculated taking into account that the ratio of primary and final energy consumption is within the 
limits of 3-4. Carbon emission coefficient for domestic lignite is used [9]. Also, the fact that 71% of 
electricity in Serbia is produced in coal-fired plant, about 28% of the hydro and 1% from other sources [10] 
is built into the numerical value of this indicator. Ecological sub-indicator En2 (kg/year) represents the 
amount of NOx emitted into the atmosphere during one year for each of the fuels. For the electricity, this 
sub-indicator is calculated from the amount of consumed coal. 
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In a country struggling with economic crisis last few decades, social indicators of sustainability have an 
economic note, so heating system selection largely depends on the loan repayment ability and fuel prices. 
The choice good from a social point of view is certainly linked to the economic component when it comes to 
residential space heating. The social aspect of sustainability of the heating systems is considered over Esc 
(€/year) indicator representing the sum of the cost of loan repayment and fuel cost during one heating season. 
Numerical values of selected sub-indicators of sustainable development for each of the discussed options of 
heating systems, are shown in Table 1. 
Table 1. Numerical value of Indicators 

Indicators 

 Economical Environmental Social 

 Ec1 Ec2 Ec3 Ec4 En1 En2 Esc1 

 € €/year year €/year tC/year kg/year €/year 

Option 1 3350 780 16.75 110 0 8.37 1214 

Option 2 2150 735 7.05 317 1.02 3.33 1013 

Option 3 5000 600 11.63 0 2.12 21.78 1248 

 

4. Cases under consideration 
The individual contribution of each sub-indicators (criteria) to an appropriate indicator (economic, 
environmental and social), and each indicator to the Sustainability Index is determined by the weighting 
coefficient. The procedure for weighting factors definition used in this work is based on the mathematical 
determination method with precision within steps h=1/n, where n is the number of parts in divided segment 
[0,1] and n=70. In this way, the set of all possible weight factors is formed and subsequently reduced by the 
requirement that the sum of weight coefficients must be equal to one. The process of agglomeration is 
carried out at two levels using the additive synthesis function. At the first level of agglomeration process, 
synthesis of normalized sub-indicators values were performed in particular for economic, environmental and 
social indicator. At the second level of agglomeration process, synthesis of normalized values of the 
indicators into agglomerated value of sustainability index is done.  
Combining different initial conditions at the first level of agglomeration in determining the weight 
coefficients for the group of economic, environmental and social sub-indicators, and different initial 
conditions at the second level of agglomeration in determining the weight coefficients for economic, 
environmental and social indicators. Three different cases (Case 1-Case 3) were included into analysis based 
on pre-defined constrains shown in Table 2. The sign ">" denotes given advantage to some of sub-indicator, 
or indicator (depending on the level of agglomeration) in relation to each other, i.e. indicates that the 
"higher" is more important in the process of agglomeration. Particular mathematical weighting factor that 
joins sub-indicator or indicator have greater numerical value then weighting factor which joins sub-indicator 
or indicator with lower priority. The sign "=" means equal importance and practically means that the 
associated weights have the same numerical values [11]. 
All three cases have the same pre-defined constrains at first level of agglomeration. Each sub-indicator in a 
certain indicator´s group has the same priority (equal weight coefficients) as it shown in Table 2.  
 
Table 2. Cases under consideration 

Case No. First agglomeration level Second agglomeration level 

Case 1 Ec1= Ec2= Ec3= Ec4            En1= En2            Esc Ec=En=Esc 

Case 2 Ec1= Ec2= Ec3= Ec4            En1= En2            Esc Ec=Esc>En 

Case 3 Ec1= Ec2= Ec3= Ec4            En1= En2            Esc En>Ec=Esc 
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5. Results and discussion 
Numerical values of the selected sub-indicators (criteria) are calculated for each of the three different options 
under consideration. Non-numeric information on mutual relations (priorities) of the observed criteria at the 
first level, and indicators, at the second level of agglomeration, in the form of mathematical equalities and 
inequalities are translated into the appropriate weight coefficients. These values are used as an input data to 
calculate a Sustainability Index used to evaluate the sustainability of selected heating system options in this 
paper. The obtained values of Sustainability Indices are shown in Table 3. Each of considered options was 
categorized in the discussed case on the basis of a Sustainability Index numerical value. The best and the 
worst option for each of the cases was established in this way based on different aspects of sustainable 
development. 
 
Table 3. Sustainability Index Values 

 case 1 case 2 case 3 
 SI ± sd SI ± sd SI ± sd 

Option I 0.56 ± 0 0.47 ± 0.05 0.74 ± 0.10 
Option II 0.60 ± 0 0.55 ± 0.03 0.70 ± 0.06 
Option III 0.41 ± 0 0.52 ±0 .06 0.20 ± 0.12 

 
Besides equal priority at the first level of agglomeration representing the equal importance of each individual 
sub-indicators within the individual economic, environmental or social indicator group (all four economic 
sub-indicators, and both environmental are equally important to each other), the first case under 
consideration (Case 1) is based on the requirement of equal priorities for each of the observed indicators, i.e. 
equal importance to economic, environment and social indicator. Values of sustainability index shows that in 
this case the best estimated option is II (gas option) due to the relatively small initial investment in the 
heating system as well as high mean annual savings over the lifetime and smaller loan repayment and fuel 
cost over the heating season in comparison with other options. In the Case 2 (priority is given to economic 
and social indicators), the best option is the same as in Case 1, but with very small difference in SI values for 
all three options. Finally, the best option in the Case 3 (priority is given to environmental indicator) is option 
I (pellet option) as a result of zero CO2 emission primarily.  

6. Conclusion 
Energy efficient heating helps in reducing energy cost and living comfort improvement. Different home 
heating options became the objective of the research taking account the economic, environmental and social 
impact on the heating system selection. 
The sustainability of different heating systems supplying single family house with thermal energy is 
presented and analyzed in the study. The paper treats three different options of home heating systems with 
pellets, gas and air-water heat pump. For each energy system (option), energy indicators of sustainable 
development are selected, defined and calculated. Each of economic and environmental indicators are 
described by a set of appropriate sub-indicators. So, economic indicator was described by following sub-
indicators: Ec1 (the investment costs of the observed option); Ec2 (the annual fuel cost);  Ec3 (the payback 
period); Ec4 (the mean annual savings over the lifetime). The most unfavorable values of Ec1 and Ec4 has 
Option III (heat pump), Option I (pellet), and Option II (gas), respectively. Ecological sub-indicators were 
described by ecological sub-indicator En1 (the amount of emitted carbon) and  ecological sub-indicator En2 
(the amount of emitted NOx). The largest value of En1 and En2 has Option III (heat pump). Locally, the heat 
pump does not pollute the environment and its use is certainly desirable in urban areas. But, in the place 
where electricity, necessary for the power supply, is produced from coal, harmful gases emission is very 
large. This can be regarded as consequence of ratio between primary and final energy in electricity 
production as well as the fact that 71% of this production derives from coal. The social aspect of 
sustainability of the heating systems was considered over Esc (the sum of the cost of loan repayment and fuel 
cost during one heating season). 
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By applying the method of multi-criteria analysis, values of Sustainability Index are determined for three 
different cases (Case 1, 2 and 3) based on pre-defined constrains. The highest value of Sustainability Index 
for the Case 1 (equal priorities) and Case 2 (priority is given to economic and social indicators equally) 
belongs to Option II (gas option). For the third case, when priority is given to the environmental indicator, 
Option I (pellet) is the best.  
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Electrolyzer Based on Molybdenum Carbide for Separation Hydrogen 
from Water 
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“Abstracts”: In this paper we investigate the possibility of using electrocatalysts based on 
Mo2C for water electrolysis. We synthesized two electrocatalyst, carbon xerogel and Mo2C on 
carbon nanotubes and carried out their characterization using X-ray diffraction and thermal 
analysis. Then we examined the behavior of electrocatalyst for hydrogen evolution in the base 
and the acidic environment in the temperature range of 25C to 85C. Electrocatalysts in a base 
environment showed activity analogous to platinum metals. Also, we investigated the stability of 
these two materials, and it was shown that both samples are very stable. 

Keywords: Electrocatalyst, Electrolysis of water, Hydrogen, Molybdenum carbide 

1. Introduction 
Electrolysis represents the forceful processes which take place in an electrochemical cell under the influence 
of an outside source of electric current. Electrolysis causes the appearance or expenditure of certain chemical 
species. In the case of natural or artificial convection does not secure the necessary inflow of mass, a layer of 
electrolytes on the electrode is depleted from the species which is being expended, which causes the 
diffusion of this species from the depths of the electrolyte towards the electrode. [1] 
In electrolysis, an anode is a positive electrode, which points to the lack of electrons, therefore compounds 
which arrive at the anode are oxidized, i.e. releasing electrons, while the cathode is a negative electrode, 
therefore the compounds that come into contact with it are reduced, i.e. they receive electrons due to the 
existence of their excess on the electrode. [2] 
The lowest voltage required for the beginning of the electrolysis process is the decomposition voltage. It is 
equal to the difference of balance potentials of the electrodes produced during electrolysis. If a water-based 
electrolytic solution is observed, in which a pair of inert electrodes are submerged, linked to a source of 
changing direct current and whose starting value is zero, but is slowly increasing, the flow of the current will 
be seen only when a sufficient voltage is reached, voltage which represents exactly the abovementioned 
decomposition voltage. In the case of multiple different electrode reactions happening in the observed 
electrolyte, electrolysis will begin through the one electrode reaction which demands the smallest 
decomposition voltage. [1] 
 
 

                                                       

 

 

 

 

 

 

Figure 1. <Shematic view of electrolysis> 
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1.1. Faraday’s laws of electrolysis 

One of the pioneers in the area of electrolysis is Michael Faraday, who started his career in the laboratory of 
the famous English chemist Humphry Davy. He defined two laws of electrolysis, which became the basis of 
electrochemistry and the study of electricity. In 1833, in Kicul’s laboratory, he performed experiments with 
several electrolyte cells connected in sequence, which helped him define two laws of electrolysis. [3] 
Faraday’s first law of electrolysis states that the mass (m) of a substance altered at an electrode is 
proportional to the time of the electrolysis, i.e. the quantity of electricity transferred (q): 

m = kq       (1) 

 

 

 

 

 

 

 

 

Figure 2. < Scheme Faraday experiments that determines laws of electrolysis> 

Faraday’s second law of electrolysis is expressed with the formula: 
m1
m2

=  Me,2
Me,1

      (2) 

It relates to the equivalence relations of the masses of elements altered at an electrode with the same amount 
of electric charge, and their relations in chemical reactions. In the formula of Faraday’s second law of 
electrolysis m is the mass of the material separated through electrolysis, while Me is the mass of its chemical 
equivalent. Instead of the mass of the chemical equivalent, it is possible to use the relation between 
molecular mass and ionic valence, M/z. If F denotes the amount of electricity which separates the mass M/z 
of some compound, it can be written that: 

M/z=k F        (3) 
When this formula is combined with the first law of electrolysis, it follows that: 

m=Mq/zF       (4) 
m=Mit / zF       (5) 

The constant F is the Faraday’s constant and represents 96485 C mol-1. It is calculated by multiplying the 
charge of one electron by the Avogadro constant (F=eNa). 

1.2. Electrolysis of water 
Electrolysis of water is the electrochemical technique in which water, due to the influence of an outside 
source of charge, decomposes into its core components: hydrogen and oxygen. This process is endothermic, 
and in standard conditions, the Gibbs free energy of the mentioned process is 474.4 kJ/mol. The electrolysis 
of water is conducted in an electrolytic cell, composed of two inert electrodes, cathodes and anodes. 
Electrolysis begins with the applying of outside current between electrodes in the presence of electrolytes 
(for example, sodium chloride or sulphuric acid) and leading to very high quantities of charge if an 
electrolyte is not being used. The most commonly used electrolytes are liquid solutions which can be acidic 
or basic. Hydrogen is reduced and separated at the cathode, while oxygen concurrently oxidizes and is 
separated at the anode. [2] This gases will cause bubbles, which can be observed around both electrodes. 
Basic electrolysis uses liquid solution KOH as the  
 
electrolyte which circulates in the electrolytic cell, which can be seen on image 3. [6] 
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Figure 3. < schematic view of the electrolysis of water> 

The following half reactions describe the abovementioned processes: 
Anode (oxidation): 2 H2O (l) → O2 (g) + 4 H+ (aq) + 4 e–   (6) 
Cathode (reduction): 2 H2O (g) + 2 e– → H2 (g) + 2 OH– (aq)    (7) 

With the total reaction being expressed by the formula (8): 2 H2O (l) → 2 H2 (g) + O2 (g)   (8) 
Hydrogen possesses unique characteristics which can together with electric current form the energy system 
of the future, called “the hydrogen economy.” Hydrogen, which has a great density of energy, can be stored 
for long periods, without energy losses or with minimal ones. [6] Hydrogen can be a renewable source of 
energy. The energy of hydrogen can be used together with electric current for producing energy of dispersion 
systems using electrolysis of water. For such an energy system, the electrolysis of water will be the primary 
technology. [4] 

Figure 4 < Illustrated structure the hydrogen system > 

Electrolysis of water for production of hydrogen has numerous advantages, such as greater purity of the 
produced material, the simplicity of the process, large amounts of sources and no damage to the 
environment. However, apart from listed advantages, electrolysis of water is not a widespread technique, and 
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is instead used only in cases where high-purity hydrogen is required. This technology is viewed only as 
supportive to the production from hydrocarbon sources, not as its substitute. [7] 

1.2.1. Historical development of electrolysis of water 
From the development of the phenomenon of electrolytic decomposition of water into hydrogen and oxygen 
to different variants of industrial production of hydrogen, electrolysis of water passed several important 
phases. Most commonly, the development of electrolysis of water is divided into five phases. 
1. Discovery of the phenomenon of electrolysis of water – Nichloson and Carlisle discovered this 
phenomenon in 1800 and observed it, until they identified gases which appeared to be hydrogen and oxygen. 
2. Industrialization of the technique – from the twenties to the seventies of the 20th century. This period is 
considered to be the “golden age” for electrolysis of water, because it was then when the technology that is 
still in use was developed. 
3. Initiating system innovations in order to improve efficiency of electrolysis out of fear for the environment 
and disappearance of energy, from the start of the seventies in the 20th century. 
4. Rapid development of the concept of electrolysis of water as a renewable energy source, for production 
and storage of hydrogen, which is currently the subject of research of numerous scientists around the world. 
5. Development of new methods of electrolysis of water such as photovoltaic electrolysis which combines 
the photoelectric effect and electrolysis of water. [8] 
1.2.2. Hydrogen Evolution Reaction to hydrogen electrodes (HER)  

As previously mentioned electrolysis of water is an endothermic process and requires energy to occur: 

H2O + energy → H2 + ½ O2      (9) 

The reaction which occurs on the cathode is marked with the acronym HER in foreign literature (Hydrogen 
Evolution Reaction) and in an acidic electrolytic solution it is described by the equation (10): 

2H2O + 2e− → H2 + 2OH−     (10) 

Or in a basic electrolytic solution with the equation (11): 

2H+ + 2e− → H2         (11) 

In both cases the mechanism of the reaction is complex. The beginning phase of the reduction of protons in 
acidic solutions produces an adsorbed hydrogen atom, which represents a reactive intermediate. That first 
phase is the Folmer reaction which entails the discharge of a hydrogen ion, and is represented by the 
equation (12): 

H+ + e- ↔ Hads       (12) 

Adsorbed hydrogen atoms are removed according to one of the following reaction phases: 

2Hads ↔ H2        (13) 

H+ + Hads + e ↔ H2       (14) 
The phase determined by the equation (13) is called the Tafel reaction and represents the chemical 
reaction of the recombination of adsorbed ions, while the phase determined by the equation (14) is 
the Heyrovsky reaction, the electrochemical desorption. 
In water solutions the hydrogen ion can be found in the shape of hydronium ion (H30+), therefore before the 
reduction of hydrogen by phase (13) or (14), a chemical reaction of dissociation of hydron ion always occurs, 
a fast reaction: 

H3O+ ↔ H+ + H2O       (15) 
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The type of metal on which hydrogen is separated by the way of cathodes strongly influences the kinetics 
and the mechanism of separation. [1, 9] 
On the picture 5 [16] a volcano plot is shown, a display of the dependence of logarithms of alternating 
current density (j0) of the evolution of hydrogen to the energy of the bond hydrogen –metal, which occurs in 
the Folmer reaction. M denotes the adsorption spot which hydrogen bonded to. It displays the maximum 
energy at approximately 240kJ/mol. The energy of the bond hydrogen-metal points to the promising 
materials such as platinum, Pt, which ranks close to the maximum on the volcano plot. What is interesting is 
that in electrolysis, current exchanged in HER on platinum in acidic solutions is approximately two times 
larger than the one in basic ones. [9] It is believed that the cause of that is the shorter length of the bond Pt- 
H in acidic solutions. It can be expected that, with metals with higher (like Ni) or lower (Mo) bond energy 
than the optimal bond energy with hydrogen, a change of catalytic activity will occur. With the 
contemporary DFT (Density Functional Theory) methods, which uses quant calculations, platinum can be 
replaced as an electrode material with other materials which show better catalytic activity for HER, such as 
BiPt or MoS2, or many others. 

 
 

Figure 5. <Volcano plot> 

1.2.3. Oxygen Evolution Reaction (OER)  
Oxygen electrodes have great practical importance in the industry, especially in producing oxygen through 
electrolysis of water. The density of the alternating current of the electrode reaction of the oxygen electrode, 
which is considered to be the core kinetic parameter of this reaction, is very low. Therefore high 
supercharges, measured in several hundred mV, can be achieved even with low current densities, below 
1mA/cm2. [1] In acidic and basic electrolytes the reaction which occurs on the oxygen electrode, OER 
(Oxygen Evolution Reaction), can be denoted as: 

2OH−→1/2O2 +H2O + 2e−      (16) 
H2O → 1/2O2 + 2e− + 2H+      (17) 

There are several ways for this reaction to play out. [9] On the common electrode material, platinum, two 
parallel paths are possible [1]: 
a) Direct reduction of O2 to H2O or OH- (18) 
b) Indirect reduction to H2O or OH- (19) 
In the process shown by the equation (19), the involvement of reactionary intermediates H2O2 or HO2- is 
common. Acidic solutions are characterized by reduction to H2O through the reactionary intermediate 
H2O2, while, for basic solutions, the reduction to OH- with the involvement of another listed intermediate is 
common. Whether direct or indirect reaction of the oxygen electrode is in question, every reaction develops 
through different mechanisms, and each requires adsorbtion of intermediates. 
Separation of oxygen almost never occurs on pure metal, i.e. on the surface of metals, oxide is formed, 
specifically on the potential on which the separation of oxygen occurs. These oxides can be superconductors, 
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half conductors or isolators. Superconductors are the ones which are similar to the metal itself such as RuO2, 
or oxides of platinum and iridium. Half conductor oxides form on molybdenum and wolfram, and the 
representative of this type of oxide is NiO. Isolators are formed on vent metals, among which are aluminum, 
titanium, zircon, tantalum and niobium, whose oxides conduct electricity only in one direction. It is clear that 
the reaction of separation of oxygen is the fastest on superconductor metals. 
The speed of electrolysis of water is limited by electrode reactions on an oxygen electrode, because they are 
significantly slower compared to electrode reactions of a hydrogen electrode. When electrolysis occurs on 
normal temperatures, acceleration of the oxygen electrode is conducted using modification of the surface of 
the electrode. Increasing the temperature is not a good solution because it brings forth another sequence of 
problems, such as corrosion of the electrode material. [1] 

1.2.4. Energy efficiency of electrolysis of water 
Electrolysis of water is important technology for production of hydrogen. Hydrogen is considered to be the 
fuel of the future, as the best alternative to fossil fuels. It is considered that in the future, it will be used as a 
source of secondary energy in vehicles and rockets. [4] Some of the basic attributes of atomic hydrogen are 
presented in table 1. [10] 
Table 1. Hydrogen properties 
 

Characteristic Value 
State of aggregation gas 

Electronic configuration 1s1 
The number of electrons in the energy level 1 

Aatomic mass 1,0080 
Atomic radius (calculated) 25 (53) pm 

Covalent radius 37 pm 
Density 0,0899 kg/m3 pri 273 K 

Melting point 14,025 K (−259,125 °C) 
Boiling point 20,268 K (−252,882 °C) 
Specific heat 14304 J/(kg · K) kod 0 K 

Electrical conductivity 0 S/m 
Thermal conductivity 0,1815 W/(mK) 

The ionization potential 13,595 eV 
Electron affinity 0,7542 eV 

However, the majority of contemporary hydrogen production, around 96%, uses carbohydrogen sources such 
as natural gas, oil and coal. Technologies based on carbohydrogen sources are not satisfying considering 
those sources are not renewable and considering their burning causes a large emission of carbon dioxide, a 
gas harmful to the environment. [7] 

The theoretical voltage at which water decomposition occurs at is 1.23 V. According to Faraday’s laws of 
electrolysis, the charge required for the production of 1 mil H2 is 2F. Therefore the theoretical expenditure of 
energy Wt for production of 1m3 H2: 

Wt = U * I * t = U * Q = 1.23 * (2* ) = 2,94 KWh/ m3    (20)  

However, in practice, voltages between 1.65 V and 1.70 V are used, while in the industry the voltages are in 
the range of 1.80V and 2.60V. In practice, voltage is higher because of high supercharge and Ohm loss in 
cells: 

ηe = (2,94/4,79) * 100% = 61,5%      (21)  
U = Ea - Ec + i * ΣR = Uθ + |ηa| + |ηc| + i* ΣR    (22)  
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Where Ea is anode potential, Ec is cathode potential, i is the density of charge, ΣR total Ohm loss, Uθ the 
theoretical charge for decomposition of water and ηa and ηc are anode and cathode supercharge, 
respectively. [7] 

When the voltage is 2V, the practical expenditure of Energy Wp is: 

Wp = 2* (2*1000
22,4

∗ 96485 ∗  1
1000

∗  1
3600

) = 4,78 KWh/m3    (23) 

1.2.5. Parameters influencing the efficiency of electrolysis of water 

To make the evaluation of parameters which influence the efficiency of electrolysis of water easier, we can 
divide them into tri groups: characteristics of the cell, i.e. the configuration of the electrochemical cell and 
the distance between electrodes, experimental conditions, such as density of charge, cell potential, 
temperature and electrolyte pressure, electrode material, and outside conditions. [8] 

In order to increase the efficiency of electrolysis of water, the bulk of the research so far was directed at 
reducing the reversible potential or supercharge. Electrolysis of water was conducted in conditions with high 
pressure or temperature, with new electrodes. [5] However, little attention was paid to the Ohm loss in water. 

So far, it was established that the following parameters influence the efficiency of electrolysis of water: 

• Configuration of the electrochemical cell 
There are two types of electrochemical cell configuration: monopolar and bipolar. In a monopolar 
configuration, the electrodes are linked on opposing ends of the energy source, so that formed individual 
cells are in a parallel relation. In a bipolar configuration, only two electrodes are linked to the energy source. 
In the first configuration the same electrochemical reaction occurs on both sides of every electrode, while in 
the bipolar configuration two different reactions occur concurrently on different sides of every electrode 
which is not linked directly to the energy source. A monopolar configuration is simpler and easier to 
produce, maintain and commercialize, but its main drawback is that it is subject to a large density of charge 
at low voltages and that it has a big Ohm loss. On the other hand, a bipolar configuration has smaller Ohm 
losses, but demands higher precision in production and design in order to avoid gas and electrolyte leakage 
between the cells. [8] 

• Distance between the electrodes 
The distance between the electrodes also falls under the configuration of an electrochemical cell. It is 
actually the path which ions must traverse in an electrolyte. A smaller distance between electrodes offers 
smaller resistance during ion movement, but if too small, it can lead to sparks and an explosion. [8] A group 
of authors headed by LeRoy pointed out that the increase of the number of hydrogen or oxygen bubbles on 
electrodes, i.e. increasing the distance between electrodes would cause an increase of electric resistance in 
the solution, which would result in lowering the efficiency of electrolysis of water. [4] 

• Density of charge 
This parameter is directly linked with the energy efficiency of electrolysis. It has outstanding importance 
because it determines the quantity of produced hydrogen. Industrial electrolyzers generally use density of 
charge between 1000 and 3000 A/m2. [8] 

• Concentration of electrolytes 
It is known that electrical conductivity of the electrolyte solution has a big role in electrolysis. With the 
increase of flow of hydrogen the concentration of electrolytes is reduced, and vice versa. When the 
concentration of electrolyte increases, so does the number of charge carriers, while larger entry voltage 
increases electrical conductivity. [6] 

• Electrolyte pressure 
Depending on the purpose of produced hydrogen, the pressure which the electrolyte can support can be 
larger than the atmospheric pressure. The pressure 3.5 MPa reduces the size of bubbles and reduces Ohm 
resistance caused by the bubbles. [8] 
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• Electrode material 
When observing electrodes made from different materials, all of which are characterized by high electric 
conductivity and anti-corrosiveness, in the same experimental conditions and using the same electrode 
shapes, the electrode made of aluminum was shown to be the best because during its use the flow of 
hydrogen was the highest at 134cm3/min. [6] Stainless steel electrode follows, with the flow of hydrogen at 
122cm3/min, then the titanium electrode with 113cm3/min and a copper electrode at 111cm3/min. The worst 
electrode was the galvanized steel electrode, which allowed the flow of hydrogen at 110cm3/min. 
This shows that the high price of the material does not necessarily mean a high efficiency of electrolysis, 
since titanium is the most expensive out of tested materials, yet did not prove to be the best. 
In industry, the most widespread electrode material is nickel (Ni), owing to its stability and suitable activity. 
The main problem which appears is the deactivation of electrode material. With Ni electrodes, the 
mechanism of deactivation means formation of nickel-chloride on the surface of the electrode due to the high 
concentration of hydrogen. One solution to this problem is a coating of iron, which prevents the occurring of 
this phase, or an addition of melted vanadium. For example, iron, as a supplement to manganese-
molybdenum oxides improves the stability of electrodes and increases the efficiency of electrolysis. [8] 

• Electrode shape 

The shape of the electrode greatly influences the efficiency of electrolysis of water. Electrodes in the shape 
of a right circular cylinder, ribbed structures and an oblique cylinder were observed. The highest flow of 
hydrogen was enabled by the right circular cylinder, then the oblique one, and finally, a cylinder of ribbed 
structure. Electrons found on the surface of the electrode could most easily pass into the electrolyte at the 
electrode shaped as a right circular cylinder, while it was made difficult in the cases of the other two. 

• Electrode size 

An increase of the size of the electrode increases the contact surface between the electrode and the 
electrolyte, which increases the charge and therefore the flow of hydrogen as well. 

 

 

• Gas bubbles 

Efficiency of electrolysis is also influenced by gas bubbles, which appear during the process. They cover the 
surface of the electrode, or carry over into the electrolyte. They cannot be removed from the system quickly, 
and also lead to high supercharge and a higher Ohm loss. In literature, the appearance of gas bubbles is 
called the balloon effect or the bubble effect. In the past, not much attention was given to the effect, but its 
influence to supercharge and the Ohm loss point that it could be used to easily improve the efficiency of 
electrolysis of water. Bubbles present in the system are comprised of two layers: the layer is the one by the 
surface of the electrode, and the other is disperged in the electrolyte. Therefore, during electrolysis of water 
H2 and O2 are generated by electrochemical reactions on the active spots on the surface of the water, and 
they produce bubbles. Bubbles grow over time, and when they reach critical size, they are separated from the 
surface of the electrode. For efficient electrolysis it is required to remove the bubbles fast, in order to 
increase available surface for the reaction of gas emission. However, in practice, the bubbles cover active 
center on the electrode during their growth. Bubbles appear on both electrodes and interrupt the distribution 
of gas, causing micro convection and pushing the electrolyte in a radial manner. [7] 
While covering the electrode, bubbles reduce the active surface of the electrode. Krantz [7] observed the 
behavior of a par of the bubble layer, which he marked with s θ. He noticed that it grows with the increase of 
temperature and charge density i.e. that with the increase of these parameters, the part of the electrode 
covered in bubble also increases. [7] 
As previously noted, there are two layers of bubbles. The second layer is comprised of bubbles separated 
from the surface of the electrode, in electrolyte. Relative movement between two phases, liquid and gaseous, 
is established, and every phase makes a “path”it moves on, as shown on picture 6. 
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The quantity of bubbles grows among the z-axis, due to viscosity and difference in the density of two phases. 
In the meantime, the bubbles move along the y-axis because of the difference in gas concentration in 
electrolyte. Because of that, resultant force, marked with F on picture 6, shows the real direction of bubble 
movement, which spill over on the top of the cell. At the end, a foamy layer of bubbles is formed due to the 
low number of separated bubbles from the electrolyte. The thickness of this layer grows as the function of 
the height of the electrolyte does.  
A group of scientists [4] observed the influence of charge intensity and the distance between electrodes to the 
efficiency of electrolysis of water. They came to the conclusion that lower voltage causes higher efficiency 
of electrolysis. 

 
 

Figure 6. < Schematic representation of a layer of bubbles near the surface of the electrode> 

1.3. Electrochemical methods 
The most commonly used electrochemical methods in electrolysis of water are linear potential sweep 
voltammetry and chronoamperometry.  

1.3.1. Linear potential sweep voltammetry 
Voltammetry represents a group of electrochemical techniques in which information about electrochemical 
systems, quantity and type of sample, is acquired by measuring the charge produced by the applied potential 
to the electrode. Today, in voltammetric methods of analysis, sensitive, cheap, and easy-to-use instruments 
are in use. Voltammetric methods of analysis are applied in almost all areas of analytic chemistry today. In 
physical chemistry, they are used for researching redox properties of organic and inorganic components. 
In linear potential sweep voltammetry the measured charge is often the result of a complex combination of 
heterogeneous and homogenous processes, therefore the observation of changes in current during an elapsed 
time caused by applied potential can give significant information related to kinetics and reaction mechanisms 
on the electrodes. Stationary electrodes are used, for example solid metal electrodes, or hanging mercury 
drop electrode of constant dimensions, whose use has become rarer considering the oscillations in a large 
area cannot be entered into the equation for the I-E curve in an acceptable way. The current charge caused by 
threshold voltage is displayed in a time function, or potential, which is itself a function of time in Linear 
Sweep Voltammetry (LSV), Cyclic Voltammetry (CV) and Square Wave (SW) voltammetry. 
Linear voltammetry is based on a linear increase of potential at a constant speed and measuring the charge 
which is the consequence of the transfer of electrons and is linked to the ractions on the electrode. [1, 12] In 
linear voltommetry applied potential changes linearly between two border potentials  Ei and Ef, and current 
is displayed as a function of applied potential, picture 7a.  The speed of the change of potential spans 
between mV s-1 and MV s-1 in numerous uses. 

488



On picture 7 we see a typical asymmetric leaf-shaped volatmmogram for the general n-electronic process of 
reduction, marked by the equation: O+ ne- ↔ R. At starting potential Ei the process of reduction does not 
occur, and the end potential is chosen so it’s in the area of border diffusion current. With the change of 
potential toward negative values, the concentration of the oxidized form O is reduced at the surface of the 
electrode, because it changes from oxidized form into reduced form R. Decrease of the concentration O 
along the surface of the electrode causes the appearance of concentration gradient, along with it diffusion 
flux. With the increase of potential, the charge increases, and with it the speed of electron transfer. At a 
certain value of potential the speed of electron transfer becomes larger than the speed of the transport of 
mass from the depths of the solution, which as a result produces the maximum charge, after which charge 
begins to fall off, picture 7b. Then the concentration O along the electrode is equal to zero and the diffusion 
layer spreads towards the depths of the solution, while the concentration gradient decreases until it reaches 
the minimal (balanced) value. The highest charge depends linearly on the square root of the speed of change 
of potential and the concentration of the reactant in the mass of the solution. 

 
 

Figure7. < A) The change of potential with time in a linear voltammetry; 
B) A typical linear voltamograms> 

In order to observe this problem quantitatively, it is required to calculate the equation for non-stationary 
diffusion for oxidized and reduced species: 

∂𝐶𝑜
∂𝑡

= 𝐷𝑜  ∂
2𝐶𝑜
∂𝑥2

                 and        ∂𝐶𝑅
∂𝑡

= 𝐷𝑅  ∂
2𝐶𝑅
∂𝑥2

              (24) 
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(25) 
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(27) 
whereby additional requirements depend on the speed of electron transfer. 
a)  Reversible process 
In a reversible process, the relation between the concentration of oxidized and reduced species, for any value 
of E, is determined by the Nernst equation: 

E=Et+νt= 𝐸°′+𝑅𝑇
𝑛𝐹

ln𝐶𝑜
𝐶𝑟

     (28) 
This equation helps determine the fourth border requirement: 

t>0,x≥ 0; 𝐶𝑅
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 =e  
𝑛𝑓(𝐸𝑖+𝑣𝑡−𝐸°′)

𝑅𝑇     (29) 
When the equation for non-stationary diffusion of oxidized and reduced species in pronounced border 
conditions, we get: 
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The function P[n(E-Eo’)] is displayed as a graph or a table because it is impossible to express it in analytic 
form. The theoretical maximum of this function, which appears on the diagram, is at the value of 0.4463, and 
the function is not dependent on the speed of polarization. The dependence of the maximum of charge on the 
speed of polarization can be expressed analytically, using the equation authored by Randles and Sevcik [13, 
14] or Nicholson and Shain [16], the maximum charge increases linearly with the root of speed. 
b) Quasi-reversible and irreversible processes 
In quasi-reversible electrode processes during linear polarization the concentration of electro-active species 
on the surface of the electrode is reduced slower than in reversible processes. The concentrated gradient also 
passes through the maximum. During anode polarization it is reached at positive potential reactions, 
compared to reversible reactions. The fourth border condition is denoted having in mind that the diffusive 
passage of the material towards the electrode must be equal to the speed of its expenditure through the 
process of transfer of electrons, in any moment. In oxidation’s case, it has the shape: 

t>0, x=0:   𝐷𝑅 �
𝜕𝐶𝑅
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𝑥=0

=kaCR𝑒
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With this condition, when the diffusion equation is resolved, we get: 

j=nFCR*𝐷𝑅
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The potential function Q(E) can be displayed only in a table or a graph. The shape of this function is 
determined by the value of Matsuda’s parameter, Λ. Λ depends primarily on the standard constant of speed 
and the speed of polarization. 
When this parameter is larger than 10, a reversible process is at hand. Then, the flow Q is independent from 
the speed of polarization, so the leaf potential does not depend on the speed of polarization while the leaf 
current is linearly dependent on the square root of the speed of polarization in relation to the equation for jp 
in the reversible process.  
When this parameter has a value lower than 0.1 the value of the maximum Q stops being dependent on the 
speed of polarization, but the maximum potential does not. The maximum current becomes a linear function 
of the speed of polarization again, and can be expressed analytically. On the temperature of 25 C it looks 
like: 
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If the values of the number of electros, diffusion coefficient and concentration are known, using this equation 
the coefficient of symmetry can be determined. 
Linear sweep voltammetry represents a simple method of finding out the basic characteristics of systems 
such as the values of standard potentials, reversibility, standard constants of the speed of the transfer of 
electrons, diffusions coefficients etc. Also, information about the quantity is acquired, because the measured 
current is directly proportional to the concentration of the electro-active species in the solution. 

1.3.2. Chronopotentiometry 
Chronopotentiometry is a galvanostat method in which the electrode process is caused by rapidly applied 
charge of a constant intensity, and causes the potential change of potential of the working electrode over a 
period of time. The answer of the electrochemical system is a chronopotentiometric curve, or the curve 
potential-time. The consequence of the passage of current is a gradual change of the relation between 
concentrations of oxidized and reduced species on the electrode surface, which causes the constant change of 
potential of the working electrode. [12] 
If a reversible process is observed, O+ne=R, it is observed that the change of potential of the working 
electrode follows the Nernst equation. 
At the beginning of reduction, initially the species O is present. Over time the first layer of the electrode 
starts containing fewer O species, and more R species. Once the first layer of electrolytes is entirely depleted 
of oxidized species, the process of depolarization then stops, by using the fast mechanism of transferring of 
charge. Then the process of depolarization occurs, determined exclusively by the slow diffusion of the 
oxidized species towards the electrode, which causes the rapid increase of potential shown on picture 8. 
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The time which in which the first electrode layer is depleted of electro-active species, whose function is 
depolarization, is called the transfer time and is marked with τ. 
It is also possible to arrive at the formula for the chronopotentiometric curve by finding the dependence of 
the concentration of oxidized and reduced species on time, and, in the case of a reversible process, if their 
relation is entered into the Nernst equation of electrode potential. The dependence of the concentration of 
time can be found by resolving the equation of non-stationary diffusion. 
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Having in mind the following border conditions: 

1) CO ( x, 0 )= Co*  for t = 0 and each x                (35) 
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The third border condition points towards the equality of currents of reduction and oxidation with the 
opposing mark, and the fourth border condition shows the flux of an electro-active species towards the 
electrode. Resolving the diffusion equation for the aforementioned border conditions leads to the Sand 
equation: 

𝐼 τ1/2 =  �π 𝐷𝑜
4
�
1/2

𝑛𝑛𝑛𝑛𝐴𝐶∗𝑜 = 𝐾𝐶∗𝑜                       (39) 

This equation can be used in quantitative purposes owing to the direct proportionality of the square root of 
the time of transfer and concentration at a given charge. For quantitative purposes a calibration diagram Iτ1/2 
= f (C*) is usually made, representing a straight line, in order to avoid having to know the diffusion 
coefficient and the size of the electrode. 
The product Iτ1/2 is a measure of reversibility of an electrochemical process. Deviation of this product from 
staying constant at different charge intensity means the observed process is more or less reversible. The Sand 
equation makes it possible to determine the diffusion coefficient of the electro-active species, with a known 
surface area of the electrode and the concentration of an electro-active species. [12] 
Several types of chronopotentiometry are used, shown on picture 8. 
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Figure 8. < Display of different types of techniques current controlled: 
a) Chronopotentiommetric of constant charge 
b) Chronopotentiommetric of linearly growing charge 
c) Chronopotentiommetry of reversed charge 
d) Cyclic chronopotentiommetry> 
Instead of a constant charge, an adaptive intensity of charge can be used, which is a known time function. 
This technique is called programmed current chronopotentiommetry and it causes difficulty in theoretical 
analysis, so it is seldom used. In practice it is more common to use current reversal chronopotentiommetry 
which includes a change of direction of current after a certain time. In the case of observing a reduction 
process, at the time of the change of the current’s mark, an anode reaction occurs, its intensity of charge 
equal to the cathode one. The potential will change in a positive direction as the relation between 
concentrated oxidized and reduced species increases. When the concentration of a reduced species on the 
surface of the electrode reaches zero, the reversed time of transfer can be measured. As an addition to this 
method it is possible to continuously change the direction of the charge, which is called cyclic 
chronopotentiometry. [11] 

1.4. Tafel analysis 
The equation which displays the interdependence between current density  is the Butler-Volmer equation, 
named after its authors: 
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𝑗𝑗 = 𝑛𝑛𝑛𝑛 �𝑘 ′𝑎𝐶𝑅𝑒
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𝑅𝑇 − 𝑘 ′𝑐𝐶0𝑒

−(1−α)𝑛𝐹𝐸
𝑅𝑇 �             (40) 

The concentrations of oxidized and reduced species are marked with CR and C0. Constant speeds of the 
cathode and the anode process are marked with ka and kc, and they are functions of potential, with that also 
of the nature of the referent electrode. Faraday’s constant is marked with F, while n represents the number of 
electrons exchanged. The constant, appearing in the exponential part of the equation, represents the 
coefficient, or factor of symmetry. 
If the potential of the electrode was set to a balance value, the cathode and the anode components of the 
charge would become identical because the resulting charge value would reach zero. The cathode and the 
anode components of charge can, in that case, be marked together with j0, which represents alternating 
current density: 

𝑗𝑗0 = 𝑛𝑛𝑛𝑛𝑘 ′𝑎𝐶∗𝑅𝑒
α𝑛𝐹𝐸𝑟
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−(1−α)𝑛𝐹𝐸𝑟
𝑅𝑇                    (41) 

Dividing the first equation by j0, with the fact that the relation of concentration of electro-active species on 
the surface and in the depths of the electrolyte is equal to one due to them being identical, and having in 
mind that E-ER=η (supercharge), we get: 

𝑗𝑗 =  𝑗𝑗0 �𝑒
α𝑛𝐹η
𝑅𝑇 −  𝑒

−(1−α)𝑛𝐹η
𝑅𝑇 �              (42) 

which represents the basic shape of the Batler-Volmer equation. Mathematically, it is a curve of a hyperbolic 
sinus with the argument αnFη/RT, whose parameters are j0, n, and α. When these parameters are known, the 
Batler-Volmer equation is entirely defined and allows the calculation of charge density using a particular 
supercharge value, or vice-versa. 
Out of listed parameters, the easiest to determine is the number of electrons exchanged in a redox reaction.  
Usually it is familiar from the stoichiometric reaction, and if that is not the case, it can be determined 
coulometrically, based on Faraday’s laws. The other parameters of the Batler-Volmer equation can be 
determined with the Tafel analysis. 
The Tafel analysis is an act in which the experimentally acquire curve I-E is analyzed, at supercharges high 
enough to make the resulting charge identical to the partial cathode, or anode ones. Picture 9 displays all the 
listed charges. 
The resulting charge is practically the only one available for measuring. It is identical to the anode, or 
cathode one, with the relevant margin of error under 1%, i.e. when the relation of the anode and the cathode 
power is larger than 100 or smaller than 0.01. 
 

 
Figure 9. < Tafell curve anodic current component> 
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η =  
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The relation of anode and cathode charge is marked with: 
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If this relation were larger than 100 or smaller than 0.01 the value of the exponent ought to be larger than 
two or smaller than -2. 
Anode supercharge is displayed as a function of the logarithm of density of charge: 

η = −𝑅𝑇
α𝑛𝐹

ln 𝑗𝑗0 + 𝑅𝑇
α𝑛𝐹
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Or with use of decade logarithms: 
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Cathode supercharge is displayed similarly: 

η = 𝑅𝑇
−(1−α)𝑛𝐹

ln 𝑗𝑗0 + 𝑅𝑇
(1−α)𝑛𝐹
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Or with decade logarithms: 

 (47) 
 

These expressions represent the equation of the straight line aa + ba log j, i.e. =ac + bc lo     
the equations of the Tafel line. Tafel first found the dependence =f (log j) observing a hydrogen electrode. 
Equations of the Tafel line stand exactly for the partial anode or cathode charge density, but also for the 
resulting charge density with the listed condition.  
 
On picture 10 a Tafel line for the anode part of charge is shown, while the line of the cathode component is 
identical, and the dotted line is acquired with extrapolation from the areas of higher supercharges. 

 
Figure 10. < Display of partial cathode, anode and the resulting partial streams > 

 Deviations from the straight line falls into the area of lower supercharges because the resulting density of 
charge deviates from partial densities. The point log j0 on the axis log j represents the point where the lines 
extrapolated from the area of high supercharges intersect. Listing zero as the value of supercharge in the 
equation of the Tafel line for anode and cathode lines produces the equality of log j and log j0. When the 
parameter n is known, from the steepness of the cathode or the anode line, the factor of symmetry β can be 
determined. When n is unknown, it is possible to determine the product of nα. [1, 11] 

494



1.5. Thermogravimmetric analysis 
Thermogravimmetric analysis (TGA) is one of the most common methods of thermal analysis. It represents 
the observation of changes in the mass of the sample due to temperature changes of the sample. 
Temperatures in which those processes occur are specific to certain substance and are used for their 
identification and establishing their presence in the sample. TGA is also used for quantitative research, 
considering the fact that change of mass is directly proportional to the quantity of a present substance in the 
observed sample. 
Particular TGA techniques are isothermal or static thermogravimmetry and quasi-static thermogravimmetry. 
In the first technique, the mass of the sample is observed at constant temperatures during a period of time, 
while in quasi-static termogravimmetry the mass of the sample is observed on several growing temperatures 
in a period of time, until a constant mass of what remains is left. 
Thermogravimmetry is an important analytical method which allows for the following of various shapes of 
sample transformations tied to changes in mass, such as loss of adsorbed or structural (crystal) water, thermal 
decomposing with emission of gaseous or liquid evaporable products, burning in an air atmosphere, or 
binding gases from the atmospheres into non-evaporable products. Commercial instrument for TGA is a 
thermo-scale , shown on picture 11, whose core parts are: thermo-scale lever, furnace, electronics for 
programmed heating of the furnace, electronics for automatic balancing of the lever and instruments for 
graphic display of measuring results. [12]  

 
Figure 11. <Thermal scale> 

Differential thermal analysis 
Differential thermal analysis (DTA) is one of the methods of analyzing thermal characteristics of substances. 
This method is used to conduct measurement and explain the causes of temperature differences between an 
observed sample and other thermally inert etalons during their heating in identical conditions.  

 
Figure 12. <DTA device> 

The appearance of a temperature difference is the consequence of the appearance of a certain process in the 
sample (crystallization, evaporation, adsoprtion, dehydration, decomposition etc). During the span of these 
processes the sample temperature is higher, in exothermal processes, or lower, in endothermic processes, 
depending on the etalon temperature. On picture 12, an instrument for DTA is shown. Core parts of the DTA 
instrument are cells with identical bearings for samples and the etalon and responding thermo-pairs tied in 
opposition, furnace with a programmator, amplifier of electro-motor force of thermo-pairs and an instrument 
for registering DTA curves. The possibility of using DTA for identification and following changes of the 
phase composition during heating is based on the fact that each change in the material has a corresponding 
heat effect which is measured on the thermogramm and that all heat effects are specific to particular analyzed 
materials. Every observed substance has its differentially thermal curve with endothermic and exothermal 
peaks. For its analysis, methods of comparison with corresponding standards which are found in catalogs of 
DTA curves are used. DTA can be used for quantitative research, which demands precisely determining the 
surface of the peaks. 
TGA and DTA are complementary methods and data acquired with one technique confirm the results of the 
other. However, DTA is in wider use compared to TGA. [12] 
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1.6. X-ray structure analysis 
X-ray structure analysis (X-ray Fluorescence – XRF or X-ray Diffraction – XDRD) is a technique for 
examining and determining crystal and molecular structure 1 of a sample using a diffraction picture acquired 
by bombarding the sample with X-rays2. 
X-ray structure analysis makes determining the structure of a large number of compounds possible. The 
structure of substance is in a close relationship with physical and chemical properties of substance, so XRSA 
is applied in a large number of areas, in physics and solid-state chemistry, mineralogy, biology, 
pharmaceutical and chemical industries etc. 

 
Figure 13. <Schematic view of X-ray structural analysis> 

To carry out XRSA, diffraction of electromagnetic radiation must be achieved, which occurs when the 
wavelength of the radiation and the dimensions of the structure are similar. That condition is set because the 
wavelength of X-ray 10-1-10-11 m, which is the order the size as the length between neighboring layers in 
the crystal. When X-rays fall on a crystal, the atoms or ions start acting as new secondary sources of 
radiation according to the Huygens principle. Between rays, scattered on electronic clouds of atoms, 
interactions occur, at which point a part of the waves is strengthened, and another weakened or nullified, 
which represents diffraction. 
XRSA is conducted by focusing the beam of X-rays onto a sample, shown on picture 13. The tendency is for 
radiation to be monochromatic, so a monochromator or a filter of thin metal foil is placed in the way of X-
rays. 
Depending on the technique, it is possible to reach the diffraction image using either changes in wavelength 
or changes in the angle of incoming radiation and sample. Diffraction maximums can be detected using a 
proportional scintillation counter or some other detector. The basic goal of this method is determining the 
function of the distribution of electron density in the crystal, using which is possible to determine the look of 
the structure in real space mathematically. This represents the best method for determining the atomic 
structure of any molecule. Specters acquired by the use of this method are relatively simple, and the method 
is non-destructive so it is used in analyzing art works. It does not demand a lot of time, and both very small 
samples and massive objects can be analyzed, while also allowing the concurrent identification of a large 
number of elements. Apart from big advantages, drawbacks exist, mostly related to conducting experiments. 
It is necessary to analyze a crystal of sufficient quality, and the produced image is not an image in a natural 
environment which is important when it comes to bio-molecules. The method does not show great sensitivity 
as some optical methods do, and it is not well-suited to light elements because of the concurrent Augers’ 
emission. [12, 14] 

2. Goal of the paper 
Electrolysis of water is one of the most efficient and reliable technologies for production of hydrogen. 
Hydrogen is excellent for storing energy and is considered to be the fuel of the future, as the best alternative 
o fossil fuels. [15] Hydrogen is an ideal replacement of fossil fuels because its use does not cause an 
emission of any harmful carbon species. [19] 

                                    
1  Length of the bonds between atoms, angles of bonds, conformation 
2 X-rays: short wavelength electromagnetic radiation produced by slowing down electrons of high energy or transfers 
of electrons from the inner atomic orbitals  
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Electrolysis of water is the most economic way of producing hydrogen, which does not harm the 
environment. This method produces a product of high purity, and the source exists in large quantities all over 
the planet. However, despite all mentioned advantages, the use electrolysis of wate  is not a widespread 
technique, and is instead only used in cases when hydrogen of a high degree of purity is required. This 
technology is considered a supplement to production from carbon-hydrogen sources, not their replacement. 
[7] 

Therefore it is important to make this simple process for production of hydrogen available for wider use. 
New electro-catalytic materials for separating hydrogen in order to improve energy efficiency of electrolysis 
are researched every day. Precious metals, such as platinum, have suitable catalytic characteristics, but their 
high price and small quantities available in nature limit their use to scientific research. [17] For practical use, 
other more economic materials with suitable electro-catalytic characteristics are used. Carbides of transition 
metals such as Ti, V, Mo, Ta, W can compete with materials of the platinum group, such as Ru, Rh, Pd, Ir, Pt 
because of their electronic and catalytic characteristics owing to the specific structure. Elements of the 
platinum group have medium values of bond energy of hydrogen and metals, owing to which they have high 
electro-catalytic activity suitable for separation of hydrogen. Carbides of transition metals show potential to 
be an economically accessible replacement of platinum for this reaction. 

In recent times, molybdenum carbide (Mo2C) shows promising results for acquiring hydrogen using 
electrolysis of water in acidic solutions. This carbide is also used as a catalyst for the forming of methanol 
and its pastes, for conversion of oil etc. [19] 

In this paper, we examine the possibility of using electro-catalysts based on Mo2C for electrolysis of water. 
We observed the behavior of two electro-catalysts Mo2C on carbon xerogel (Mo2C/CXG) and Mo2C on 
carbon nano-tubes Mo2C/CNT, in basic and acidic environments, in the temperature ranges of 25oC and 
85oC. The stability of the mentioned catalysts was also examined. 

3. Experimental part 
In this study were used chemicals and reagents with analytical grade of purity and were not further purified. 
All solutions were made with distilled water. 

The synthesis of electrocatalyst 

The carbon xerogel was synthesized by polycondensation of resorcinol with formaldehyde. In 40 mL of 
distilled water was added 25 g of resorcinol, with constant stirring, and after complete dissolution were 
added 34 ml of formaldehyde. Addition of a few drops of sodium hydroxide solution the pH value is adjusted 
to a xerogel 6. A process of gelation is completed after 3 days in a paraffin bath at a temperature of 85 ° C. 
Subsequently the material was treated in the temperature range from 60 to 120 ° C over a period of 4 days. 
During this period, the temperature increased for 20 ° C per day. After drying followed by the carbonization 
process: while purging with nitrogen, the material is heated to 150, 400, 600 800 ° C, with a change in 
temperature of 2 ° C. For each of the temperature is conducted between 1 and 6 hours.  

Carbon nanotubes are purchased from companies NANOCYLTM (NC3100 series). The average diameter of 
them is 9.5 nm, the average length of 1.5 um and purity of carbon is less than 95 weight percent. 1 g of the 
nanotubes in 150 ml of 3M hydrochloric acid concentration was left in an ultrasonic bath for 30 min, after 
which the sample was washed with distilled water until neutral pH. Then left 24 h in an oven at a 
temperature of 110 ° C. 

Active Mo2C electrocatalyst was synthesized on xerogel and nanotubes. Both electrocatalyst foundations 
were first placed in the ultra sound bathroom for 15 min. Then, 0,788 g of ammonium molybdate ((NH4) 
6Mo7O24⋅4H2O) dissolved in 5 ml of distilled water are added dropwise, and then court was washed with 1 
ml of the water. Finally both materials additionally spent 30 minutes in the UV bathroom. Then were dried at 
110 ° C overnight. After drying, remains of metal were observed on the walls of the court which indicated 
that the 30 weight % molybdenum did not impregnate. The solid was heated from room temperature to 800 ° 
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C with speed of 13 ° C / min with a nitrogen flow of 100 ml / min and then held at the maximum temperature 
for 2 hours. [16] 

Thermogravimetric analysis 

Content of Mo2C in the electrocatalysts was determined performing TGA with TA SDT 2960 at a heating 
rate of 10 ºC min-1 under the air flow.  

XRD analysis  

Electrocatalysts structures were examined by XRD analysis with Philips 1050 Bruker D8 Advance with 
CuKα1,2 radiations in 10-80° 2θ range. 

Preparation of electrodes 

The working electrodes were prepared by uniformly depositing the corresponding catalytic ink on 
conductive substrates and drying them under vacuum at 120 ºC overnight. After drying the electrode is ready 
for use. Surface electrode with Mo2C / CXG used for electrochemical measurements in the base and acidic 
environment are respectively 0.58 cm 2 0.57 cm 2. Applied is 3.8 mg catalyst on electrode. The electrode 
contained 6.55 mg cm-2 electrocatalyst in the base, and 6.67 mg cm-2 in an acidic medium. 

When examining Mo2C / CNT, the surface of the electrode in base was 0.41 cm2, and in acid 0.33 cm2. 
As the amount of catalyst on the electrodes was 2.8 mg, the electrodes in an alkaline medium had 6.83 mg 
cm-2, and in the acidic enviroment 8.48 mg cm 2 of the catalyst per unit area. 

The catalytic inks were prepared by mixing Mo2C/CNT or Mo2C/CXG electrocatalyst powder (95%) 
with poly(vinylidene fluoride) binder (5%). PVDF was made dissolving 5 mg PVDF in 240 ul N-methyl 2-
pyrrolidone solvent.  

Electrochemical measurements 

Electrochemical measurements were done on Gamry PCl4/300 Potenciostat/Galvanostat. It is used a 
device with three electrode in a single-compartment glass cell volume 50 ml. Working electrode is already 
described, Pt is counter electrode and saturated calomel electrode (SCE) as reference. All potentials in this 
paper are expressed in relation to the SCE. 

To examine the evolution of hydrogen in a basic medium, as the electrolyte is used a 8 M aqueous 
potassium hydroxide (KOH). The electrodes were tested by linear scanning voltammetry of the open-circuit 
voltage to -1.5 V at a scan rate of 0.5 mV s-1 in the temperatures ranging from 25 ° C to 85 ° C. 

Durability tests 

To test the electrochemical stability of the prepared material in terms of water electrolysis in the base and 
acidic environment was used chronopotentiometry. The test was performed for 2 hours, in four cycles. 
During each cycle, the system first was subjected to a current density of 0 mA cm-2 for 5 min, and then a 
current density of 10 mA cm-2 for 25 minutes. 

4. Results and Discussion 

4.1. Thermogravimetric analysis 
The amount of Mo2C in the electrocatalyst is determined by thermogravimetric analysis using the TA SDT 
2960 with a constant flow of air by heating the sample with step of 10 ° C min -1. 
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Figure 14. < Integral and differential TG / DTA diagram of molybdenum carbide in the form of xerogels (above) and 
nanotubes (below)> 

    Mo2C oxidize above 200 ° C and at 320 ° C turns into MoO3 and carbon, according to the equation: 

MoO2 + 3O2 → 2MoO3 + C. 

At the thermogram, shown in Figure 13, this is manifested by mass increasing between 200 ° C and 350 ° 
C. 

Oxidation xerogels begins at 350 ° C, because, due to the large surface area, xerogel easy burn. 
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Nanotube oxides only at temperatures above 450 ° C, and at the TG / DTA diagram we can see 
exothermic transition Mo2C to MoO3 in the temperature range from 200 ° C to 350 ° C. [16] 

Thermogravimetric analysis was determined according to an amount of MoO3 measured at 650 ° C, 
which is final product of the oxidation of the composite Mo2 C+C to the composite in the xerogel share 
23.6% Mo2 C and in that the nanotubes 27, 96% Mo2C, to 92.35% or 97.97% of dry sample. 

 
 
 
 
 
 
 
 
 

4.2. X-ray structural analysis 
X-ray structural analysis was performed using CuK α1,2 radiation in the range 2θ of 10 to 80 ° to 

examine the structure of the electrocatalyst, Mo2C / CXG and Mo2C / CNT. 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

Figure 15. < X-ray structural analysis Mo2C / CNT and Mo2C / CXG> 
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On the diffractograms of both electrocatalysts, Figure 15, we can see a wide diffraction peak at 
approximately 26º. This broad peak is typical for carbon. Other notable maximums, to 34.3, 36.8◦, 37.94, 
39.47, 43.9◦, 52.13, 61.64, 62.9◦, 69.55, 74.77 and 75.41, attributed Mo2C more precisely - Mo2C. [20] 

4.3. Extraction hydrogen from water in an alkaline medium 
The hydrogen evolution reaction in an alkaline environment is firstly tested on Mo2C / CXG and then on 

Mo2C / CNT. 

4.3.1. Extraction Hydrogen Mo2C / CXG in an alkaline environment 
The hydrogen evolution reaction on Mo2C / CXG was firstly tested in an alkaline medium, in 8 M KOH 

solution. 
In Figure 16. A) are presented polarization curves Mo2C / CXG ie. the dependence of the current density 

of the potential, in 8 M KOH solution is obtained by recording with a 0.5 mV-1 at temperatures of 25 ° C to 
85 ° C. 

The resulting linear voltammograms were used to construct Tafel true ie. display depending on 
overvoltage of log j, Figure 16 B). 

 
Figure 16. <(A) Polarization curves Mo2C / CXG in 8 M KOH at temperatures of 25 oC to 85 oC 

                    (B) Tafel curve of hydrogen evolution on Mo2C / CXG in 8 M KOH> 

Tafel equation right can be represented by equation (45) or simplified: 

η = a + b log j       (48) 

where a is segment that describes the current density changes, and b is Tafel slope. 
Current densities can be represented by the following equation: 

log 𝑗𝑗𝑜 = 𝑎 α 𝑛𝐹
2,3 𝑅𝑇

= −𝑎
𝑏
          (49) 

Slopes of curves shown in Figure 16. B) correspond to the Tafel coefficients b. These slopes indicate 
changes of current density induced by the applied overvoltage. The value of the Tafel slope indicates a 
decisive degree in reaction of hydrogen evolution that indicates whether the adsorbed hydrogen atoms 
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formed by the reaction Folmer (Equation 12), will be removed by reaction of Tafel (Equation 13), or the 
reaction of Heyrovsky (Equation 14). Thus, the overall reaction may be carried out either by reactions 
Volmer - Tafel or Volmer - Heyrovsky. For each of this step there are known and characteristic values of the 
Tafel slope. For reaction Folmer it is 120 mV dec-1, for reaction by Heyrovsky 40 mV dec-1, and for Tafel 
reaction 30 mV dec -1. [21] Tafel slope values obtained using Mo2C / CXG in 8 M KOH are given in Table 2 
and at temperature of 25 ° C is approximately 74 mV dec-1, and at a temperature of 85 ° C is 78 mV dec -1. 
Although the obtained value is greater than expected, it is indicating that the slowest step in the reaction of 
hydrogen evolution on Mo2C / CXG in 8 M KOH is Heyrovsky reaction. The values of the coefficient R2 in 
Table 2 close to one indicate little deviation from linearity Tafel curve. 
Knowing the value of Tafel coefficients further allows calculating the coefficient of charge transfer from the 
equation: 

b = 2.3 RT / nF      (50) 

where the universal gas constant is labeled with the letter R (8, 314 JK -1 mol -1), T is the temperature 
expressed in K, F is the Faraday constant (96485 C mol -1), and n is the number of electrons exchanged in 
the reaction (2). The value of charge transfer coefficient varied from 0.40 at the temperature of 25 ° C to 0.46 
at a temperature of 85 ° C. It is important to point out that the charge-transfer coefficient with increasing 
temperature was increased to a temperature of 75 ° C. 
As the temperature rises in a known range the value of current density decreases. At the initial temperature 
reached 5.22 ⋅ 10-5 mA cm-2, and to the far 1,23 ⋅ 10-5 mA cm-2. 
Table 2. Parameters of the hydrogen evolution reaction on Mo2C / CXG in 8 M KOH 

T / oC T / K b / mV dec-1 α jo *10 
-5 / mA cm-2 R2 

25 298,15 74 0,40 5,22 0,9989 
35 308,15 70 0,44 4,35 0,9979 
45 318,15 66 0,48 2,65 0,9900 
55 328,15 66 0,50 2,30 0,9986 
65 338,15 66 0,51 1,78 0,9991 
75 348,15 69 0,50 2,10 0,9990 
85 358,15 78 0,46 1,23 0,9952 

One of the important parameters is the kinetic energy of activation, which can be calculated using the 
Arrhenius equation: 

ln jo = ln Ae - 𝐸𝑎
𝑅𝑇

      (51) 

where A is pre-exponencial factor.  
Based on the obtained data is constructed curves dependence of the logarithm current density on as 

reciprocal value of temperature. The slope of this line, presented in Figure 17, is equal to the ratio of the 
activation energy and the universal gas constant. This way it is obtained activation energy (- 18.4 kJ mol-1) 
using the Arrhenius equation. 
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Figure 17. < Arrhenius curve for extraction hydrogen on Mo2C / CXG in 8 M KOH> 

4.3.2. Extracting Hydrogen Mo2C / CNT in an alkaline environment 
Similarly as in the previous case, in Figure 18 are presented polarization curves Mo2C / CPM i.e. the 

dependence of the current density of potential, recorded record rate of 0.5 mV s-1. Presented linear 
voltammograms were recorded in KOH solution concentration 8 M at temperatures of 25 ° C to 85 ° C. 

 
Figure 18. <(A) Polarization curves Mo2C / CNT in 8 M KOH at temperatures of 25 oC to 85 oC 

                    (B) Tafel curve of hydrogen evolution on Mo2C / CNT in 8 M KOH> 

Due to recorded linear voltammograms, Tafel curves have been constructed and showned in Figure 18. B) 
The data obtained and calculated from the Tafel curves are shown in Table 4. It is observed that the value of 
the Tafel slope for the temperature of 25 ° C is approximately 71 mV dec-1. Although the obtained value is 
greater than expected, indicating that it is the slowest step in the reaction of the hydrogen electrode 
Heyrovsky level. With increasing temperature the value of the Tafel slope was decreasing and at temperature 
of 85 ° C is 54 mV dec -1. 

Charge-transfer coefficient increases with increasing temperature. At a temperature of 25 ° C is 0.42, and 
at a temperature of 85 ° C was 0.65. 

The current density had a maximum value at a temperature of 55 ° C when it reached 12.5 ⋅ 10-5 mA cm-2. 
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Table 3. The parameters of the hydrogen evolution reaction on Mo2C / CNT in 8 M KOH 
T / oC T / K b / mV dec-1 α jo *10 

-4 / mA cm-2 R2 
25 298,15 71 0,42 0,87 0,9988 
35 308,15 61 0,50 4,34 0,9974 
45 318,15 60 0,53 0,62 0,9971 
55 328,15 61 0,54 12,50 0,9975 
65 338,15 55 0,61 0,32 0,9986 
75 348,15 52 0,66 0,15 0,9987 
85 358,15 54 0,65 0,15 0,9980 

In order to calculate the activation energy using Arrhenius equation is constructed by dependence ln of 1 / 
T, as shown in Figure 19. 

The activation energy is - 39.76 kJ mol -1. The obtained value is higher than the activation energy 
obtained when using the working electrode of Mo2C / CXG. 

 

Figure 19. < Arrhenius curve for extraction hydrogen on Mo2C / CNT in 8 M KOH> 

4.3.3. A comparative analysis of the evolution of hydrogen at Mo2C / CXG and Mo2C / CNT in alkaline 
environment 

The curves of polarization, presented as the dependence of the specific current density potential, are 
recorded for the two studied electrocatalysts, in 8 M KOH, at a temperature of 25 ° C and shown in Figure 
20 in order to effect a comparison of the activities of the two electrocatalyst. Specific current density was 
calculated using mass electrocatalysts. In the case of Mo2C / CXG this value is 0.9728 mg, and in case 
Mo2C / CNT is 0,798 mg. 

504



 

Figure 20. A direct comparison of polarization curve of two Mo2C electrocatalyst in 8 M KOH at 25 ° C 

In order to compare the activity Mo2C / CXG and Mo2C / CNT for hydrogen evolution can be considered 
overvoltage at a certain current density. On the specific current density of 10 A g-1 overvoltage (η10) for 
Mo2C / CXG amounted approximately 280 mV, while the overvoltage Mo2C / CNT at this specific current 
density was approximately 304 mV. Obviously, the overvoltage was higher when using Mo2C / CNT, which 
indicates that this electrocatalyst show greater activity of the reaction of hydrogen electrodes. 

If we look at the specific current density at a given overvoltage of 400 mV (j400), we see that the higher 
the value of the specific density observed when using Mo2C / CXG when it was approximately 9.8 A g-1. 
When we use Mo2C / CNT on the same overvoltage it was recorded specific current density of 
approximately 5.8 A g-1. All these values are given in Table 4. 

Table 4. Comparison of the parameters of the hydrogen evolution reaction on Mo2C / CXG and Mo2C / CNT in 8 M 
KOH at 25 ° C 

Electrocatalyst η10 / mV j400 / A g-1 b / mV dec-1 α j0 / 10-5 mA cm-2 R2 
Mo2C/CXG 280 9,2 74 0,40 5,2 0,9989 
Mo2C/CNT 304 5,8 71 0,42 8,7 0,9988 

For both of the electrocatalyst is obtained the same value of the Tafel slope at 25 ° C. Overvoltage 
represents potential of working electrode expressed in relation to its equilibrium and is essential for the 
kinetics of electrochemical reactions. Smaller overvoltage at a temperature of 25 ° C was observed in Mo2C / 
CXG. However, with increasing temperature is observed lower overvoltage required for electrode reactions 
when using Mo2C / CNT. Current density is determined by the composition of the electrode material, 
structure and physical factors, such as surface roughness. Higher values of current density are observed when 
using Mo2C / CNT. On the current density significantly affect the presence of adsorbed species on the 
surface of the electrode. 

In order to qualify as a material catalytically active, it is necessary to show higher values of current 
density and lower Tafel slope or higher current density. [11] How all of these criteria are reached, it can be 
concluded that the Mo2C / CXG is material with a higher catalytic activity compared to the Mo2C / CNT. 

4.3.4. Durability test in an alkaline medium 
In order to some material became widespread used as the electrode material for electrolysis of water, in 

addition to high activity it is necessary to be stable and durable. Durability test was performed on both 
electrocatalysts, Mo2C / CXG and Mo2C / CNT, after polarization measurements in the temperature range 
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from 25 ° C to 85 ° C. Chronopotentiograms, shown in Figure 21, represent the working electrode potential 
as function of time. 

 

Figure 21. <Chronopotentiogram of Mo2C / CXG and Mo2C / CNT in 8 M KOH at 25 ° C> 

The potential for a current density of 10 mA cm-2on which were carried chronopotentiometric 
measurements, it is practically not changed. Noticeable is a slight difference in the appearance of 
polarization curves, image 22. 

 

Figure 22.< Polarization curves Mo2C / CNT in 8 M KOH before and after test of durability> 

4.4. Extracting hydrogen from water in an acidic medium 
After testing the hydrogen evolution reaction on Mo2C / CXG and Mo2C / CNT in an alkaline medium, 

the reaction has been tested in an acidic environment. 

4.4.1. Extracting Hydrogen Mo2C / CXG in acidic media 
The figure 23 shows polarization curves i.e.. the dependence of the current density from potential. 

Displayed linear voltammograms were recorded at Mo2 C / CXG in the solution concentration of 0.1 M 
HClO4 recording speed of 0.5 m s-1 at a temperature of 25 ° C to 85 ° C. 
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Figure 23. A) Polarization curves recorded using Mo2C / CXG in 0.1 M HClO4 at temperatures 

25 ° C - 85 ° C 

B) The corresponding Tafel curves for hydrogen evolution on Mo2C / CXG in 0.1 M HClO4 

Tafel slope values obtained using Mo2C / CXG in HClO4 solution are given in Table 5 and at a 
temperature of 25 ° C is approximately 233 mV dec -1. With increasing temperature value of the Tafel slope 
increase and at 85 ° C temperature it is approximately 402 mV dec-1. 

The value of Tafel slope indicates a decisive stage in the hydrogen evolution reaction. Although obtained 
value of Tafel slope is larger than expected, it can be concluded that the decisive stage in the reaction of 
hydrogen evolution on Mo2C / CXG in a solution of 0.1 M HClO4 is Heyrovsky step. 

The value of coefficient of charge transfer is decreased with increasing temperature, and at 25 ° C 
temperature was around 0.13 and at 85 ° C around 0.09. Decline of charge transfer coefficient values as the 
temperature rises is unexpected, since it is in the reaction of hydrogen evolution on Mo2C / CXG in 8 M 
KOH solution marked increase. 

Current density in this temperature range fluctuated. At a temperature of 25 ° C is reached 164.79 ⋅ 10 -4 
mA cm-2, then decreased to 16,46⋅ 10 -4 mA cm-2 at a temperature of 45 ° C so from this temperature to 75 ° 
C was recorded a growth to the last examined temperature suddenly dropped to 37.26 ⋅ 10 -4 mA cm-2. 

Table 5. The parameters of the hydrogen evolution reaction on Mo2C / CXG in 0.1 M HClO4 solution 

T / oC T / K b / mV dec-1 α jo 
 
 *10 

-4 / mA cm-2 R2 
25 298,15 232,49 0,13 164,79 0,9966 
35 308,15 248,87 0,12 375,15 0,9936 
45 318,15 287,42 0,11 16,46 0,9963 
55 328,15 296,40 0,11 22,79 0,9961 
65 338,15 315,97 0,11 45,97 0,9965 
75 348,15 323,83 0,11 87,21 0,9966 
85 358,15 401,86 0,09 37,26 0,9976 

Based on obtained data is constructed Arrhenius curve, shown in Figure 24. Arrhenius curve is a dependency 
logarithm current density on the reciprocal value of temperature and the slope of this line is equal to the ratio 
of the activation energy and the universal gas constant. By using the Arrhenius equation is calculated 
activation energy for hydrogen evolution on Mo2C / CXG in 0.1 M HClO4 is -52.32 kJ mol -1. The obtained 
value of the activation energy   is higher than the activation energy obtained when using these electrodes in 
an alkaline environment. 
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Figure 24. <Arrhenius curve for HER on Mo2C / CXG in 0.1 M HClO4> 

4.4.2. Extracting Hydrogen Mo2C / CNT in an acidic environment 
The figure 25 shows polarization curves i.e.. the dependence of the current density of the potential 

recorded on Mo2C / CNT. Displayed linear voltammograms were recorded in 0.1 M HClO4 concentration, 
scan rate of 0.5 mV s-1 at a temperature of 25 ° C to 85 ° C.  
In Figure 25 B) are shown Tafel curves made according to linear voltammograms. 

 

  
Figure 25. A) Polarization curves recorded on Mo2C / CNT in 0.1 M HClO4 at temperature range 25 ° C - 85 ° C 

B) The corresponding Tafel curves for hydrogen evolution on Mo2C / CNT in 0.1 M HClO4 

The data obtained and calculated from the Tafel rights are shown in Table 8. The value of the Tafel slope 
is higher than expected and suggests that the determining step in the reaction of hydrogen evolution on 
Mo2C / CNT in 0.1 M HClO4 solution is step by Heyrovsky. At a temperature of 25 oC the Tafel slope is 
nearly 261 mV dec-1and as temperature increase, the value of the Tafel slope also increases. The highest 
value of the Tafel slope was at temperature of 75 oC when it reached almost 440 mV dec -1. 
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As the temperature rised transfer charge coefficient had varied. At the initial temperature it was 0,113, and the 
lowest value of 0.078 is shown on a temperature of 75 ° C. 

The value of exchange current density at a temperature of 25 ° C was 5.41 ⋅ 10-4 mA cm-2, and the 
maximum value is achieved at a temperature of 75 ° C when it reached 9860.81 ⋅ 10-4 mA cm-2. 

Table 8. The parameters of the hydrogen evolution reaction on Mo2C / CNT in 0.1 M HClO4 solution 
T / oC T / K b / mV dec-1 α jo   10-4/ mA cm-2 R2 

25 298,15 260,63 0,11 5,41 0,9914 
35 308,15 267,91 0,11 15,28 0,9811 
45 318,15 325,21 0,10 256,27 0,9909 
55 328,15 338,60 0,10 1539,01 0,9937 
65 338,15 370,18 0,09 695,62 0,9944 
75 348,15 440,41 0,08 9860,81 0,9912 
85 358,15 389,63 0,09 6869,45 0,9933 

The activation energy, calculated according to Arrhenius curve shown in Figure 26, for hydrogen 
evolution in Mo2C / CNT in 0.1 M HClO4 solution is -38.75 kJ mol -1. 

 

Figure 26. Arrhenius curve for HER on Mo2C / CNT in 0.1 M solution of HClO4 

4.4.3 Comparative analysis of hydrogen evolution in Mo2C / CXG and Mo2C / CNT in an acidic 
environment 

The curves of polarization, presented as the dependence of the specific current density potential, are 
recorded for the two studied electrocatalysts, in solution concentration of 0.1M HClO4 at a temperature of 25 
° C. Received curves are shown in Figure 27. for comparison activities of the two electrocatalyst. Specific 
current density is calculated using the total weight elektrokalizatora. In case Mo2C / CXG this value is 
0.9728 mg, and in the case of Mo2C / CNT 0, 798 mg. 
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Figure 27. <A direct comparison of polarization curves of two Mo2C electrocatalyst in 0.1 M HClO4 at 25 ° C> 

To carry out a comparative analysis of the activity of hydrogen evolution on Mo2C / CXG and Mo2C / 
CNT in an acidic environment can be considered overvoltage at a certain current density. On the specific 
current density of 4 A g-1 overvoltage (η4) for Mo2C / CXG amounted 592 mV, while the overvoltage Mo2C 
/ CNT at this specific power density was 686 mV. Obviously, the overvoltage was higher in use Mo2C / 
CNT, which indicates that this electrocatalyst show less activity for hydrogen evolution from water. 

If we look at the specific current density at a given overvoltage of 400 mV (j400), we see that the higher 
value of the specific density was observed when we used Mo2C / CXG when it was approximately 1.76 A g-

1. When we used Mo2C / CNT on the same overvoltage is recorded value of specific density of 
approximately 0.91 g of A g-1. 

Table 9. Comparison of the parameters of the hydrogen evolution reaction on Mo2C / CXG and Mo2 C / CNT in 0.1 
M HClO4 at 25 ° C 

Electrocatalyst η4 / mV j400 / A g-1 b / mV dec-1 α j0 ⋅10-4 / mA cm-2 R2 
Mo2C/CXG 592 1,76 232,49 0,13 16,48 0,9966 
Mo2C/CNT 686 0,91 260,63 0,11 5,41 0,9914 

Noticeable is little difference in the value of the Tafel slope at temperature of 25 ° C. A lower value 
overvoltage was observed in using Mo2C / CXG when it was 592 mV, while Mo2C / CNT required 
overvoltage of 686 mV. Exchange current density is higher when in use was Mo2C / CXG, but the values 
have same order of 10-4 mA cm-2. 

WF Chen and other authors have examined the behavior [16] Mo2C / CNT in 0.1 M HClO4 solution and 
the current density of 10 mA cm-2 were recorded overvoltage of 152 mV, which surpasses other non-noble 
catalysts for hydrogen evolution. This result pointed them to faster transfer of charge during use this 
electrocatalyst. 

The value of the Tafel slope for hydrogen evolution in the Mo2C / CNT in 0.5 M H2SO4 solution in the 
literature [19] is 55 mV dec-1, and the current density is in order of 10-2 mA cm-2. At overvoltage 200 mV, 
current density was about 30 mA cm-2. 

4.4.4. Durability test in an acidic medium 
Durability test in an acidic environment was performed with both electrocatalysts, after polarization 

measurements in solution concentrations of 0.1 M HClO4 in a temperature range from 25 ° C to 85 ° C. 
Chronopotenciogramms obtained are shown in Figure 28. 
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Figure 28. <Chronopotenciogram Mo2C / CXG and Mo2C / CNT in 0.1 M HClO4 at 25 ° C> 

The appearance of chronopotenciogram is similar for both electrocatalysts and overvoltage for current 
density of 10 mA cm-2, at which were carried out chronopotentiometric measurements, remained 
unchanged. Constant overvoltage is indicating stability cathodic reaction. [22] Since the cathodic reaction is 
stable, we conclude that there has been no change in the working electrode i.e. the structure of the 
electrocatalyst has not changed. 

 

Figure 29. Polarization curves Mo2C / CNT in 0.1 M HClO4 before and after the test of stability 

In Figure 29. are displayed polarization curves before and after the stability test, in which it can be noted 
that after the stability test there has been no change to the shape of the curve neither a change in the value of 
the obtained current density. 

5. Conclusion 
In this paper it was examined the behavior of molybdenum-carbide based electrocatalysts for hydrogen 
evolution from water, in alkaline and acidic environment. In the last couple of years scientists have been 
searching for an alternative to fossil fuels. As it was determined that hydrogen is the fuel of the future, it is 
necessary to find a simple procedure for its production, which will be environment friendly. Water is the 
ideal source of hydrogen, because it is globally available and it is possible to decompose it to its components 
at low temperatures. 
Two molybdenum-carbide based electrocatalysts were tested, Mo2C on synthesized carbon xerogel as a 
carrier Mo2C/CXG and Mo2C on commercial carbon nanotubes as a carrier, Mo2C/CNT. 
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The structure of the electrocatalyst was examined by x-ray analysis and it was shown that the synthesized 
carbide has the structure of α- Mo2C. The percentage of Mo2C in the electrocatalysts was examined by 
thermogravimetry. In Mo2C/CXG the percentage of Mo2C is 23.60 and in Mo2C/CNT the percentage is 
27.96. 
Compared analysis of Mo2C/CNT and Mo2C/CXG activity for hydrogen evolution was performed in 
alkaline environment, which was more suitable for catalytic characteristics of Mo2C/CXG. This 
electrocatalyst had higher Tafel slope of 74mMo2C/CXG dec-1 and lower value of current density than the 
other tested electrocatalyst at the temperature of 25 C. At specific current density of 10A/g, the overpotential 
for Mo2C/CXG was 280mV and for Mo2C/CNT it was 304 mV. At overpotential of 400mV the higher value 
of specific current density of 9.8 A/g was recorded for the Mo2C/CXG electrocatalyst. At the same 
overpotential the specific current density for Mo2C/CNT was 5.8 A/g. 
These electrocatalysts were examined in alkaline environment, in 8M KOH solution and they showed to be 
stable and durable for these conditions. Their stability was tested by chronopotentiometric measurements, 
performed after polarization measurements, for 2 hours. It is evident, on the chronopotentiograms, that the 
overpotential is approximately constant. Compared analysis of polarization curves recorded before and after 
the stability test, no significant difference was shown. 
At specific current density of 4A/g the overpotential in 0.1 HClO4 solution for Mo2C/CXG was 592 mV, 
while the overpotential for Mo2C/CNT at this specific current density was 686 mV. Compared analysis of 
these two electrocatalysts showed that Mo2C/CXG has higher catalytic activity. At overpotential of 400 m, 
the higher value of specific current density was recorded when Mo2C/CXG was used, and the value was 176 
A/g, while the value for Mo2C/CNT at the same overpotential was approximately 0.91 A/g. The stability test 
in acidic environment, in 0.1 M HClO4 solution showed that the structure of electrocatalysts is not changing, 
and the polarization curves before and after the test are identical. 
Characterization of materials for hydrogen evolution reaction is possible if we compare activation energies. 
In 8M KOH solution activation energy was -18.41 and -29.76 kJ/ol for Mo2C/CXG and Mo2C/CNT. In 
acidic environment, i.e. in 0.1M HClO4 solution, the values of activation energy are higher, -52.32 kJ/mol 
for Mo2C/CXG and -38.75 kJ/mol for Mo2C/CNT. 
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Abstract: The paper presents the results of measurements of illuminance level and analysis of possibility 
of electrical energy saving in the interior lighting of one educational institution. The measurements of 
illuminance level were carried out in the typical medium size lecture rooms because they are present in 
the majority of faculties and high schools throughout the country. The lecture rooms analyzed are of 
about 80 m2 area with 82 sitting places. The level and spatial uniformity of illuminance level were 
calculated. The values obtained were compared with the recommended values of optimal level of 
illuminance according to the rules and regulations in Western Europe and Serbia. The results show that 
the illuminance level does not meet requirements of standards. This paper proposes several energy 
efficient solutions to a problem of low-level illuminance in classrooms. The analysis of improving the 
quality of the lighting was done in DIALux software tool where the replacement of existing fluorescent 
lamps with new fluorescent and LED lamps was analyzed. The results show that the proposed solution 
can achieve a reduction of total electrical power of installed lamps and electricity consumption up to 44%. 

Keywords: energy efficiency, quality of lighting, illuminance level, DIALux software tool. 

1. Introduction 
The electrical energy consumption is in great increase related to other energy categories, first of all due to its 
efficacy and cleanliness. Total electrical energy consumption for electrical lighting on the global level is 
about 19% of overall consumption, because all over the world over 33 billions of lamps are in use and they 
spent about 2650 TWh of electric energy [1-2]. Nearly 43% of energy consumption for lighting belongs to 
commercial sector, what accounts about 1133 TWh. About 31% is related to lighting in the residential sector, 
namely, 811 TWh, as 18% is distributed to industrial sector, about 490 TWh. Eight percent spends to outdoor 
lighting. In 27 European Union countries share of electrical energy consumption for lighting is lower than in 
the global level and amounts 14% [1].    
It is to be noted that some luminaires present highly inefficient consumer. Incandescent bulbs converse only 
about 5% of electrical energy in the visible light, as remainder part of energy transforms itself to heat. 
Compact fluorescent lamps are characterized by about 20% of efficiency. In order inefficiency to be 
presented, we can compare electrical lamps and bulbs with other household appliances. For example, 
electrical heaters, washing machines, and toasters converse electrical energy into heat with efficiency of 
70%. Electrical motors of hear fans are of 90% efficiency. This way, it can be seen that electrical lighting is 
very inefficient and that consumes a lot of energy. Accordingly, in this field great amount of energy can be 
saved, maybe more than in any other energy sector [3].     
In this paper three cases are analysed for electrical energy consumption reduction. The analysis is related to 
five classrooms in Faculty of technical sciences in town Čačak. Two goals are of main concern, namely 
reduction of electrical energy consumption, and improving of lighting quality. The DIALux software tool, 
made by DIAL [4], is employed. In the second section, current state of quality of lighting in one of the 
classrooms is presented. Namely, results of illuminance level measurement at some points in the classroom 
are shown. In the third section, parameters of rooms (dimensions, wall colours, reflection of walls and 
ceiling, furniture in classrooms, etc.) implemented in DIALux software tool are presented. Section four 
presents results of numerical simulations done by DIALux, for three analysed cases. Layouts of classrooms, 
isolines of illuminance level, average value of illuminance level, uniformity factor of illuminance, and 
displacement of luminaries in the classrooms are shown. The fifth section deals will installed total electrical 
power of luminaries in all three cases, as well as per cent reduction of electrical energy consumption on the 
yearly basis.      
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2. Present state of illuminance in classrooms  
2.1. The measurement of the illuminance level in classroom 15 (90 seats) 
The measurement and analysis of the level of illuminance were carried out in accordance with [5], using the 
recommendations given in [6]. Elvos LM-1010 calibrated Luxmeter was used. Workplaces in educational 
facilities have been clearly defined and represent the space on the desk in front of students or teachers’ 
lectern. The number of measuring points in this paper is greater than the minimum specified by the standard 
[5]. In large classrooms the measurement was carried out at every second workplace because of the length of 
the writing surface.  A sketch with measuring points was drawn for measurements in classroom 15 with 90 
seats, as is shown in the figure 1 (left). The mean level of illuminance was only calculated for the 
workplaces, while the values for the immediate surrounding area were excluded. The value of average 
illuminance level measured is about 198 lx [7].  
In order to analyze the causes of poor illuminace levels, it is necessary to have information on measuring 
points, the position of windows, the number and distribution of operating and defective luminaires and the 
position of workplaces in the facilities. The number of the defective luminaires is presented in the right of the 
figure 1. For example, 2/3 means that two of three luminaires are sound and work correctly. Numerous data 
were entered into Excel spreadsheets in order to ensure easier analysis and 3D display. The right part of the 
figure 1 shows that the number of defective luminaires is great. 

   
Figure 1. A sketch with measuring points (left), and number of defective luminaires (right) 

The analysis of illuminance level was carried out for daylight, combined daylight and artificial light, as well 
as purely artificial light, in accordance with [5]. The rooms are mostly used during the day, while artificial 
light is important during winter, when days are shorter. 
The figure 2 shows the level of illuminance in classroom 15 with 90 seats and windows with no curtains all 
along the wall, in daylight, mixed lighting and artificial lighting. 
The figure 2 also shows that the mean value is not adequate when it comes to a very uneven distribution of 
illuminance. 3D images provide an illustrative representation of the quality of illuminance and its uniformity 
and corrective measurements can be easily planned. 
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Figure 2. Illuminance level in daylight (left), mixed lighting (center) and artificial lighting (right) 

3. Dimensions and parameters of classrooms analysed 
Calculation of classrooms was done by numerical simulatins. The software tool applied is DIALux 4.12. 
This software, beside for design of interior lighting, also is intended to outdoor lighting calculations. The 
software tool apply a big base about luminaires of high number of manufacturer [4]. Figure 3 shows 
horizontal layouts of classrooms 14, 15, 17, and 12. Classroom 16 has minor differences in relation to these 
classrooms, namely, door and windows position. The horizontal base of the classrooms is the same, and is 
11.6×7.3 m. In classroms 14, 15, 16, and 17 there is 9 raws with 9 setaing places in each raw, namely, 81 
seating places. Height in calassrooms 14, 15, 16, and 17 is not even, as can be seen in figure 4 left. Lowest 
height related to floor is 3.8 m, as at highest is 2.6 m. Classroom 12 contains 40 siting places. Ceiling's 
height is even in all parts of the classroom, as shows figure 4 (right).           
Walls and ceilings of all the rooms were modeled by certain material characterized by some reflexivity. 
Walls are defined by colour ''1014 (Ivory) Yellow'', and reflexivity factor of 65%. Ceilings are defined by 
material ''Concrete fine concrete 19'', and reflexivity factor of 50%. Beside walls and ceilings, model consists 
of luminaires, chears, desks, windows, door, blackboard, and laver.  
Calculation surface in classrooms 14, 15, and 17 is arranged in the height of desks at the angle of 8.2˚ related 
to horizontal surface. This way, calculation of the illuminance level on the desks surface was done. 
Calculation surface has length of 9 m and width of 4.5 m. Calculation surface in classroom 12 is horizontal, 
and at the height of desks. Its length is 7.7 m, as width amounts 6.8 m.   

  
Figure 3. Horizontal layout of classrooms 14, 15, and 17 (right) and classroom 12 (left) 

  
Figure 4. Vertical layout of classrooms 14, 15, and 17 (right) and classroom 12 (left)  
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4. Design of lighting using new types of luminaires 
Because illuminance level in classrooms is not satisfactory, it should replace lighting luminaires to satisfy 
standard's demand [5]. First of all, it is needed to ascertain if chosen luminaires satisfy criterion of 
illuminance level of analysed room. If also criteria of uniformity of illuminance and of minimum illuminance 
are satisfied, installed total electrical power is to be defined. This parameter will be used afterwards in 
analysis of energy efficiency. The results of three analyses are presented, namely, luminaires with tubular 
fluorescent luminaires with reflector, downlight luminaires with fluorescent lamps, and downlight luminaires 
with LED source of light.    

4.1. Application of luminaires with tubular fluorescent lamps  
The first analysed case shows the possibility of replacement existing luminaires by raster luminaires with 
tubular fluorescent lamps type Philips TBH318 2xTL-D36W HFE M5 [8]. These are luminaires with 
aluminum reflector shaped as the mirror with built in two fluorescent tubes. Layout of this luminaire and its 
polar diagram are shown in figure 4. Total electrical power of one luminaire with two tubes is 72 W.  
 

  
Figure 4. Layout (left) and polar diagram of raster luminaire with tubular fluorescent lamps (right) 

Doing numerical simulations by DIALux software tool, it is ascertained that 20 pieces of these luminaires are 
needed, in order to satisfy demands stipulated by standard [5]. There are 4 rows with 5 luminaires in each 
raw. An average illuminance level is Em = 573 lx, as uniformity of illuminance amounts U0 = 0.823. Isolines 
of illuminance are shown in figure 5 (right). Taking into account number of luminaires and electrical power 
of one luminaire, total installed electrical power accounts 1440 W.  
It is calculated that 20 pieces of these luminaires for classroom 12 is needed. An average calculated 
illumunance level in this classroom amounts Em = 504 lx, as uniformity of illuminance is U0 = 0.705. Figure 
6 (right) shows the isolines of illuminance level. Total installed electrical power for classroom 12 amounts 
1440 W. 
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Figure 5. Layout of classrooms 14, 15, and 17 (left), and isolines of illuminance level (right), if raster luminaires with 
fluorescent lamps  are used  

        
Figure 6. Layout of the classroom 12 (left) and isolines of illumunance level (right), if raster luminaires with 
fluorescent lamps are used   

4.2. Application of luminaires with compact fluorescent lamps 
Second analysed case shows the results of illuminance level calculation for lecture hall, if downlight 
luminaires of FBH 059 2xPL-C/2P26W are applied [9]. The manufacturer is Philips company. The 
luminaires containe compact fluorescent lamps. The FBH family of recessed downlights come complete with 
a highly efficient frosted aluminum reflector and polished strip faceted upper surface. They are specially 
designed for compact fluorescent 10W/13W/18W/26W lamps. A standard ballast is integrated with the 
luminaires. The layout of the luminaire is shown in Figure 7. Total electrical power of one luminaire 
accounts 65.6 W.  
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Figure 7. Layout (left) and polar diagram (right) of downlight luminaire with compact fluorescent lamps 

Calculating the illuminance level by DIALux software tool, it is ascertained that for each of classrooms 14, 
15, 16, and 17 24 pieces of this luminaire should be applied (figure 8), in order to satisfy criterion defined in 
standard [5]. Each of 4 rows contains 6 luminaires. An average value of illuminance level attained using 
these luminaires accounts Em = 567 lx, as uniformity of illuminance is U0 = 0.807. If we take into account 
number of luminaries and electrical power of one luminaire, we can calculate total installed electrical power, 
namely, 1574.4 W. Figure 8 shows an arrangement of luminaires on the ceil (left). The same figure on right 
shows isolines of illumunance level.    
It is calculated that for classroom 12 also 24 pieces of this luminaires is needed. An average value of 
illuminance level is Em = 511 lx, as uniformity of illuminance accounts U0 = 0.684. Isolines of illuminance 
level in this classroom are shown in figure 9 (right). Total installed electrical power for classroom 12 
accounts 1574.4 W. 
 

       
Figure 8. Layout of classrooms 14, 15, and 17 (left) and isolines of illuminance level (right), if downlight luminaires 
with compact fluorescent lamps are used   
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Figure 9. Layout of classroom 12 (left) and isolines of illuminance level if downlight luminaires with compact 
fluorescent lamps are used (right) 

4.3. Application of luminaires with LED source of light 
The third solution is to apply Philips’s downlight LED luminaire of type Latina LED BBS160 (BBS160 
D225 1xRDLM2000/840) [10]. This lamp is a basic range of LED downlights designed for general lighting 
in retail and office applications. This family ensures good quality of light combined with low power 
consumption, which means significant energy savings compared to traditional CFL downlights. Layout of 
this luminaire and its polar diagram are shown in figure 10. Total electrical power of one luminaire is 31 W. 
 

  
Figure 10. Layout (left) and polar diagram of downlight luminaire with LED source of light (right) 

By calculating needed illuminance level in classrooms 14, 15, 16, and 17 it is ascertained that 30 pieces of 
these luminaires should be applied (figure 11), in order to satisfy demands defined by standard [5]. There are 
5 rows with 6 luminaires in each row. An average value of illuminance level is Em = 519 lx, as uniformity of 
illuminance accounts U0 = 0.824. Multiplying number of luminaires by electrical power of one luminaire, we 
get total electrical power of 933 W. 
For classroom 12 36 luminaires is needed. An average illuminance level amounts Em = 544 lx, as uniformity 
of illuminance is U0 = 0.704. Figure 12 (right) shows isolines of illuminance level. Total installed electrical 
power would be 1119.6 W.  
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Figure 11. Layout of the classroom 14, 15, and 17 (left), and isolines of illuminance level (right), if downlight 
luminaires with LED sources of light are used   

 

          
Figure 12. Layout of the classroom 12 (left), and isolines of illuminance level (right), if downlight luminaires with LED 
sources of light are used   

5. Analysis of electrical enery saving  
In the previous section, types of luminaires which can replace existing fluorescent luminaires are defined, in 
order to enhance the quality of lighting in classrooms. Values of active electrical power of installed fluo 
luminaires currently used and of luminaries which could be applied in the analysed classrooms are presented 
in figure 13. As can be seen, difference between active electrical powers of currently used luminaires and 
proposed solutions for new luminaires is very noticeable. Total power of currently installed in all classrooms 
luminaires accounts 8544 W.  
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Figure 13. Values of active powers of current fluo bulbs, Case 1: fluo tube with mirror, Case 2: downlight with compact 
fluo luminaire (CFL), and Case 3: downlight with LED luminaires  

First proposed solution, namely, using the raster luminaires with tubular fluorescent lamps, is of total 7200 
W installed electrical power. There are totally 100 luminaires in all analysed classrooms. Applying these 
luminaires, decrease of 1344 W installed electrical power would be achieved, or 15.7%.   
Second solution, using downlight luminaires with compact fluorescent lamps, contains total installed 
electrical power of 7872 W. There would be totally 120 luminaires in all analysed classrooms. Application of 
these luminaires enable saving of 672 W power, or 7.9%.    
If downlight luminaires with compact fluorescent lamps is changed with those containing LED lamps, total 
electrical power for all classrooms would amount 4851.6 W, what is for 3692.4 W lower related to lighting 
that use fluorescent lamps. In per cent, decrease of total installed electrical power is 43.2%.   
It can be concluded that the best solution, as saving of electrical energy is concerned, is an application of 
downlight luminaire with LED lamps. Using such luminaries not only achieve better illuminance level on the 
working surface, but reduces noticeably consumption of electrical energy. If period during year when the 
luminaries are engaged is determined, yearly consumption of electrical energy can be ascertained, as well as 
reduction of energy consumption related to traditional lighting solutions. For example, let the operating 
hours of the liminaires during the year is 1080 hours, namely, 6 hours a day, 20 days monthly, 9 months 
yearly. In that case, electrical energy consumption using currently installed fluorescent luminaires amounts 
9227.5 kWh/yr. If new types of luminaires are implemented, electrical energy consumption would be greatly 
reduced, namely, to 7776 kWh/yr if tubular fluorescent lamps with reflector are used, 8502 kWh/yr if 
downlight luminaires with compact fluorescent lamps, and 5238 kWh/yr if downlight luminaires with LED 
lamps are implemented.  

6. Conclusion 
Because in our country low energy efficient lighting sources are used in majority of installations, high 
savings of electrical energy consumption in this area is possible. Examples shown in this analysis of lighting 
in Faculty of technical sciences in town Čačak presented possibilities to replace currently used luminaires 
with tubular fluorescent luminaires without reflector. This way, not only better illuminance in all the parts of 
classrooms, but more energy efficient solution can be achieved. Analysed cases gave three solutions of 
lighting of 5 classrooms. First solution proposes an application of tubular fluorescent luminaires with 
reflector. Second solution proposes luminaires with compact fluorescent lamps, as third solution is based on 
luminaires with LED lamps. All three solutions satisfy demands of standard related to illuminance level and 
its uniformity. Second fact, what is very important, is noticeable electrical energy saving, compared to 
current lighting. All three solutions are with lower installed electrical power of luminaires, compared to 
existing ones. Results of this analysis show that for 1080 operating hours a year, it is possible to achieve 
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saving of electrical energy in amount of 3988 kWh/yr, or 43.2%, in only 5 classrooms. This saving could be 
attained using the luminaires with LED sources of light.       
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Analysis of zero energy public object 
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Abstract: From all types of objects, public buildings are the biggest energy consumers as well as the 
biggest producers of CO2. In order to decrease this, many approaches are developed and used, including 
zero energy objects. This type of objects has zero energy consumption and zero emissions of carbon-
dioxide per year. In practice, in some periods, energy is received from power grid, but in other periods, 
returns to power grid. Received energy is mostly produced from renewable energy sources, or other 
technologies which have very low impact on environment. In this paper, analysis of application zero-
energy approach on built public object is presented.  In process of object design, using of solar and 
geothermal energy, wasted water, heat recovery, etc., is planned. Also, object shape is designed in order 
to decrease as much as possible energy losses. Application of sustainable architecture principals and 
modern systems, zero energy objects can produce more energy than it need, which represents a great 
challenge in future. 

Keywords: zero energy, sustainable, renewable energy. 

1. Introduction 
Increasing energy consumption in the world and environmental pollution leads to serious concerns for the 
future of the world's population. Considering the alarming situation caused by various factors, in recent 
decades, various measures and activities in all areas of technology and science is taken. Constant monitoring 
of many parameters, efforts to increase energy efficiency, use of renewable and alternative fuels, affect on 
the improvement in the area of energy consumption. On the other hand, with using new technologies of 
combustion, integration of multiple processes through cogeneration, trigeneration and poligeneration, etc., 
there is active work on better utilization of resources and the reduction of GHG (greenhouse gases) 
emissions [1-3]. 
However, building are the largest consumer of final energy consumption, and have a high value of CO2 
emissions that affect on climate change and environment, it was necessary to solve the problem at the place 
of its generation [4]. Integrating many technic-technological fields and constant research led to the creating 
of Zero Energy Building approach. Definitions of zero energy are based on annual energy use for regular 
operation of the building. However, the position and shape of the object as well as installed systems directly 
affects on energy use. Required energy for heating, cooling, lighting, ventilation and other operations is 
produced from renewable source on site. When the system for energy production produces more energy than 
the building can consume, it is necessary to stored it, so there is some energy storage system, typically 
batteries that represent source of energy when energy production from renewable sources is not enough. So, 
that building is autonomous and energy independent [5]. Based on this, the Net Zero Energy Building 
approach is also developed. Briefly, this approach is related to building that has similar energy efficient 
performances and systems as Zero Energy Building, but is connected to the energy infrastructure - electricity 
grid. When object have surplus of energy in some period of the year, that surplus is delivered to the grid, but 
when object do not have enough energy to operate, required energy is taken from the grid. So, there is a 
balance between energy taken from and supplied back to the electricity grids over a period of time, 
nominally a year. Conceptually, term Net Zero Energy Building can be used for building that are connected 
to the energy infrastructure, while, Zero Energy Building is more general term which is related to the 
autonomous building [6, 7].  
Use of Zero Energy Building approach in practical projects is increasing, because energy consumption in the 
building sector will continue to increase until buildings can be designed to produce enough energy to offset 
its energy demand. In case that there is no action taken to improve energy efficiency in the buildings sector, 
energy demand is expected to rise by 50% by 2050, which shows importance of activities in this field with 
goal to decrease energy consumption in buildings [8]. The increasing number of Zero Energy Building 
projects indicates increasing of awareness about this problem and finding many ways through analysis and 
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investigations for its solving [9]. In this paper, analysis of public object built in accordance to the Zero 
Energy Building approach is performed. Utilization of sustainable architectural principals with modern 
energy efficiency systems is discussed. Planning of renewable sources of energy use, as well as well-known 
architectural methods for sustainable construction in design process, is one of the most important activities in 
construction of the object. Although this activity is a very difficult from the urban and architectural aspect, it 
enables the use of new technical and technological solutions through active and passive measures, all with 
the aim of achieving an energy efficient object that is in accordance with the Zero Energy Building approach.  

2. Bullitt Center 
The Bullitt Center in Seattle, U.S.A, is a world's greenest commercial building. A six-story, 50000 square 
foot (about 4645 square meters) office building is zero energy based object and, after the water reuse system 
is approved by city authorities, net zero water. What distinguishes this object from other sustainable projects 
are the exclusion of 350 common toxic chemicals - including PVC, lead, mercury, phthalates, BPA and 
formaldehyde. However, rainwater collection system, photovoltaic panels, radiant heating, and etc. are 
installed in this object and visible to the visitors what makes it one-of-a-kind. It is enabled by mounting of 
large glass windows on the mechanical and electrical rooms, so that the tourists can see the art of 
engineering. Also, transparent using of new technologies is presented, so visitors can scan quick response 
codes (QR code) with a smartphone to learn about individual elements, as well as see real-time 
measurements of the building's indoor air quality, energy consumption, photovoltaic power production and 
water levels in kiosk envisaged for it [10, 11]. 
Considering that the object is in urban city core, on a relatively small area, the building had to be designed 
according to the existing conditions. Triangle shaped block and buildings on the northeastern side, 
conditioned an irregular pentagon shape of object base. However, shape of the object is compact and energy 
efficient with less resistance to the air flow, so it will be less cooled. The most striking part of this six-storeys 
building is its roof, oversized to support enough photovoltaic cells to power the entire building. But closer 
look reveals that many of the building's most unique features are inside. [12] 
 

 
Figure 1. Appearance of the object 

 
The construction of the Bullitt Center consists of three types of materials: wood, concrete, and steel. All the 
materials are carefully chosen according to their specific load-bearing characteristics and CO2 emissions 
[13]. Wood functions well for vertical loading, and is quite ductile in the case of earthquakes, while steel is 
an optimum material for carrying horizontal loads in the case of high wind or earthquakes. A steel core with 
cross-tension members helps the Bullitt Center bring horizontal loading to the ground. Although concrete is 
one of the highest CO2 emitters in the construction industry, considering flexibility, affordability, and 
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capacity to handle big amounts of compression, its use in this object was inevitable. Because of that, 
architects limited the use of concrete to the bottom of the building, where it is most needed to carry the loads, 
hold back the earth, and retain water in the rainwater cistern. This concrete does not contain admixtures 
which are used to increase the workability of the mix because they are considered a red list material for their 
impact on the worker’s health. Heavy timber framing, which are recalling Seattle’s history of heavy timber 
warehouses, are located above the second floor of the Bullitt Center. For the structural elements glued-
laminated wood is used. Every 6 x 14 inches (about 15 x 65 cm) beam and 10 x 10 inches (about 25 x 25 cm) 
column is made of smaller planks which are glued together to make glued-laminated elements. Glued-
laminated columns and beams use wood efficiently because they do not require large dimension timbers and 
eliminate weak points caused by deformations in the tree. All the wood elements have Forest Stewardship 
Council (FSC) certificate, which means that it came from a responsibly managed forest [14].  
 

 
Figure 2. Construction materials of the object 

 
Heating and cooling of The Bullitt Center is provided by a dense system of hydronic radiant tubing which is 
located beneath the concrete overlay of each floor. A special mix of water and glycol runs through the tubes, 
and depending on the season, the mix liquid is warming or cooling the concrete slab and therefore the 
surrounding spaces. Twenty six geothermal wells are located 400 feet (about 122 meters) below the building, 
and represent the source of the heat for the radiant system. Remaining at a constant temperature of  
53 °F (about 12 °C), this ground-source heat pump uses a closed-loop tube containing a mixture of water and 
glycol that receives and gives off heat quickly to the surrounding soil and groundwater. When building needs 
heating (in the winter) the water-glycol mixture absorbs warmth from the ground, and then it is pumped back 
up and run through heat pumps in the mechanical room that warm fluid from 53 °F (about 12 °C) to 90° F 
(about 32 °C) [12]. However, in the summer, the system runs in reverse, restoring this heat back into the 
ground. 
 

 
Figure 3. Heating system 
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There are 575 solar panels on the roof, sensitive to the amount of daylight they receive, which means that 
production of electricity is closely related to the solar intensity and sky conditions. In the summer, the Bullitt 
Center produces vastly more electricity than it uses, and in the winter it produces less so, approximately, the 
panels generate 230000 kWh per year. [10, 12] Because of that, this object use Seattle’s electricity grid as a 
"store" for the surplus of electricity produced in summer months. In winter months, the building takes 
electricity from the grid, when its production is low. To achieve its "net zero energy" goal, the summer 
production surplus must meet or exceed the winter production deficit. There are two electricity meters in the 
Bullitt Center, one for showing the amount of energy that is taken from the grid, while other counts how 
much energy the Bullitt Center deliver to the grid. 
The Bullitt Center has integrated Building Management Systems (BMS) that controls the heating system, 
cooling system, passive and active ventilation systems, daylight control, composters and grey water 
metabolism. This system is like a human brain – it helps building respond to and interact with the 
environment. For the maximum efficiency all these systems are carefully monitored at the main control room 
in the core of the building. In the case when the building needs fresh air, the windows are opened 
automatically, while if it needs shading from direct sunlight, the louver system is deployed at the optimum 
angle for UV dissipation. When the weather is cold, all windows are closed and the building goes into closed 
heating mode.  
This project renews the hydrologic cycle by cleaning grey water and infiltrating it as clean water back into 
the ground. All the grey water, consisting of water and biodegradable soap used in the taps and showers, 
goes into 500 gallon (about 1900 liters) storage tank in the basement of the building, and from there all water 
is per-day pumped up to the constructed wetland on the third-floor. This wetland is a green roof that contains 
layers of porous gravels and soils, as well as horsetails, or equisetum, which is used as the primary plant 
because of their hardiness and ability to thrive in Seattle’s climate. Process of the water purification implies 
pumping water through a series of drip lines so that the plants can absorb the nutrients. Water is then 
collected and this process is repeated several times, until all the nutrients have been absorbed and it is safe to 
release the water in the bio-swales along the western edge of the site. In the bio-swales, the water filters 
down through 20 feet (about 6 meters) of gravel before it is released into underground waters. With this 
process, the Bullitt Center restores 61% of the wasted water to the ecosystem through ground infiltration or 
evaporation and mitigates stormwater during and after rain [14]. 
 

 
Figure 4. System for recycling of the water 

 
One of the very important parts of the Zero Energy Buildings is an objects façade, which represents a 
selective filter that responds to the ambient environment, in order to maintain comfortable conditions inside 
the building. This includes system of layers that are used in different combinations to achieve optimal 
thermal and daylight qualities. In case of the Bullitt Center, the exterior layer of the façade is the deployable 
stainless steel shades, which are about 12 inches (30 cm) away from the windows. In the summer, the shades 
deploy to scatter direct sun rays before they hit the glass, while in the winter, the shades are designed to 
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maximize natural daylight in the office spaces, while still protecting against direct glare on workstations. 
However, windows, with weight of 532 pounds (about 240 kg) each unit, are specifically designed to 
eliminate thermal bridging between the interior and exterior. Three layers of glass keep the hot air out and 
cool air in object during the hot summer days, and the cold air out and warm air in object during the cold 
winter days [12, 14]. 
  

 
Figure 5. Exterior layer of the object façade  

 

3. Conclusion 
In order for humanity to survive, it is necessary to take care of natural resources use and environmental 
protection. With its living and functioning, human needs to harmonize own needs with nature, without 
destroying it irrevocably. Various modes of construction and use of objects adversely effect the nature.  
However, with the change in the approach to this process, it is possible to run sustainable thinking and 
change of man's relationship to nature.  
This paper presents analysis of public object built in accordance to the Zero Energy Building approach, at 
first from the architectural view. Compact shape of the object with natural materials has passive effect, as 
well as installed systems for using of renewable energy, heating and cooling, etc. which is active component 
in the total energy efficiency of the object. Object Bullitt Center presents change the way buildings are 
designed, built and operated through improving of long-term environmental performance and promoting of 
broader implementation of energy efficiency, renewable energy and other green building technologies. 
However, this concept is still in development, and the construction of buildings according to it is a serious 
architectural and technical venture with high initial investment, but built objects show that is challenge 
which reaching is possible with great justification. 
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Improvements and Developments Made by CFD Tools  
Especially for the Semidry CDS Technology 

 

Abstract: Balkan countries have big sources of coal, which are used for thermal power plants. In order to provide 
acceptable clean gas emissions it is important to increase the requirements on dedusting, denitrification and 
desulphurization. The most widely installed FGD technology is wet limestone technology. Semidry flue gas 
desulphurization based on Circulating Fluidized Bed Technology (CDS) is becoming an alternative solution because it 
is capable to fulfil the future more stringent emission values. One major advantage of this technology is the total 
removal of SO3 and the high removal efficiency for mercury without the addition of activated carbon. To ensure that 
gas dust emissions are sufficiently low, a bag filter is installed downstream the CDS absorber. Even without further 
developments, this technology is already in a position to fulfil the more stringent clean gas conditions of the future. This 
paper presents improvements and developments based on long-term operational experiences, gained at a variety of 
European power plants with CDS technology. Special attention is paid to the development of the technology based on 
special CFD simulations was executed with view to achieving further plant optimization and lower emission values. 
Finaly the paper will highlight the main characteristics including some typical design parameters. 
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Introduction 

1.1 Worldwide Situation of Air Pollution 
Due to worldwide increasing industrial development – since decades in industrial countries and nowadays in 
emerging countries - the emissions and following air pollution increased dramatically. Healthy and 
environmental problems like those that so-called “acid rain” becomes in focus more and more. Therefore, 
flue gas desulphurization technology was strongly developed in the beginning 70th last century especially in 
Japan, US and Germany. 
 
In all the above-mentioned and all the other Western countries, regulations have been introduced years ago 
and (more or less) all the coal-fired power plants are equipped in between with FGD installations. Eastern 
European countries like Czech Republic, Poland etc. started their FGD installations mid of nineties last 
century. Developing resp. emerging countries like Brazil, Russia, India and China (BRIC), having a very big 
developing power sector, introduced regulations at different emission levels, which required the retrofit of 
FGD installations at various locations. Especially in China many FGD plants have been installed since 
beginning 2000 at their existing power plants and now with each new one. End of 2010 nearly 900,000 
MWel of FGD systems were installed in China [1]. 
 
One of the main reasons for high level on air pollutions is the big portion of coal fired power plants all over 
the world which is related to the sources of coal for sure. Following table shows the annual emissions of 
classical pollutions SO2, NOX, PM 2.5 and CO2 for the main regions China, US, India, EU (including 
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Germany and Poland), South Africa and Russia. All these countries account together for 85 % of global 
emissions based on coal combustion [2].   
 

Table 1.     
 
 
 
 
 
 
 
 
 
 

531



 
 

 

 
                 

 

1.2 Environmental Regulations 
1.2.1 European Union (EU) 
Since years, environmental regulations inside EU developed very strong and detailed. One of the most 
important criteria for the evaluation of a flue gas cleaning technology to be used is the so-called “Best 
Available Technology” (BAT) which is defined in [3] as “most effective and advanced stage in the 
development of an activity and its methods of operation, which indicate the practical suitability of particular 
techniques for providing, in principle, the basis for emission values designed to prevent or eliminate or 
where that is not practicable, generally to reduce an emission and its impacts on the environment as a 
whole” where: 
  
B   ‘best’ in relation to techniques means the most effective in achieving a high general level of 

protection of the environment as a whole.  
A   ‘available techniques’ means those techniques developed on a scale which allows implementation 

in the relevant class of activity under economically and technically viable conditions, taking into 
consideration the costs and advantages, whether or not the techniques are used or produced within 
the State, as long as they are reasonably accessible to the person carrying on the activity.    

T   ‘techniques’ includes both the technology used and the way in which the installation is designed, 
built, maintained, operated and decommissioned. 

 
Based on those criteria the “Large Combustion Plant Directive” (LCPD) fixed emission limits in the year 
2008. Consecutively this LCPD was developed and further converted into the “Industrial Emissions 
Directive” (IED) No. 2010/75/EU from 17th December 2010 which is valid since 6th January 2011 [4]. Below 
noted SO2 and dust emission limit values has to fulfil by all the EU members. Countries, which became EU 
member in the last years or will be a new member in the coming years has to follow special temporary 
regulations to achieve finally these values. 
 
Table 2. 
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Table 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nevertheless EU regulations will further focus to decrease the air pollution burning different fuels in the next 
years. Recently the EU conference “LCP BREF review – final TWG meeting” was held in Seville for final 
discussion defining the new, more stringent, environmental regulations, which will be valid in all the EU 
countries in the coming years [5]. 
 

1.2.2 Global Trend 
Severe local air pollution, which has been observed in different areas of the world, is putting pressure on the 
authorities to introduce very stringent emission regulations. Although the requirements are different, the 
global trend is clearly to cut the emissions to very low limits. In order to fulfil these requirements the need 
for high efficient and economical flue gas cleaning technologies is becoming the top priority, because coal 
remains in the near future the primary source to produce energy at affordable cost, especially for emerging 
countries.  
 
HAMON being present in all areas of the world decided to relocate the main activities of their business unit 
“Air Quality Systems” (AQS) from Europe to Asia in 2012. The majority of employees are located now in 
Seoul, Shanghai and Chennai with a tight connection to the German Center of Excellence for FGD 
technology, HAMON ENVIROSERV. Independent on other well developed and experienced FGD 
technologies such as the most used wet limestone FGD our paper focuses on the very high efficient and very 
well experienced semidry CDS technology. Based on different researches and developments done by 
HAMON ENVIROSERV in the last years this advanced technology is now promoted as BLUESORP ® 
technology.    
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2 Semidry Bluesorp ® Technology 
2.1 History of CDS 
The development of flue gas cleaning in a circulating dry scrubber (CDS, additional well-known as CFB 
FGD) goes back to the early 1970s and its first application used in alumina industry [6]. Research and 
development subsequently led to the application of this technology in the flue gas desulphurisation (SO2) of 
power plants [7], [8]   and flue gas cleaning (HCl, HF, SO2) in waste incinerators [9], [10]. 

2.2 Process Description 
The basic principle underlying a circulating fluidised bed involves a CDS for the removal of gaseous 
components and a downstream arranged filter for dust removal. The flue gases from the upstream boiler(s) 
flows through the CDS and a filter, situated immediately afterwards, and are then released into the 
atmosphere via an induced draft fan and stack. The main component for the removal of waste gases (SO3, 
HCl, HF and SO2) is the CDS with the high solid concentration situated inside it. These solids contains the 
dust brought in by the raw gas, a metered quantity of calcium hydroxide as the absorbent and over 90% of 
FGD product, recirculated from the downstream arranged filter. 
The CDS process is operated and well controlled via four main control loops to ensure that the specified 
emission limits are safely observed at all times, even under fluctuating opera-ting conditions (i.e. flue gas 
parameters and volume flow). The absorbent that is used here is normal hydrated lime (Ca(OH)2), which 
poses no special requirements on reactivity or specific surface qualities. Alternatively, it is also possible to 
use burnt lime (CaO) directly or using it to produce calcium hydroxide on site in a dry lime hydrator. The 
metered quantity of the absorbent that fed into the system depends on the measured concentrations of SO2 in 
raw and clean gas. In the absorber an optimal reaction temperature of approx. 15 – 30 °C above the water 
dew point is set via controlled water injection. Complete evaporation of the injected water is only possible if 
the material density in the CDS is sufficiently high enough. The measured pressure loss of the CDS minus 
the pressure loss in the empty tube therefore serves as an indicator of the mass flow of solids within it. If 
either this pressure loss or the levels of the trough hoppers exceed a specified limit, then FGD product will 
be discharged by the system. Moreover, to ensure the robust operation of the system while boiler(s) are 
operating under part load, it is possible to recirculate cleaned gas via a flue gas duct until a certain minimum 
volumetric flow reached which is controlled by a control damper. 
 

 
Figure 1. 
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2.3 Process Characteristics 
The semidry CDS technology offers some unique features, which leads to a significant increase of market 
share worldwide. These are among other things: 
  

• Nearly unlimited SO2 and SO3 removal efficiencies 
• High removal efficiency of HCl and HF until the emission limits 
• Due to additional injection of activated carbon high removal efficiencies of Hg and dioxins/furans 

until the emission limits with following application for complete flue gas cleaning in waste 
incineration plants 

• Due to fabric filter installations downstream CDS very low dust contents especially in the range of PM 
2.5 achievable 

• Carbon steel sufficient / no specific corrosion/ling necessary 
• Low maintenance compared to semidry spray dry absorption 
• Save operation over a wide boiler load range due to controlled clean gas recirculation       

2.4 State of the Art Design and Process Requirements 
Over the past years the CDS design has been standardized by most suppliers. The specific design feature of a 
circulating dry scrubber is the venturi section, where the flue gas is accelerated. The water injection area is 
downstream the venturi section, while the solid recirculation is located either upstream or downstream the 
venturi section (depending on supplier). 

 
Figure 2. 

 
It is quite surprising that – except HAMON ENVIROSERV - even today almost all suppliers of the 
technology offer more or less the same venturi design, which had been developed by Lurgi about 40 years 
ago. Furthermore the design of the water injection and solid recirculation remained more or less unchanged 
throughout the years. 

535



 
 

 

 
                 

2.5 Development of CDS Technology (BLUESORP ®) 
Back in 2007 Hamon Enviroserv started to develop their own CFD simulation tools in order to understand 
and especially further improve the CDS technology. With the support of plant operators at different plants, 
the results of the CFD simulation were validated at various load cases. 
 

 

 

Figure 3. <CDS plant at Plzeňská teplarenská> Figure 4. <CFD model of CDS plant> 
  

  
Figure 5. <Results of CFD simulations at CDS plant Plzeňská teplarenská> 

 
As a consequence of the CFD simulations the weak points of the technology could be identified and the 
operation of the CDS plant was adopted to the new recommendations, which deleted the problem of high 
moisture content in the product and the related blockages inside the CDS system. In addition the potential for 
further improvement by changing the venturi section design and the water injection system was identified. 
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In 2012/2013 the design changes for the venturi section and the water injection system were installed at the 
CDS plant at Plzeňská teplarenská / Czech Republic. The successful improvement of the plant and other 
CDS developments had been already reported [11] - [17]. 
 

  
Figure 6. <Modification of venturi nozzles> Figure 7. <Modification of water injection> 

Based on the successful executed improvements HAMON´s semidry BLUESORP ® techno-logy is offering 
a much more reliable operation at all boiler load cases. Following the optimized process the lime 
consumption (molar ratio) can be significantly reduced.  
 
The CDS plant at Plzeňská teplarenská / Czech Republic is only one example for the potential of the 
BLUESORP ® technology, which can be introduced at exiting units as well to improve the operation and 
reduce the lime consumption. 
 

Table 4. 

 
                                  Figure 8.  

 
The validated CFD simulation capability is the key design tool to upgrade and improve existing CDS plants 
and to introduce single CDS units for boiler sizes up 700 MWel at no risk. 
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3 Reference Plants 
3.1 Karvina / CZ 
Veolia operates their heating plant to provide heat and power to the city of Karvina. The heating plant 
consists of four boilers, whereas one boiler remains out of operation and serves as stand-by unit. During 
winter time three boilers are in operation, while in summer time only one or two boiler remain in operation. 
This is driven by the heat production, which is reduced during the warm summer time. 
 
The installation of a FGD system became mandatory due to new emission requirements, which need to be 
fulfilled by all member states of the EU. Owner Veolia decided for the semidry CDS technology and against 
the wet limestone technology, because the plant must be able to operate from 15 % - 100 % safely at 
acceptable investment and operation costs. 
 
For the design of a CDS plant the minimum load case is always the most challenging one. The flue gas flow 
is low, which requires the recirculation of clean gas to the raw gas in order to maintain the minimum flow to 
the venturi area. Due to the high amount of recirculation flow the flue gas temperature drops down to 90 °C, 
which needs to be considered during the design of the water injection system lowering the temperature to 
about 70 °C. In order to further reduce the investment cost, the lime hydration system has been deleted and 
lime is injected directly and is hydrated inside the CDS. 
 
The CDS plant was successfully installed having the following unique design features: 
two venturi nozzles only (instead of one or seven) 
two water injection systems per venturi nozzle 
direct CaO injection into absorber without external dry lime hydration on site 
 
Table 5. 

 
           Figure 9. 

 
Within 8 weeks from taking over first flue gas the plant achieved stable operation at all four guarantee load 
cases fulfilling all contractual emission and consumption figures. The performance test proved that the lime 
consumption is far beyond the guaranteed values at all load cases.  
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3.2 Lansing / US 
At Lansing a fabric filter was installed some years ago in order to reduce Mercury by adding activated coke 
upstream the filter. It was mandatory for the supplier of the fabric filter to consider the later retrofit of a CDS 
system. Therefore all necessary design features were introduced (lay-out, filter outlet design, filter damper 
design, etc.).  
 
In 2013 the contract was awarded to Babcock & Wilcox to supply the CDS and the relevant design changes 
to the already installed fabric filter and duct work. The basic design was supported by Hamon Enviroserv. 
The contract required to check the design of the CDS by a physical model at 1:12 scale. In addition the CFD 
simulation was prepared to determine the final lay-out of the CDS system including venturi section, solid 
recycle system and water injection. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. 

 
First flue gas was taken over in the middle of May 2015 and within four weeks the CDS plant was optimized 
for commercial operation. The preliminary performance test shows already a significant lower lime 
consumption than contractually guaranteed. Due to the short hot commissioning duration the plant was 
handed over to the client 6 weeks ahead of schedule. 
 
Table 6.                                                                       Figure 11. 
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4 Outlook 
With the continuous request to reduce the pollutants to lower emission values all over the world, the 
necessity for extremely high efficient flue gas cleaning systems becomes mandatory. This reduces the 
number of available FGC technologies, which have been installed worldwide so far.  
 
Within the paper we could prove that the CDS technology combines all advantages to fulfil the needs of 
today and what is even more important the needs of tomorrow.  
 
HAMON ENVIROSERV will continue to further optimize the BLUESORP ® technology in order to meet 
the requirements for bigger units and for industrial applications to the benefit of mankind. 
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Abstract: Coal as basic fuel used in thermal power plants, and its combustion products such as slag and 
fly ash, mainly contain naturally occurring radionuclides from the uranium and thorium series, and 40K. 
Usage of coal, primarily in industry, as a result has spreading of radioactive material into the environment 
and has as consequence an increase and/or redistribution of natural radionuclide content. Thus, a possible 
health effect due to the exposure to these radionuclides could be expected and should be estimated. The 
aim of this study was to determine the potential impact of radioactive material dispersion on the 
environment, as well as on the human health. For these purpose samples of coal, slag, and fly-ash from 
thermal power plant "Nikola Tesla" were analyzed. Measured activity concentrations of naturally 
occurring radionuclides and calculated absorbed doses are presented in this paper. The analysis confirmed 
that all measured and calculated values are below the limits recommended in international legislation. 

Keywords: Absorbed Dose, Coal, Gamma Spectrometry, Natural Radioactivity, Risk Assessment. 

1. Introduction 
Coal plays an important role in electric power generation in many countries at the global scene (South 
Africa, Poland, PR China, Australia, Kazakhstan, India …) [1]. One of these countries is also Republic of 
Serbia. In the year 2014, total annual production by power plants of the Electric Power Industry of Serbia 
(EPS) was 31 962 GWh, whereas thermal power plants (TPP), whose operating fuel is lignite, have 
generated 20 455 GWh [2]. Production of lignite, used as basic fuel in thermal power plants of the EPS, 
takes place at open-pit mines of the mining basins of Kolubara (75 %) and Kostolac (25 %) [3]. 
Materials containing radionuclides of natural origin, including those materials modified by man-made 
processes, belong to NORM (Naturally Occurring Radioactive Materials). Coal as the fossil fuel contains 
numerous radionuclides including the uranium, thorium and their daughter products, as well as 40K, and 
according to IAEA (International Atomic Energy Agency), it also falls under NORM, as well as slag and fly-
ash from thermal power plants. The specific activities of natural radionuclides in the coal are in wide range 
and strongly depend on the geological formation of coal. According to the estimation of the IAEA, the 
activity concentrations in coal worldwide are in the range (4 Bq/kg – 785 Bq/kg) for 40K, (20 Bq/kg –           
– 210 Bq/kg) for 210Pb, (8 Bq/kg – 206 Bq/kg) for 226Ra, (7 Bq/kg – 97 Bq/kg) for 232Th, and (7 Bq/kg –        
– 480 Bq/kg) for 238U [4]. Slag and fly-ash, whose specific activities are up to 10 times higher than in coal, 
are often released into the environment causing an increase and/or redistribution of natural radionuclide 
content. 
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The aim of this study was to determine the activity concentrations of the naturally occurring radionuclides 
235U, 238U, 226Ra, 210Pb, 232Th and 40K in “Kolubara” lignite samples as well as in slag and fly-ash which were 
collected during the periodical emission tests in September 2012th at unit A3 of TPP “Nikola Tesla” 
(pulverized coal steam boilers units designed for burning low sulphur lignite). The obtained results could be 
used to determine the presence of natural radionuclides in coal, which could have radiological implications, 
not only for the miners but also for the population in the vicinity of the mines and the end users; and also as 
input data in various health assessments. Furthermore, the radium equivalent activity (Raeq [Bq kg-1]), the 
external hazard index (Hex [Bq kg-1]), the external gamma absorbed dose rate (

.
D  [nGy h-1]) and annual 

effective dose rate (EDR [mSv y-1]) were calculated and compared with the international recommended 
values [5]. 

2. Sampling and samples preparation 
For the purposes of this study, three samples of analyzed coals and slag and six samples of fly-ash (12 in 
total) were collected during the periodical emission tests in September 2012th at unit A3 of TPP “Nikola 
Tesla”. Coal sampling was performed at feeders, before the process of grinding and drying coal in the mill. 
Slag was sampled during the transportation below the boiler, whereas fly-ash was sampled in electrostatic 
precipitator pyramid hoppers. Analysis results of Kolubara lignite, slag and fly-ash samples, collected during 
the tests, are presented in Table 1. [6]. 
 
Table 1. Analysis results of collected samples Kolubara lignite, slag and fly-ash 

Parameter Unit 
Sampled values range  

A3 
TPP “Nikola Tesla” 

Kolubara lignite – raw coal sample 
Lower Calorific Value kJ/kg 7786 ÷ 8384 

Ash mass, % 9.17 ÷ 13.68 
Combustible mass, % 35.72 ÷ 37.96 

Moisture mass, % 50.60 ÷ 53.03 
Sulphur mass, % 0.32 ÷ 0.41 

Combustible Sulphur  mass, % 0.08 ÷ 0.15 
Carbon mass, % 21.84 ÷ 24.36 

Hydrogen mass, % 1.94 ÷ 2.04 
         Slag – dry basis sample 

Ash mass, % 49.97 ÷ 64.38 
Combustible mass, % 35.62 ÷ 50.03 

      Fly-ash – dry basis sample 
Ash mass, % 94.41 ÷ 96.41 

Combustible mass, % 3.59 ÷ 5.59 

 
Coal, slag and fly-ash samples were prepared for analysis (milled, dried, sieved and weighed) by appropriate 
standard methods in the accredited Laboratory for Thermal Engineering and Energy, Institute of Nuclear 
Sciences “Vinča”. Ultimate and proximate coal analysis, proximate analysis of slag and fly-ash were 
performed in the same accredited Laboratory. 
Prepared samples of coal, slag and fly-ash were placed in 125 mL PVC cylindrical boxes, weighted and 
sealed with natural wax in the accredited Laboratory for Nuclear and Plasma Physics, Institute of Nuclear 
Sciences “Vinča”. The mass of the samples ranged from 64.85 g to 97.99 g, depending on the sample 
density. The sealed samples were stored for six weeks until radioactive equlibrium between 226Ra and its 
decay products was reached. 
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3. Gamma-ray spectrometry measurements 
All samples were measured by means of coaxial germanium semiconductor HPGe detector (ORTEC GEM-
30, 37 % relative efficiency and 1.8 keV resolution for 60Co at 1332 keV line). The detector was calibrated 
using the coal and soil matrix in cylindrical boxes spiked with common mixture of gamma-ray emitters 
(241Am, 109Cd, 139Ce, 57Co, 60Co, 137Cs, 113Sn, 85Sr and 88Y) certified by CMI (Czech Metrological Institute) 
[7]. Net peak areas of 60Co and 88Y were corrected for the coincidence summing effect applying the 
calculation method of Debertin and Schötzing [8]. The analytical expression of obtained efficiency curves 
was )(ln EPe−=ε , where ε  is the detection efficiency, E is the energy and P(lnE) is the polynomial function 
of the fifth order. Uncertainty of the efficiency calibration includes uncertainty of radionuclides activities in 
standard, statistical uncertainty and fitting uncertainty of efficiency curve. 
Measurements of the prepared standards were performed in a close-to-detector geometry. The obtained 
spectra were recorded and analyzed using Canberra's Genie 2000 software, and all calculations were 
performed with the Mathematica 5.2 software (WolframResearch, Inc.) [9]. In order to achieve acceptable 
statistics, the samples were measured from 66 000 s to 250 000 s. Representative gamma spectra of a coal, 
slag and fly-ash samples, with the characteristic peaks labeled, are presented in Figure 1. 
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Figure 1. Representative gamma spectra of coal, slag and fly-ash samples with the characteristic peaks labeled 

 

4. Results and discussion 
The activity concentrations of natural radionuclides 40K, 210Pb, and 226Ra in coal, slag and fly-ash samples 
were determined directly by analyzing full-energy peaks of their principal energies 1460.83 keV, 46.54 keV, 
186.21 keV, respectively. The activity of 40K was corrected for the contribution of 228Ac (1459.14 keV), 
which could not be resolved in the recorded spectra. For the same reason, the activity of 226Ra was corrected 
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for the contribution of 235U (185.72 keV) evaluated by measuring the 235U photopeak at 143.77 keV, and 
additionally approved by analyzing activity concentrations of its descendants 214Bi (609.31 keV,         
1120.29 keV, and 1764.49 keV) as well as 214Pb (295.21 keV and 351.92 keV). The activity concentration of 
238U was determined via descendant 234mPa (1001.01 keV and 766.42 keV) resolved from photopeak of 214Bi 
at 768.36 keV, and approved by measuring the 234Th photopeak at 63.3 keV. Furthermore, the activity 
concentration of 232Th was determined by using the evaluated activity of its descendants 228Ac (338.42 keV, 
911.16 keV, and 968.97 keV), 212Bi (727.25 keV), 212Pb (238.58 keV), and 208Tl (583.19 keV). It should be 
mentioned that activity concentrations were corrected for coincidence summing effects by using software 
EFFTRAN [10]. Besides, in all measured samples, the content of the artificial radionuclide 137Cs         
(661.62 keV) was below 0.3 Bq kg-1. 
The average values with standard uncertainty of obtained activity concentrations of naturally occurring 
radionuclides in analyzed samples are presented in Table 2. The combined standard uncertainty of the 
activity concentrations of coal, slag and fly-ash samples includes the uncertainty of the measured mass of the 
sample, the uncertainty of the efficiency calibration and the statistical uncertainty. The value of uncertainty 
of measurement results was determined by applying the general law of propagation of uncertainty. The 
largest contribution to the total uncertainty was due to the statistical uncertainty (up to 30%) and efficiency 
calibration (5%), whereas uncertainty due to measured mass of the sample could be neglected. The average 
values for each type of sample and their combined standard uncertainties were determined as weighted 
arithmetic mean by considering combined standard uncertainties of samples as weights. 
 

Table 2. The average values with standard uncertainty of obtained activity concentrations of naturally occurring 
radionuclides in coal, slag and fly-ash 

Radionuclide 235U 
[Bq/kg] 

238U 
[Bq/kg] 

226Ra 
[Bq/kg] 

210Pb 
[Bq/kg] 

232Th 
[Bq/kg] 

40K 
[Bq/kg] Sample 

Coal 1.4 ± 0.3 25.4 ± 4.4 27.4 ± 2.2 28.5 ± 3.4 18.8 ± 1.4 50.3 ± 2.4 
Slag 3.3 ± 0.5 62.9 ± 6.1 61.6 ± 4.0 37.4 ± 5.5 47.1 ± 2.3 139.5 ± 5.8 

Fly-ash 6.1 ±0.1 127.9 ± 7.5 127.1 ± 5.3 109.2 ± 6.8 94.0 ± 2.3 289.1 ± 20.5 

 
The average values of obtained activity concentrations of naturally occurring radionuclides in coal, slag and 
fly-ash samples presented in Table 2. are in accordance with those reported by IAEA [4]. Furthermore, 
presented values are comparable with values obtained worldwide and already reported [5, 11-14]. From the 
Table 2. it could be seen, also, that activity concentrations of naturally occurring radionuclides are lowest in 
coal sample and highest in fly-ash samples, as was expected. 
Based on the obtained results, a possible health effect due to the exposure to these radionuclides was 
estimated via the radium equivalent activity (Raeq [Bq/kg]), the external hazard index (Hex [Bq/kg]), the 
external gamma absorbed dose rate (

.
D [nGy/h]) and the annual effective dose rate (EDR [μSv/y]). 

Calculated values of these indicators are presented in the Table 3. 
 
Table 3. The average values of calculated radium equivalent activity, external radiation hazard index, external 
absorbed dose rate and annual effective dose rate in coal, slag and fly-ash 

Sample Raeq  
[Bq/kg] 

Hex  
[Bq/kg] 

.
D   

[nGy/h] 
EDR  

[μSv/y] 

Coal 58 ± 7 0.16 ± 0.02 26 ± 3 32.0 ± 0.1 
Slag 140 ± 13 0.38 ± 0.03 63 ± 6 76.9 ± 0.5 

Fly-ash 284 ± 24 0.77 ± 0.07 128 ± 11 156.4 ± 2.1 

 
The radium equivalent activity (Raeq) is used to assess the hazards associated with materials that contain 
226Ra, 232Th, and 40K. The definition of Raeq is based on the assumption that 370 Bq/kg of 226Ra produce the 
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same gamma dose rate as 259 Bq/kg of 232Th or 4810 Bq/kg of 40K. Thus, Raeq, besides the specific activity 
of Ra, includes also the specific activities of Th and K. 
The external radiation hazard index (Hex) is used to estimate the external radiation hazard due to the emitted 
gamma radiation. 
Radium equivalent activity (Raeq) and external radiation hazard index (Hex) were calculated according to the 
following equations [15]: 
 
 Raeq = A(Ra) + 1.43 A(Th) + 0.077 A(K), (1) 

 
4810

)(
259

)(
370

)( KAThARaAH ex ++= , (2) 

 
respectively, where: 
A(Ra) is specific activity of 226Ra  in Bq/kg, 
A(Th) is specific activity of 232Th in Bq/kg, and 
A(K) is specific activity of 40K in Bq/kg. 

The external absorbed dose rate (
.

D [nGy/h]) in air at a height of ~1 m above the ground surface due to 
radionuclides 226Ra, 232Th, and 40K in soil was calculated in accordance with international recommendations 
[16]: 

 .
D  = 0.462 A(Ra) + 0.604 A(Th) + 0.0417 A(K), (3) 

 
where the indexes 0.462, 0.604 and 0.0417 are the coefficients of dose rates per unit activity concentrations 
of radionuclides 226Ra, 232Th and 40K respectively ([nGy/h]/[Bq/kg]) [16]. 
In order to estimate the health effects of the absorbed dose, the annual effective dose rate (EDR) should be 
determined taking into account the conversion coefficients from the absorbed dose in air to the effective dose 
(0.7 Sv/Gy) and the outdoor occupancy factor (0.2) [16]. The annual effective dose rate in units of mSv/y 
was estimated using the following formula: 
 

 EDR[Sv/y] = 
.

D [Gy/h] · 8760[h/y] · 0.2 · 0.7[Sv/Gy]. (4) 

 
From table 3. it can be seen that none of the Raeq values for the coal, slag and fly-ash samples exceed the 
suggested maximal admissible value of 370 Bq/kg, and also all obtained values for Hex are lower than unity 
[16]. The calculated mean values of absorbed dose rate for coal and slag samples are in the acceptable range 
from 18 nGy/h to 93 nGy/h for average values, which is reported by UNSCEAR [16]. On the other hand, the 
calculated mean value of absorbed dose rate for fly-ash is outside previous mentioned range but it is still in a 
typical range of variability for measured absorbed dose rates in air in the range from 10 nGy/h to 200 nGy/h 
[16]. As the average EDR from the terrestrial radionuclides is 460 μSv/y [16], it can be clearly seen from 
table 3. that all obtained EDR values are lower than this limit. The results showed that all calculated values 
were below the recommended limits, and that there is no enhanced radiation hazard for the population (both, 
working and public). 
 

5. Conclusions 
Analysis of naturally occurring radionuclides (235U, 238U, 226Ra, 210Pb, 232Th and 40K) in coal, slag and fly-ash 
samples has been undertaken in this study. Three samples of analyzed coals and slag and six samples of fly-
ash (12 in total) were analyzed on radioactivity concentration, and results are comparable with international 
results reported in previously published papers. Furthermore, assessed radiological effects show that the 
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calculated values of radium equivalent activity (Raeq), external hazard index (Hex), external gamma absorbed 
dose rate (

.
D ) and annual effective dose rate (EDR) are also comparable with international results reported in 

previously published papers. The results showed that all measured and calculated values, excepting external 
gamma absorbed dose rate (

.
D ) for fly-ash, were below the recommended limits. Generally, there is no 

enhanced radiation hazard for the population (both, working and public), except that care should be taken in 
using fly ash in masonry and construction. 
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Abstract: Control of nitrogen oxides (NOx) emission, from combustion of all fuels and consequently 
biomass, is becoming a significant technical challenge due to the imposition of increasingly strict 
emission limits. The paper gives an overview and analysis of potential technical solutions for reducing 
emissions of NOx at the combustion of different types of biomass. Focus is placed on the most widely 
used dry deNOx techniques - selective catalytic reduction (SCR) and selective non-catalytic reduction 
(SNCR). 

Key words: biomass combustion, deNOx technics, SCR, SNCR 

1. Introduction 
The use of biomass as a fuel is related to the very beginnings of human civilization. After so much time has 
gone by, it still remains one of the largest renewable energy resources in the world. However, nowadays in 
the atmosphere of increasingly strict environmental restrictions, new technological challenges are arising; the 
emission of nitrogen oxides (NOx) is one of the most important of them.  
For any biomass combustion application, emission reduction besides efficiency improvement is a major goal. 
Accordingly, controlling NOx emissions is becoming a more and more demanding technical challenge as 
tightening emissions regulations are being imposed. The NOx control technologies can broadly be classified 
into [1]: 
1. pre-combustion which involve the use of low nitrogen fuels, 
2. combustion control or primary measures - modifying design and operating features of the combustion 

unit, and  
3. post-combustion (end-of-pipe) techniques or secondary measures - flue gas treatment (FGT) after the 

combustion process. 
Table 1. Clasification of biomass fuels [2] 
Class Type Nitrogen content [w% d.a.f] 
1 Woodlike <0.3 
2 Strowlike  0.3-1 
3 N-rich >1 
The pre-combustion measures refer to some affordable solutions as an informed choice of biomass (e.g. 
knowledge of fertilizer treatment, length of storage and harvest time because natural senescence decreases N 
content as the N is remobilised to the roots or rhizomes) and/or pretreatments with a target of minimizing 
heterocyclic-N –compounds1. The chemical fuel composition has a direct influence on NOx emissions 
therefore in selecting the type of biomass it is necessary to bear in mind the classification given in Table 1. 
Proper selection of the biomass is illustrated in the following example- burning the kernel of various non-

                                                 
1 heterocyclic N compounds seem to decompose mostly through HCN, while amino acids and proteinic - N appear to produce mostly 
ammonia NH3 
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food-second-rate cereal crops, as 3 class fuel, leads to high nitrous oxide (NOx) emissions. The answer to 
this issue is - burn oats which has a lower protein level, ie N content, in relation to other cereals. The lower 
the protein level, the lower the nitrogen content of the kernel and the lower the resulting NOx emission. For 
that reason oat grain is the most common second-rate cereal used for residential heating in Sweden [3]. The 
pre-combustion measures are also modification of the fuel composition by usage of fuel additives, biomass 
fuel blending and co-combustion with fosil fuels, e.g. the use of biomass/coal cofiring decreases NOx and 
SOx emissions [4]. Thus coke (the quenched char from coal) as ultra-low N fuel can be very successful at co-
combustion of biomass rich in nitrogen, because nitrogen in the volatile fraction of the coal is removed in 
making coke, while it is very rich in carbon. 
Primary and secondary measures of NOx reduction are given in Figure 1. 

 
Figure 1. Overview of deNOx techniques 

2. Combustion control systems 
Combustion control systems are commonly applied with various possible options, each resulting in a more or 
less significant reduction of NOx-levels formed during combustion. These options often combine several 
measures rely on any of following strategies: (a) reducing peak temperatures in the combustion zone; (b) 
reducing the gas residence time in the high-temperature zone, (c) reducing oxygen concentrations in the 
combustion zone and (d) improving of mixing conditions. These can be achieved either through process 
modifications or by modifying operating conditions on existing furnaces. Process modifications include 
application of low NOx burner, air/combustion staging, gas recirculation, reduced air preheats and 
combustion rates, water or steam injection, and low excess air or surplus O2 present for combustion. As 
biomass combustion usually takes place in relatively low-temperature conditions for inhibiting or alleviating 
the alkali-related issues, the first two strategies (a) and (b) are not of interest. Water/steam injection is 
effective only in controlling thermal NOx, as is usage of oxidant with lower N content and therefore are not 
of interest for this paper, too.  
Staging the introduction of combustion air is a measure of splitting the combustion air stream which creates 
a fuel-rich primary and fuel-lean secondary zone. In the fuel-rich zone fuel-N is converted to intermediate 
volatile components such as HCN and NHi (i=0, 1, 2, 3) which interact and form N2 in reactions such as 
NO+NH2→N2+H2O instead of react with oxygen as less O2 is present. The complete combustion is 
achieved after the addition of air in the second (burnout) zone. Due to the likely increase in flame length and 
flame instability, in general, this method requires very precise control of the combustion process. 
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Fuel staging (reburning) involves the injection of a proportion (10–20%) of fuel above the combustion zone, 
creating a fuel-rich secondary combustion zone where NOx formed from the primary combustion zone is 
reduced through decomposition. The de-NOx efficiency can be further increased by using of additional 
compounds, such as ammonia, urea or metals, being introduced simultaneously with the main reburning fuel. 
This modification is known in the literature as advanced reburning [5]. An application of NH3, in this case, 
has a few drawbacks such as ammonia slip2, so the most preferable conditions for obtaining high de-NOx 
efficiency are the use of iron or low-alloy steel waste in fuel-rich combustion zones. Method of advanced 
reburning is of particular interest to fluidized bed combustor [6] but it is still has no application in real-scale 
processes. 
Flue gas recirculation (FGR) technique can significantly reduce primarily thermal NOx production by 
reduceing flame temperatures and overall excess air. Thereby, the recirculated flue gas acts as an inert gas 
containing mainly CO2, CO, H2O, with a low level of O2, and N2. The high concentrations of CO2, and 
particularly CO caused by FGR could play a significant role in NOx emissions as the reducing agents. 
Practice has proved that this method is effective in systems that combust fuel/biomass with low N content.  
Low NOx burner is a type of burner that is typically used in utility boilers to produce steam and electricity 
and therefore may be of interest for the coal and biomass co-combustion. 

Also the fluidized bed combustion (FBC) conditionally falls into the “combustion control” category, because 
this technology enables the simultaneous removal of SO2 and NOx at relatively high efficiencies. The 
conditions as temperature and the residence time of particles in boilers are very favorable for achieving low 
emissions of the above mentioned pollutants.  

3. Flue gas treatment (FGT) 
The NOx emission is strongly influenced by the nitrogen content of biomass fuels rather than the operating 
conditions [1] so combustion control techniques alone are often insufficient to comply with the stringent 
emission standards and/or cannot be applied in existing combustors. Additional reduction is required which 
is achieved using of end-of-pipe flue gas treatment technologies. FGT is more effective in NOx reduction, 
especially for biomass with high nitrogen content, although at higher cost. Therefore the operation range and 
overall economics of the facility should be considered before applying FGT. 
Water soluble gases can be removed effectively either by wet methods or dry absorption. In wet methods of 
FGT, liquid is used as an agent to extract the contaminants or pollutants from flue gas and were originally 
designed as simultaneous SOx-NOx removal systems. Although simultaneous SO2-NOx removal may be a 
potential economic advantage, these methods, so far, are limited to small waste stream cleanup and are not 
suitable for NOx removal from large volumes of flue gases typical for biomass combustion. The reasons for 
this are: 
• nitric oxide (NO) is not soluble in water, although NO2 and NH3 are soluble but their concentrations in 

flue gas are very low compared to NO, therefore, costly reagents are needed for converting NO in the 
soluble state; 

• the major drawback lies in the necessity of recycling of the collected contaminated liquid used for the 
flue gas cleaning, by either evaporation or biological treatment.  

Several dry adsorption techniques are available for simultaneous control of NOx and sulfur oxides (SOx). 
This kind of treatment, which uses a chemical/sorbent to absorb NOx or an adsorber to hold it, could be 
applied in three stages: (1) in the combustion chamber, (2) in the flue gas duct leading to the baghouse, and 
(3) in the flue gas duct leading to the electrostatic precipitator. One type of system uses activated carbon with 
ammonia (NH3) injection to simultaneously reduce the NOx to nitrogen (N2) and oxidize the SO2 to sulfuric 
acid (H2SO4). If there is no sulfur in the fuel, the carbon acts as a catalyst for NOx reduction only. Another 
adsorption system uses a copper oxide (CuO, Cu2O) catalyst that adsorbs sulfur dioxide to form copper 
sulfat (CuSO4, Cu2SO4). Both copper oxide and copper sulfate are reasonably good catalysts for the 
selective reduction of NOx with NH3 [7, 8]. A spray dryer system which sprays slurry of powdered 
limestone and aqueous ammonia into the flue gas could also be used. The limestone preferentially reacts with 
the sulfur while the ammonia preferentially reacts with the NOx [9]. The byproducts formed by sorption are 

                                                 
2 Tailpipe emissions of ammonia that occur when exhaust gas temperatures are too low for the reduction reaction to occur or when 
too much reductant is feed for the amount of NOx present 
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gypsum (calcium sulfate) that could be used in the construction industry, and ammonium nitrate that could 
be used to make either an explosive or a fertilizer. 
Non-selective catalytic reduction (NSCR) of NOx is associated with three-way catalysts of automotive 
vehicles and is not an option as a deNOx technique for biomass combustion. 
The pulse corona-induced plasma process has been shown to remove NOx from flue gases with deNOx 
efficiencies of 60% being reported [10]. The major issues associated with this technology are the energy 
consumption required to achieve adequate reduction and the formation of undesirable by-products [10]. The 
technology is still in the development stage. 
Electron beam flue gas treatment is a promising new technology which enables simultaneous abatement of 
SO2 and NOx, generating no waste except a useful by-product (agricultural fertiliser) [11, 12]. The method 
involves flue gas irradiation with fast (300–800 keV) electrons, which interact with the main flue gas 
components (N2, O2, H2O and CO2) and generate oxidants (OH∗, O∗, O3). These oxidants react with SO2 
and NOx forming sulphuric and nitric acids, respectively, which in turn react with NH3, added to the flue gas 
prior to irradiation, thus forming ammonium nitrate and sulphate. Although associated with high capital and 
operating costs, the technique has been applied on a few industrial fosil-fired boilers with results of 80% 
deNOx and 70% SO2 removal. It also destroys volatile organic compounds [13].  
The most widely used dry deNOx techniques are selective catalytic reduction (SCR) and selective non-
catalytic reduction (SNCR) and to them will be given a special attention. 

4. Selective catalytic reduction (SCR) 
Selective catalytic reduction (SCR) is the most advanced and effective method for reducing NOx emissions 
and can do so by up to 60–90%. SCR entails the reaction of NOx with NH3 (as a reducing agent, stored in the 
form of liquid anhydrous ammonia, aqueous ammonia, or urea) within a heterogeneous catalytic bed in the 
presence of O2 at temperatures in the range of 250–450oC (for conventional NH3-SCR). It is important to 
point out that SCR is also possible by using hydrocarbons (HC-SCR) or by using hydrogen (H2-SCR) as a 
reducing agent. However, neither HC nor H2 have ability to react selectively with NOx in flue gases, on the 
contrary-strongly prefer to react with O2. Apart of that, both technologies (HC-SCR & H2-SCR) have some 
drawbacks that prevent them from being commercialized for control NOx emission from stacionary sorses as 
well as NH3-SCR. Thus, at temperatures above 500oC all of the hydrocarbons are consumed by combustion 
reactions. Although H2-SCR reduce NOx at low temperatures (<200°C) on supported noble metals (Pt and 
Pd), this type of catalysis has very high cost issues and insufficient catalysts have been tested to water and 
SO2 resistance [14, 15]. Despite these systems cannot offer the performance of NH3-SCR systems, both 
technologies, especially HC-SCR, are promising deNOx methods in automotive industry as they use 
unburned HC and H2 present in the engine exhaust as reductants, so it is not require special reactants supply. 
Ammonia is the unique reducing agent in the SCR process as prefers to react with NOx rather than the far 
more plentiful oxygen – hence term “selective  reduction”. The selective catalytic reduction of NOx with 
NH3 (NH3-SCR) is the best developed and widely applied deNOx technique due to its high efficiency, good 
selectivity and cost effectiveness, and therefore it will be dedicated the most attention in the paper.  
In NH3-SCR system the injected liquid ammonia quickly turns into gas, mixes with the NOx in flue gas and 
the mixture then reacts at the catalyst (fig.2). The predominant reactions are [16]: 
4NO + 4NH3 + O2 → 4N2 + 6H2O (i) 
6NO2 + 8NH3 → 7N2 + 12H2O (ii) 
NO + NO2 + 2NH3 = 2N2 + 3H2O (iii) 
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Figure 2. Scheme of selective catalytic reduction 

Reaction (i) is the dominate reaction for the overall stoichiometry of the NH3-SCR process. Since NO2 
commonly accounts for only 5% of the NOx, reactions (ii) and (iii) play a minor role in the process. 
Although the aqueous ammonia is commonly used by SCR there is no wet residue or by-product collected: 
all the reactants leave the system as gases (mixture of N2 and water vapor H2O-fig. 2) without any 
environmental concern. 
Besides the previously outlined reactions, undesirable oxidation reactions can also take place: 
4NH3 + 5O2 = 4NO + 6H2O (iv) 
4NH3 + 3O2 =2N2 + 6H2O (v) 
2NH3 + 2O2 =N2O + 3H2O (vi) 
SO2 + 1/2O2 = SO3 (vii) 
Reactions (iv)–(vi) entails the consumption of ammonia in reversal process of the NOx removal and in the 
formation of N2O as a byproduct. These reactions occur on SCR catalysts in the absence of NO in the flue 
gas, but become negligible in the presence of NOx. In the case of sulfur-containing fuels SO2 produced 
during combustion oxidized to SO3 over the catalyst (vii) which could further react with water present in flue 
gas and with unreacted NH3 leveing the catalyst bed (slip NH3) to form highly reactive sulfuric acid (viii) 
and ammonium sulfates (ix and x): 
SO3 + H2O = H2SO4 (viii) 
NH3 + SO3 + H2O = NH4SO4 (ix) 
2NH3 + SO3 + H2O = (NH4)2SO4 (x) 
In spite of the fact that slip NH3 and SO3 are present both at ppm levels, this still could causes severe 
problems such as corrosion, catalyst deactivation due to ammonium salts accumulation on the catalyst and 
pressure drop problems. Accordingly, the SCR catalysts should be highly selective, particularly with respect 
to SO2 oxidation/poisoning. 

Table 2. SCR classification as a function of catalytic activity temperature domain 
High- temperature catalyst Medium- tem. catalyst Low- temperature catalyst 

Zeolite/zeolite-based V/Ti/W  Pt- or Mn-based 
345-590oC 260–425°C 150–300°C 
very high NOx conversion most broadly used narrow temperature window 
very low NH3 slip mature technology temperature window shifts 
NH3 destruction sulfur tolerant not sulfur tolerant 
sulfur tolerant above 425°C   

The selection of catalyst is crucial to the operation and performance of the SCR system. SCR catalysts are 
composed of active metals or ceramics with a highly porous structure. The reduction reaction occurs within 
the catalyst’s pores in so-called activated sites. After the reduction reaction occurs, the site reactivates via 
rehydration or oxidation. Over time, the catalyst activity decreases, requiring replacement of the catalyst. 
Depending on the process parameters, primarily, operating temperatures, efficiency of NOx removal and 
catalyst regeneration, various catalysts have been usyed for NH3-SCR including noble metals, metal oxides 
(titanium, vanadium) and zeolites (aluminosilicates). These can be extruded into a honeycomb structure or 
coated/dispersed directly onto a metallic or ceramic support. The most common and successfully 
commercialized industrial catalyst for NOx removal is vanadium pentoxide (V2O5), supported on titanium 
dioxide (TiO2) with or without the addition of either tungsten trioxide (WO3) or molybdenum trioxide 
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(MoO3). TiO2 is considered as the best support for SCR catalysts for two main reasons: its high SCR activity 
and its resistant to SO2 poisoning. A typical commercial vanadia catalyst consists of 1-5 wt% V2O5 and 10 
wt% WO3 (alternatively 6 wt% MoO3) supported on high-surface-area TiO2 (anatase). WO3 and MoO3 
prevent the transformation of anatase to rutile and block adsorption of SO3, thereby preventing sulfation of 
the support [17]. 
The ideal operating range for titanium/vanadium catalysts is 260-425oC, which falls under medium operating 
temperature, while the zeolites operate at a higher temperature range of 345-590oC (see table 2). In both 
cases specified temperature windows makes necessary that the SCR reactors have to be located upstream of 
the desulfurization and particulate control device in order to avoid expenses of flue gas reheating (figure 3, 
high dust case). This location brings inherent problems like accelerated the catalyst deactivation through 
exposure to high concentrations of SO2 and small particulates and installation difficulties. Mentioned 
problems could be avoided by locating the SCR unit at the very end of the flue gas pollution abatement units 
where the flue gas is relatively clean which implies the application either of: 
(a) low-temperature SCR catalysts (figure 3, tail end case) or  
(b) an additional heat source to heat the commercial vanadia catalyst- which is achieved by reheating of the 

flue gas which significantly increases the SCR operational costs. 

high dast 

 

low dast  

tail end 

 
 

Figure 3. SCR location: B - boiler, AH - air preheater, ESP -electrostatic precipitator/other particulate collector, SCR- 
selective catalytic reduction, FGD - flue gas desulfurization [18] 

The method (a) which solves problems of SCR displacement at tail end case is developing new low 
temperature catalysts (LTC), that can work well around 250 °C or even lower. For that purpose, initially Pt-
based catalysts were used. Due to the narrow temperature window (180-250oC) and that above 220 oC 
significant amounts of N2O (vi) are produced, Pt-based catalysts are not commonly used today. Over the last 
few decades, there has been increasing interests in the development of LTC containing transition metal 
oxides, such as V2O5, Fe2O3, CuO and MnOx. TiO2 supported Mn-, Cu-, and Cr- catalyst, especially 
Mn/TiO2 catalysts, are highly active at low temperature (80–250oC) [19+]. Besides, there are continuous 
efforts to improve low-temperature activity of commercialized V2O5/TiO2 -based catalysts under abundant 
SO2 conditions. It was found that addition of Ce and Mn can significantly promote thet activity and the 
catalytic performance could be further promoted by loading V2O5 on a TiO2–SiO2–MoO3 support using a 
co-precipitation method. In this case the SO2 resistance is improved by increasing SiO2 content in the 
aforementioned support [20]. LTC, generally, still suffer from SO2 poisoning, some of them are even 
vulnerable to H2O poisoning (table 2), so more studies into real-scale application are needed. 
Besides high-dust and tail-end SCR system locations there is also a low-dust SCR system arrangement (fig. 
3) which, by reducing concentrations of particulates and catalyst poisons increases catalyst life and lower 
catalyst volume. Also, temperature drop of the flue gas, after it flows through the ESP, often do not decrease 
to the point where reheating is required. Despite that tail end systems the most significantly improve the 
lifetime of the catalyst, operating experience and the availability of improved catalysts for the high-dust SCR 
system makes the tail-end SCR system the least attractive of the three options listed (fig.3).  
Both the catalyst material and configuration determine the properties of a catalyst. 
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e) f) 

Figure 4.  SCR catalyst support geometries: a) extruded ceramic monolith; b) composite catalyst; c) zeolite pellets; d) 
plate type, e) metal wire gauzes, f) ceramic foam 

The conventional configuration of SCR catalysts is the catalytic monolith structure, with the catalysts 
preformed into two shapes, honeycomb-type (extruded and self supported blocs in the form of squares or 
honeycombs with catalyst material extruded and dispersed inside them) and plate-type, which have a metal 
support covered with the deposited active substance (fig.4). The plate type catalysts have a higher resistance 
to erosion and deposition of dust particles than honeycomb catalysts and are commonly used for high dust 
installations (see table 3). Considering generally biomass lower heating value compared with conventional 
fossil fuels, biomass combustion generates a greater flow of flue gas i.e., higher flue gas volume and, 
consequently, the plate type catalysts for high flue dust applications is preferable (table 3). Zeolite catalysts 
are produced in granular form/pellets and as honeycombs. Because of zeolite wider operating temperature 
range (see table 2) and that they do not contain toxic metals such as vanadium, zeolites based SCR received 
much attention recently. As the reserves of natural zeolite is very limited, and its demanded for the SCR-
NOx technologies are very high and difficult to be accomplished, focus have been moved to production of 
synthetic zeolite for the catalysts preparation, which made these catalysts cost prohibitive.  
Table 3. Characteristics of honeycomb and plate type catalysts 

Honeycomb  Plate   
• High specific surface area  
• High activity in low-dust flue gases (low 

volume) → Low-dust flue gas 
applications  

• Honeycomb length and number of cells 
variable, ~ 6 to 300 (cpsi = cells/in2.) 

• High grade fuels combustion 
 

• Variable pitch  
• Low dust deposition  
• High erosion resistance  
• High poisoning resistance  
• Low pressure drop  
• Plate-to-plate clearance and height variable 
• High flue dust applications 
• Biomass combustion applications 

 
a) b)    

c) 

 
d)  
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Pellets have greater surface area than honeycomb or plate type catalysts but are more susceptible to plugging 
so their use is limited to very clean fuels such as natural gas, and do not apply to the biomass combustion 
system, except when biogas is using. Pellet catalysts in fluidized beds are also available. Besides pellet 
packed beads for biogas engine, applications of wire gauze and foam filled reactors are also applicable [21, 
22] (see fig 4). 

  
Figure 5.  Honeycomb catalyst (left) and plate catalyst module (right) 

A high variety of catalyst supports (pellets, foams, metal wire gauzes, honeycomb monoliths and pleated 
metal plate) are commonly constructed in the form of a fixed-bed reactor, providing high surface area to 
volume ratio. Due to its structural integrity and ease of scale-up the catalytic monolith and pleated metal 
plate structures have been the most widely used. Catalyst elements placed in a frame form a catalyst module. 
The modules stack together in multiple layers creates a fixed reactor bed in a manner that provides total 
required catalyst volume (fig. 5 and 6).  

 

 

Figure 6. Basic design, flow pattern, and equipment used in a typical deNOx reactor 

The NH3-SCR system utilizes gas phase ammonia (NH3), so the ammonia, either in anhydrous or aqueous 
form, has to be vaporized and subsequently diluted with air before injection through spray grid ahead of the 
catalyst (see fig 6). A solution of urea can be used as well. Mixing achieved by system of nozzles further can 
be improved by a static mixer, placed in the flue gas duct. Necessary equipment also includes: SCR reactors, 
ammonia storage tank, air compressor, vaporizers and mixing chamber, ammonia injection grid, piping and 
pumping equipment, steam supply for soot-piping blowers, air ductwork between air blowers, mixing 
chamber, ammonia injection grid,,flue gas insulated duct with turning vanes and expansion joints, ash 
handling system, induced draft fans and associated control instrumentation (fig 6). At the boiler low-load 
operation an economizer bypass has to be used to raise the flue gas temperature to the optimum range for 
SCR systems used commercial catalysts. 

555



 
 

The lifetime of the catalyst dominates the cost of a SCR. Deactivation of catalysts could be chemical, 
thermal and mechanical, caused by mechanisms of: poisoning by vapours of volatile metals and S2, thermal 
degradation/thermal sintering, fouling and plugging by dust, vapor-solid and solid-solid reactions, and 
attrition/crushing resulting in catalyst bed erosion. One of the major challenges for SCR application in 
biomass combustion system are alkali metals present in fairly large quantities in biomass-fuels, which are 
serious catalyst poisons.  

5. Selective non-catalytic reduction (SNCR) 
Selective non-catalytic reduction (SNCR) is a process of reduction of NOx to N2 in the presence of O2 by 
reaction with amine-based reagents, either ammonia (NH3) or urea (CO(NH2)2) at the temperature window 
of 800–1100 °C (see fig. 7), the higher temperature being needed for urea. Although the reagent can react 
with a number of flue gas components, the NOx reduction reaction is favored over other chemical reaction 
processes for a specific temperature range and in the presence of O2; therefore, it is considered a selective 
chemical process [23]. 

 
Figure 7. Scheme of selective non-catalytic reduction 

SNCR systems can reduce NOx emission by 30-70%, but that is highly variable. Peak NOx removal usually 
occurring at 950°C [23] and when the reaction temperature increases over 1000°C, the NOx removal rate 
decreases due to thermal decomposition of ammonia. On the other hand, at lower temperatures the NOx and 
the ammonia/urea do not react and undesirable ammonia slip-stream may increase. Taking NH3 as the 
reagent the reaction scheme is [16]: 
4NH3 + 6NO → 5N2 + 6H2O 
4NH3 + 4NO + O2 → 4N2 + 6H2O 
8NH3 + 6NO2 → 7N2 + 12H2O 
If urea is the reagent the reaction scheme is: 
H2NCONH2 + 2NO + ½O2 → 2N2 + CO2 + H2O 
The reagent ammonia or urea can be injected directly into combustion chamber. Urea-based SNCR have 
advantages over ammonia based systems because urea is non-toxic and as less volatile, thus it can be stored 
and handled more safely. Further urea solution droplets injected into the boiler can penetrate further, 
enhancing the mixing with the flue gas which is particularly difficult in the large units. However, urea is 
more expensive than ammonia and urea based reduction generates more N2O than ammonia-based systems 
[24].  
A critical issue for SNCR systems is finding a proper injection location in accordance with the reduction of 
ammonia slip and the appropriate temperature window for all operating conditions and boiler loads. 
Ammonia slip from SNCR systems could occurs either from injection at temperatures too low for effective 
reaction with NOx or from over-injection of reagent  leading to uneven distribution. The reagent injection 
system must be able to place the reagent where it is most effective within the boiler because NOx distribution 
varies within the cross section. Thus proper SNCR design implies that, more ammonia must find its way to 
the center where more NOx is formed and less near the walls, as they are cooler, otherwise NO in the center 
meets insufficient ammonia for reduction and excess NH3 near the walls slips through affecting on 
downstream equipment by forming ammonia salts. Hence, distribution of the reagent can be especially 
difficult in larger boilers as the long injection distance is required to cover the relatively large cross-section 
of the boiler. The temperature of flue gas in the boiler vary not only within the cross section but also by 
height and may be caused by changes of the boiler load or calorific value of the fuel (which is particularly 
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evident at the biomass use) or be result of the burner configuration, etc. The location of the optimum 
temperature region for SNCR application shifts within lower part of the boiler during low-load operation. In 
order to overcome uneven temperature distribution and imbalances resulting from the boiler load, it is 
necessary to predicts additional injection points/levels to accommodate operations at low loads. Another 
solution is the addition of enhancers such as H2, CO, H2O2, C2H6, light alkanes and alcohols to the reagent 
to lower the temperature range at which the NOx reduction reaction occurs. The use of enhancers reduces the 
need for additional injection locations [25]. Another solution, alhough not in a common practice, is shifting 
of the reactants: to shift the system to ammonia at low-load operation when urea is used at full-load (as 
ammonia corresponds to lower temperature window). 
A typical SNCR system involves: reagent storage and handling systems (similar to those for SCR systems), 
multi-level reagent-injection equipment, and associated control instrumentation. Because of the higher 
stoichiometric ratios required at equivalent efficiency, both NH3 and urea SNCR processes require larger 
quantities of reagent than SCR systems to achieve similar NOx reductions [16]. The SNCR technology is 
attractive due to its relative simplicity, catalyst-free system, ease of installation on existing plants, 
applicability to all types of stationary-fired equipments, lower capital and operating cost, couse it is largely 
unaffected by fly ash and usability with other de-NOx technologies. The main differences between the two 
most commonly used post combustion systems are given in Table 4. 
Table 4. Comparison of SCR and SNCR 
Operating conditions SCR SNCR 

Temperature 250-450oC 800–1100 oC 

Tolerance of 
temperature 
fluctuations 

± 93°C 
For low-load operations, an 
economizer bypass can be used to 
raise the flue gas temperature 

Higher 
Cost effective for seasonal/ variable 
load applications 
For low-load operations additional 
injection points/ addition of enhancers  

Reagent injection Occurs downstream of the 
combustion unit Inside the combustion unit 

Amount of reagent  3-4 times higher than SCR  
NH3/NOxratio 0.8-1 1.5-2.5 

Residence time within 
temperature range 
/space requierement 

Fractions of seconds/  
minimum space Seconds/large space 

Reaction Zone 
Use of a catalyst 
Reaction chamber/bed being separate 
from the combustion unit 

/ 
Reaction chamber = combustion unit 

Reaction Zone 
Geometry No Limits. Pitch variable Limited by spray distance  

and mixing zone 
NH3-slip  At least 2 times higher than SCR 
Cost High capital investment High operating cost 

Design Standard design applicable, without 
major boiler modification  

High sophisticated flow design  
+ control mandatory 

Good candidate For sources which emit less NOx For higher levels of uncontrolled NOx 
and particulate matter  

deNOx efficiency  Lower than SCR 
When a high NOx removal is required and installation space is limited combined tandem application of NOx 
control techniques - hybrid SNCR-SCR (first SNCR, then SCR in the duct) could be the optimal choice. 
This system is typically designed in a manner that intentionally generates NH3 slip from SNCR is used as the 
reagent feed to the SCR catalyst, which provides additional NOx removal. In this way can be achieved an 
overall NOx reduction up to 90% [9]. The catalyst volume required in a hybrid system can be reduced from 
that of an SCR-only application, reducing the space and investments needed and the amount of the reagent 
than the systems are used separately, so that the hybrid SNCR-SCR could represent a fine balance between 
capital and operating costs for a specific NOx reduction level. However, experience with these systems is 
limited. 
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6. Conclusion 
One major difference occurred nowadays in the usage of traditional and new biomass resources are highly 
efficient combustion systems with controlled pollutant emission. The physico-chemical properties of the 
different kinds of biomass affect their thermal utilization; thus the combustion controll techniques and flue 
gas cleaning technologies should be applied. The fuel N content is responsible for NOx formation which 
belong to the main environmental impact factors of biommas combustion. Here, a detailed overview of 
measures for reducing NOx emissions is given, as well as an analysis of the possible solutions for various 
combustion technlogies. Although FGT/post combustion control techniques may have advantages over many 
other combustion control options for given operating conditions and environmental restrictions, economical 
criteria should be also included in decision making. Therefore, a cost study, as well as a technical analysis, 
should be conducted in order to determine the best NOx control application prior to choosing a particular 
technology solution.  
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Abstract: Control of nitrogen oxides(NOx) emission, from combustion of all fuels and consequently 
biomass, is becoming more and more significant technical challenge due to the imposition of increasingly 
strict emission limits. The paper gives a review and analysis of Serbian norms related to NOx emissions 
as well as the legal norms and the experiences of some of the selected European countries. It is 
recommended that the domestic regulations, related in particular to nitrogen oxide emissions, define the 
limits in the case of combustion of agricultural /crop biomass, due to its availability and high content of 
N. 

Keywords: Biomass combustion, NOx emission limits, Straw, Wood. 

1. Introduction 
Biomass is considered economically and environmentally friendly (as it is CO2 neutral and the pollutant 
emissions from biomass are less pronounced in comparison with the coal combustion). Nevertheless, 
knowledge of the biomass combustion emissions of individual hazardous compounds, their environmental 
and health effects as well as understanding how to minimize the emissions of them is essential. The emission 
of nitrogen oxides (NOx) is one of the most important challenges in the field. Multiple negative effects of 
nitrogen oxides is reflected primarily in formation of photochemical smog, ground level ozone and acid rain, 
visibility impairment, causing damage on human and animal health, to natural ecosystems and crops. Over 
90% of nitrogen oxides emitted due to the combustion process makes NO, while the rest is NO2. In the 
atmosphere NO is converted toNO2,so the environmental protection regulations treat all nitrogen oxides as 
NO2. Due to its greenhouse effect nitrous oxide (N2O) is also important, but its emitted quantity is 
significantly less than of the previous two. NOx is formed both from atmospheric nitrogen, N2, by the [1]: 
• thermal (Zeldovich) mechanism - high temperature  (>1300oC) oxidation of atmospheric nitrogen by 

oxygen in combustion air and 
• prompt mechanism - combustion of atmospheric N2 and hydrocarbons in the rich mixture conditions 

/very low air-fuel ratios, 
and from nitrogen contained in fuel by the mechanism of,  
• oxidation of fuel-bound nitrogen which form fuel - NOx also called feed NOx. 
Comprehensive investigations of the biomass combustion derived a few facts related to NOx emissions and 
these are: 
• At the biomass combustion the oxidation of fuel-bound nitrogen is the dominant mechanism of forming 

NOx and an emission-related problem could be expected at fuel-N concentrations above w0.6 % dry [2]. 
The amount of thermal and prompt NOx is negligible due to relatively low combustion temperatures 
conditioned with low melting temperature of biomass ash [1-6]. 

• The formation of NOx from fuel-bound N takes place predominantly in the gas phase oxidation of the 
nitrogenous species released with the volatiles (66–75%) and less through the heterogeneously catalyzed 
oxidation of the N retained in the char(< 25%) [2]. 
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• Nitrogen released with the volatiles from the biomass fuels generally ends up as NH3 (which is attributed 
to the main N functional - amino groups present in biomass), rather than as HCN which is the most 
important precursor for N2O formation. So quite a low N2O concentration is detected during biomass 
combustion [5].  

• Both NH3 and HCN can be oxidized to NO during subsequent combustion: 4NH3 + 5O2 → 4NO + 
6H2O. At the same time, the two precursors (especially NH3) can also serve as reducing agents for NO 
reduction, as follows:  2NH3 + NO + NO2→2N2 + 3H2O. 

• The catalytic effect of the char and ash on NOx formation and reduction is recorded [7]: char provides a 
catalytic surface for the gas phase NO reduction by CO and, similarly, the ash, especially the presence of 
CaO, MgO and Fe2O3, can catalyze NO and NO2 reduction.  

• Compared to coal chars, biomass chars have higher oxidation reactivity, probably as a result of the 
presence of alkalis (catalytically active) in the char matrix [8]. 

• It is difficult to reduce CO and NOx simultaneously - decreasing one may result in an increase of the 
other [1]. 

Knowledge of these is crucial for improving the technology of biomass combustion and therefore for proper 
and adequate choice of deNOx technique. 

2. DeNOx Tecniqes 
For any biomass combustion application, emission reduction besides efficiency improvement is a major goal. 
Accordingly, controlling NOx emissions is becoming a more and more demanding technical challenge as 
tightening emissions regulations are being imposed. The NOx control technologies can broadly be classified 
into: 
1. pre-combustion which involve the use of low nitrogen fuels, 
2. combustion control or primary measures - modifying design and operating features of the combustion 

unit, and  
3. post-combustion (end-of-pipe)techniques or secondary measures - flue gas treatment (FGT) after the 

combustion process. 
Table 1.Clasification of biomass fuels [9] 

Class Type Nitrogen content [w%d.s.f.]  

1 woodlike <0.3 
2 strawlike 0.3-1.0 
3 N-rich >1.0 

The pre-combustion measures refer to some affordable solutions as an informed choice of biomass (e.g. 
knowledge of fertilizer treatment, length of storage and harvest time because natural senescence decreases N 
content as the N is remobilized to the roots or rhizomes) and/or pretreatments with a target of minimizing 
heterocyclic-N –compounds1. The chemical fuel composition has a direct influence on NOx emissions 
therefore in selecting the type of biomass it is necessary to bear in mind the classification given in Table 1. 
The pre-combustion implies also modification of the fuel composition by usage of fuel additives, biomass 
fuel blending and co-combustion with fossil fuels. 
Primary and secondary measures of NOx reduction are given in Figure1. 

                                    
1heterocyclic N compounds seem to decompose mostly through HCN, while amino acids and proteinic - N appear to produce mostly 
ammonia NH3 
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Figure 1. Overview of deNOx techniques 

 

3. Environmental norms related to NOx emissions 
Besides the choice of the biomass combustion and deNOx system employed is based on economic, technical 
and local considerations, it is also largely depends on the applicable legal restrictions concerning the 
environment protection. The emission limitations vary considerably from country to country, which has a 
significant influence on the choice of technology of biomass combustion in them. For the EU member states 
emission limits are established under the regulations arising from Large Combustion Plants (LCP) Directive 
[10], as well as the Waste Incineration Directive (WID) [11]. In doing so, the LCP applies to biomass, which 
is defined as a product of agricultural production and forestry, waste from vegetable production, waste from 
wood processing and food industry, untreated wood waste and bark cork. Guideline 2000/76/EC applies to 
the incineration of all waste. See Table 2. 
Table 2. NOx emission limits under the LCP and WID for solid biomass 

 
LCP (clean biomass) Waste Incineration Directive 

Co-combustion* Stand-alone Stand-alone Co-combustion* 
O2ref. 6% 6% 11% 6% 

MWth ≥ 50 50-100 100-300 >300 <6t/h ≥6t/h 50-100 100-300 >300 

NOx 
[mg/m3] 200 400 300 200 200 400 350 

300 
350 for 

FB 
300 

Note: * Mixing rule applies for composition of total flue gas. 
 

3.1. Austria 
 

Table 6. Emission limits for residential heating boilers  

Feeding system Solid biomass NOx [mg/MJNCV] 
Manual / Automatic Nominal heat output≤300kW 150 

Table 7. Emission limits for steam boilers (STB) and hot water boilers (HWB)  

Wet systems 

NOx control 

Air staging 

Fuel staging 

Flue gas recirculation 

Low NOx burner 

Combustion control 

Optimum combustion 
•  excess air 
• temperature  
• water or steam injection 

 

reduction 

Flue gas treatment (FGT) 

Absorption/Scrubbing 

Dry systems 

SNCR 

NSCR 

 
SCR 

Electron beam FGT 

Pulsed corona discharge 
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Nominal fuel 
capacity 
[MW] 

 

NOx[mg/m3
0,ref. 13% O2] 

STB 
HWB 

natural wood wood residues contaminated wood residues 

0.15-5 - 250 300 500 
5-10 - 250 300 350 

10-50 - 200 200 350 
50-300 300 200 200 350 
>300 200 200 200 350 

 

3.2. Denmark 
Recommendations for emission limitations are given in national guidelines [12, 13] and limits adopted in 
accordance with the approval of local authorities/communities about the impact of the plant on the 
environment. 
Table 8. NOx emission limits in Denmark 

Fuel input [MW] NOx [mg/ m3
o,ref. 10% O2] 

Wood, like wood pellets, sawdust, woodchips, grain, straw 
>5 300 

 

3.3. Finland 
General emission limits for domestic bio-fuels (wood, wood waste, peat, straw) are shown in Table 9.Local 
authorities may set more stringent requirements for limiting emissions. 
Table 9. NOx emission limits in Finland 

Heat output[MW] NOx [mg/ m3
o, ref. 6%O2] 

50-300 400 
100-300 300 

>300 150 
 

3.4. Germany 
 
Limits of NOx emissions are shown in Table 10 below. 
Table10. NOx emission limits in Germany  

Fuel input[MW] NOx [mg/m3
0] 

Straw and similar (ref.13%O2) 1.BImSchV [14] 
<0.1 - 
Straw and similar (ref.11%O2) TA-Luft 5.4.1.3 [15] 
0.1-1 500 
1-50 400 
Clean wood (ref.11%O2) TA-Luft 5.4.1.2.1 
1-2.5 250 
2.5-5 250 
5-50 250 
Clean wood (ref.13%O2) 1.BImSchV 
0.015-1 - 
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Fuel input[MW] NOx [mg/m3
0] 

Used wood, low contamination (ref.13%O2) 1.BImSchV 
0.05-1 - 
Used wood, low contamination (ref.11%O2) TA-Luft 5.4.1.2.1 
1-50 400 
Used wood, high contamination (ref.11%O2) 17.BImSchV 
all 200 

 

3.5. Netherlands 
 
When defining emission limits, Dutch legislation made the difference between pure biomass (as defined in 
LCP) and all other types of biomass to be treated as waste (WID).General guidelines are: 
• For combustion and co-combustion of clean solid biomass from agriculture, forestry and landscape 

maintenance operations as defined in the European LCP Directive (chaste tree, grass and remnants of 
composting, etc.), the so-called BEES-A applies 

• For all other solid fuels based on biomass, applies BVA (derived from WID).This refers to the waste 
from vegetables, fruit and garden waste, slops, animal manure, mixed industrial waste, etc. 

• BEES-B applies to gaseous fuels produced from anaerobic digestion or gasification of biomass which 
burns in a gas engine. 

• An exception was made for the burning of waste in the form of pure wood in industrial installations of 
less than 5MWth owned by manufacturer of timber. In such cases, applies NER-BR for waste clean 
wood. 

Table11. Defined NOx emission limits in the Netherlands [16] 

 
BEES-A 

Clean solidbiomass 
[mg/m3

0, 6% O2dry] 

NER 
Clean waste 

wood [mg/m3
0, 

11% O2dry] 

BVA 
Stand-alone contaminated solid 
biomass [mg/m3

0, 11% O2dry] 

BVA 
Co-firing contaminated 
solid biomass [mg/m3

0, 
11% O2dry] 

NOx 
200 (>300MWth) 
100 (<300MWth) 

400(>250MWth) 130(ηel.eq>40%,<20MWth),  
70 (others) 

100 (<300MWth) 
200 (>300MWth) 

 

3.6. Belgium 
 
In the French-speaking part of Belgium, Wallonia, emission limits are defined by building permit as there are 
no official overall emission limits. The values in the Table 12 are generally the ones to which local 
authorities granted building permits. 
Table12. Defined NOx emission limits in Belgium 

Heat output [MWth] NOx [mg/ m3
o, ref.11%O2] 

Clean wood/plant existing new 
0.5-1 500 500 
1-5 500 250 

5-50 400 250 
 

3.7. Norway 
For combustion installations with a capacity exceeding about 5 MW individual licenses are issued. The 
degree of specification limits emissions vary depending on the type of fuel, the plant size and date of issue of 
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the license. Thus, newer licenses that regulate emissions are more precise and more rigorous than older. 
Combustion installations covered by the Directive on Integrated Pollution Prevention and Control (IPPC) 
[17] is generally regulated on the basis of the best available technology (BAT). Emission limits given in 
Table 13 are those for combustion installations smaller than 50MW burning biomass that not covered by the 
IPPC Directive and which are in accordance with Norwegian Pollution Control Authority (SFT) [18].They 
provide guidance for bodies that issue licenses and, in certain cases, more emission values are granted. 
Table13.Defined NOx emission limits in Norway 

Capacity[MW] NOx [mg/m3
o,ref.11%O2] 

Biomass combustion installations  Existing New 
0.5-1 - 250 
1-5 - 250 
5-20 300 

200 
20-50 300 
 

3.8. Sweden 
Emission limits are generally determined by the approving authorities. 
• For small-scale domestic appliances up to 300 kW, regulates only the emission of organic gas 

compounds (OGC) and carbon monoxide (CO). 
• For plants between 300kW-50MW emissions of nitrogen oxides in practice are limited by the system of 

NOx taxes, and refer to plants that produce more than 25GWh annually. 
• Plants with capacity of  over 50 MW 
Table14. Defined NOx emission limits in Sweden 

Capacity[MW] NOx[mg/ m3
o,ref.6%O2] 

Biomass combustion installations  Existing New 
50-100 600 400 
100-300 600 300 
300-350 600 200 
350-500 600 200 
> 500 500 200 

 
3.9. Switzerland 
For installations of less than 70kW, the emission limit value refers to the type test only and it is not subject to 
the control of emissions in practice. Emission limit values for installations larger than 70 kW which should 
be guaranteed in practice and which are planned to be implemented are given in table Table15. 
Table15. Defined NOx emission limits in Switzerland [19] 

Capacity[MWth] Ref. O2 [%vol] NOx[mgNO2/ m3
o] 

0.07-1 13 2501 

1-10 11 2501 
>10 11 150 
Note: 1 for a mass flow of more than 2.5kg/h 
 

3.10. Spain 
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In Spain there are no national emission limitations for small and medium-sized biomass combustion plants. 
Royal Decree 430/2004 establishes emission limits for large biomass combustion plants (>50MW), in 
accordance with the LCP. Ministry of Industry, Tourism and Trade has issued the document “The technical 
guide for biomass heating boilers installation in buildings”, which indicates that the combustion products in 
these installations must comply with the environmental requirements established by the national, regional 
and local authority bodies, in line with EN 303-5 Standard for emission limits specification. The latter, 
however, does not define NOx emission limits, but emission limits for CO, OGC and particles. 

 

3.11. Serbia 
 
Table16. Emission limit values for nitrogen oxides (NOx) expressed as NO2 in accordance with the Regulation on 
emission limit values of air pollutants  [20] 

Size  Capacity[MWth] Type of fuel Ref. O2 
[%vol] 

NOx 
[mg/m3

o] 

large 

50 -100 
solid biomass 6 

400 
100 - 300 300 

> 300 200 
50 -100 

liquid fuels 3 
400 

100 - 300 200 
> 300 200 
>50 gases other than natural gas 3 200 

medium-
sized 

1-50 wood &wood residues 11 250/3002 
5-50 liquid fuels 3 350 

10-50 gases other than natural gas 3 200 

small 

0.1-1 
other solid fuels different 
from coal, briquettes from 

coal and coke 
13 250 

< 5 

fo
r f

ac
ili

tie
s i

n 
w

hi
ch

 

the water temperature is lower 
than 110 °C and overpressure is 
not more than 0.05 MPa 

liquid fuels 

3 100 

the water temperature in boiler 
is more than 110°C and lower 
than 210°C and the 
overpressure is >0.05 MPa and 
less than 1.8 MPa 

3 200 

the water temperature is higher 
than 210°C, and the 
overpressure is greater than 1.8 
MPa 

3 250 

 

4. Conclusions 
On the basis of represented national NOx emission limit values for some European countries, it can be 
concluded that mainly large and medium-sized plants are subjected to strict emission regulations. Exceptions 
are countries such as Austria, Germany, Belgium and Norway, which define emission limits for facilities of 
less than1MW. Serbian Regulation on emission limit values of air pollutants which defines allowable 
emission values clearly regulate emission limits for solid biomass that is combusted, while this is not the 
case with liquid fuels. Namely, nowhere is written categorically that liquid fuel may be of biomass origin, 

                                    
2at the combustioninFB 
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while biogas can be classified under the category of “gases other than natural gas”. Allowable emission 
limits from large and medium-sized plants for biomass combustion are generally aligned with the regulatory 
standards of listed European countries. According to the values of this Regulation, Serbia is one of those 
with stricter restrictions on the NOx emissions at the combustion of biomass in small facilities. Restrictions 
related to the combustion of gaseous fuels in small installations apply only to natural gas. It should be noted 
in particular that the Regulation on limit values for emissions of air pollutants does not define NOx emission 
limit for combustion of biomass that is not of wood nature, which can be considered as a failure, especially 
when taken into account that 63% of the available amount of biomass in Serbia is biomass from agricultural 
production. The crop biomass, which accounts the largest part of agricultural biomass, is characterized by a 
very high N content due to its intensive fertilization. Due to the significant reserves of agricultural biomass 
and the fact that it, as a rule, emits higher amounts of nitrogen oxides, as well as because that for small plants 
the introduction of a FGT system is usually not economically justified, it is necessary, to define more lenient 
emission limits for combustion of this type of biomass. In this sense, it is useful to look upon the practice and 
experience of developed agrarian countries such as are Denmark and Germany. 
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Abstract: In order to decrease of air pollution from Thermal Power Plant (TPP) to the level prescribed by 
the national and EU legislative, Electric Power Industry of Serbia (PE EPS) have started with 
reconstructions and modernization of the electrostatic precipitators on all their units since 2003. 
Electrostatic Precipitator System (ESP) of the unit B1 of TPP Kostolac B has been modernized as a part 
of rehabilitation of the whole Unit B1 in 2014. Laboratory for Thermal Engineering and Energy, Institute 
of Nuclear Sciences Vinča, performed control measurements in accordance with ISO 9096, EN 15259 and 
EN 13284-1 standards in May 2015. Paper presents results of the control measurements of particulate 
matter concentration performed at upgraded ESP at unit B1 of TPP Kostolac B, results of laboratory 
analysis of the coal samples taken during the test, working parameters of the unit/upgraded ESP and 
results of the calculations.  

Keywords: emission, electrostatic precipitator, particulate matter, reconstruction. 

 

1. Introduction 
 
The requirements of international document [1] relating to the SOx NOx and particulate matter emission 
limitation from Large Combustion Plants have been incorporated into relevant domestic legislation (Low on 
air protection and Regulation on Emission Limit Values for the air pollutants, Official Gazettes of the 
Republic of Serbia 36/09 and 71/10 respectively). The requirements incorporated in theese and elaborated in 
other documents [2-3], have initiated action plan for reconstruction and modernization of electrostatic 
precipitator systems (ESP) of all thermal units within the PE EPS since 2005 [4-8]. The primary goal was to 
reduce annual emissions of particulate matter in the air from 66 900 t/year to the level of 5850 t/year, giving 
the priority to the units under rehabilitation. 
Within this project, China Machinery Engineering Corporation (CMEC) undertook rehabilitation and 
modernization of ESP of the unit B1 of TPP Kostolac B in the period from 01.03.2014. to 28.12.2014. After 
the reconstruction, the control test has been performed at the beginning of exploatation period of this 
upgraded system [10]. The results of control tests should be indication if upgraded ESP, under normal and 
guarantee working conditions of the boiler and ESP, fulfill legislative demands regarding concentration of 
particulate matter in flue gases Ke [mg/Nm3] at the exit of upgraded ESP (not exceed value of 50 mg/Nm3, 
dry flue gas at normal conditions and oxygen content of 6%). The concentration is calculated as: 
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 md – total mass of dust collected, 

  sV - total volume of flue gas sucked during the dust collection, corrected for the normal condition.  
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This paper presents results of the measurements and determination of particulate matter concentration Ke. 
Measurements are performed in accordance with standards ISO 9096, EN 15259 and EN 13284-1. In 
addition, this paper presents results of laboratory analysis of the coal samples taken during test, working 
parameters of the unit and upgraded EPS during the tests as well as results of the calculations [10]. The 
results of the measurements confirm that particulate matter concentration, at the exit of the reconstructed 
electrostatic precipitators are below guaranteed values, thus confirming the effectiveness of the ESP 
reconstruction and modernization. 
 

2. Basic Data of Unit B1 
According to [1] TPP Kostolac B is a Large Combustion Plant, consisting of 2 units, each of 348.5 MW 
nominal unit power level. Pulverized coal steam boiler of unit B1 TPP Kostolac B, produced by SES 
Tlmače, Slovakia (commissioned in the 1988 year) is of tower type with forced circulation. Unit is used as 
based load (continuous power generation ~6500 h/year) according to power demand by PE EPS. 
Boiler and the turbine of the unit B1 were upgraded in 2014. The reconstruction goals were to prolong the 
life cycle for 25 years and to lower particulate matter and NOx emission at continuous power level of 350 
MW. Technical parameters of the upgraded steam boiler of unit B1 are presented in Table 1. 
 
Table 1. Basic technical characteristic of the upgraded steam boiler  

Parameter Unit Value 
Nominal HP steam flow t/h 1000 
Steam pressure at the boiler outlet bar 186 
HP steam temperature °C 540 
Steam pressure at RH1 inlet bar 46,1 
Temperature of reheated steam °C 540 
Boiler Energy Efficiency % 87.8 

 
TPP Kostolac B is burning coal supplied from local open pit mine Drmno, with a wide range of quality. 
Typical range of Drmno lignite quality characteristics and design/guarantee values for the upgraded EPS 
operation are given in Table 2: 
 
Table 2. Basic data of Drmno lignite 

Characteristics Unit Range Design/Guarantee value 
Lower Calorific Value kJ/kg 5860 ÷ 7300 6700 
Ash Content % 22 ±3 20 ±2 
Combustible Content % 32 ±3 30 
Moisture Content % 45 ÷ 53 48 
Sulphur Content % 0.52 0.52 

 

3. Basic Data of the upgraded ESP  
The original ESP at the exit of boiler Unit B1 were produced and installed in 1988 by Cottrel, Germany. 
Parameters of the original ESP are presented in the Table 3. 
 
Table 3. Basic technical characteristic of the original ESP, unit power level of 348.5 MW 

Parameter Unit Value 
Flue gas flow rate per left/right part of ESP  Nm3/s, wet 475 
Flue gas temperature at the inlet of ESP °C 150-200 
Flue gas dew point temperature °C 64 
Pressure drop across ESP mbar 2.5 
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Flue gas velocity in the ESP at 100% boiler capacity  m/s 1.81 
Flue gas velocity in the ESP at 80% boiler capacity m/s 1.45 
Total surface of the deposition electrodes m2 2x19600 
No of electric fields per left/right part of ESP  4 
Dedusting efficiency at 100% boiler capacity % 99.7 
Dedusting efficiency at 80% boiler capacity % 99.84 
Particle matter concentration (wet gas) at the ESP inlet g/Nm3 50.31 
Particle matter concentration (wet gas) at the ESP exit mg/Nm3 150 
Total install electrical power of ESP system kVA 704.44 
Dimensions of ESP: long/wide/high without hoppers m 21.2/15.9/15.735 

 
The actual collection (dedusting) efficiency of the old ESP was below the design values. Reported particulate 
matter concentrations were between 363 mg/m3 and 603 mg/m3 [2, 9]. However, even in the case of 
dedusting efficiency design value, the output particle concentration in flue gas still exceeded the permissible 
value of 50 mg/Nm3, so it was necessary to carry out the reconstruction and rehabilitation of the ESP. 
In order to achieve new more rigorous operating conditions, the modernization of EPS at unit B1 included 
following improvements: 

1. decrease of flue gas/particles axial velocity through the ESP, 
2. increase of the particles and fly ash residence time in the ESP and 
3. significant increase of collecting electrodes area in the new ESP.  

All of the above requests have led to the significant increase of ESP chamber dimensions. In the longitudinal 
direction, increase of ESP length (from 21.2 to 29.2 m) was limited to existing distance between the boiler 
house wall and flue gas fan foundation, which was not allowed to move. The height of the existing ESP 
chamber is raised from 15.7 m to 21.0 m, while the width of ESP is increased from 2 x 15.9 m to 21.2 + 22.5 
m. Basic technical characteristics of the upgraded ESP after reconstruction and modernization are presented 
in Table 4. 
 
Table 4. Basic techical characteristic of the upgraded ESP B1 TPP Kostolac B 
Characteristic Unit Value 
Effective field high m 15 
Effective field length m 26/125 
Number of gas passages  220 
Gas passages spacing mm 360+400 
Collecting surface m2 88806 
Flue gas forward flow velocity m/s 1.372 
Treatment time s 19.03 
Outlet flow control baffling  Yes. screen plates 
Discharge electrode  Rod with spikes 
Collecting electrode  BE 
Max continuous voltage at the electrode kV 72/66 
Max continuous current at the electrode mA 1400 1600 1600 1600 1600 1000 
Max continuous power kVA 100.8 105.6 105.6 105.6 105.6 72 

 
New, bigger ESP housing and specific disposition of collecting and discharge electrodes enabled following 
improvements: 
 increase of collecting electrodes total area more than 2 times (from 2 x 19 600 m up to 88 806 м2), 
 axial flue gas velocity through the ESP decreased from 1.81 m/s to 1.372 m/s,  
 flue gas and particles residence time in the electric field area increased from 9.6 s to 19 s,  
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 increased number of independent electrical fields; upgraded ESP has 24 independent electrical fields 
in 4 parallel series (two series in the left ESP chamber and two in the right ESP chamber). Each 
series has 5 collection zones; the first zone is electrically divided in two independent fields so both 
left/right chamber of the ESP have 12 HV T/R Units, in total 24 for whole ESP. 

Due to increased wide and height of the ESP chamber, completely new flue gas ducts with shut-off dumpers 
(of the louvers type) and expansion joints as well new inlet hoods and outlet hoods were installed. Exit flue 
gas ducts are refurbished and upgraded. The flue gas ducts and hoods are equipped with new gas distribution 
devices to improve flue gas distribution i.e. to obtain uniform flue gas distribution profile and to decrease the 
erosive effect of the dust particles. 
 

4. Description of measurement site and plane 
At the inlet of upgraded ESP there is a small (narrow) measuring platform in front of measuring cross section 
on both left and right inlet flue gas duct (Figure 1).  

 

 
Figure 1. Location of the measuring plane at the inlet and outlet of upgraded ESP of unit B1  

 
 

Figure 2. The geometry of measuring planes at the inlet (left) and exit (right) of the unit B1 ESP  
 
Measuring cross sections at the inlet of the ESP are 5.02 m wide with 4 measuring axes and 5.49 m deep 
with 4 measuring points/axis (Figure 2 - left). Measuring cross sections at the exit of the ESP are in vertical 
flue gas channel, in the front of left/right flue gas ventilator. The measuring cross sections are 4 m wide with 
5 measuring axes and 4 m deep with 4 measuring points/axis (Figure 2 - right).  
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This measuring cross section is equipped with the narrow permanent working platforms at the level of 10.3 
m, which is not correct according to EN 15259 and EN 13284-1 and new wider working platforms have been 
build before the start of control test. Just in front of these planes (in the left and right channel) the optical 
sensors (opacity matters) for continuous measurements of dust emission are installed. These measuring cross 
sections are used for calibration measurements of automated measuring systems according to EN 14181. 
 

4. Test Methods  
Velocity measurements was performed according to ISO 3966:1977 and ISO 10780:1994 using standard 
Pitot tube and micro manometer for static/dynamic pressure drops measurements. Volume fraction of 
moisture in flue gas was measured by condensation and adsorption on silicagel and subsequent gravimetric 
method according to EN 14790:1994 standard. Oxygen and carbon dioxide content in the flue gas were 
measured in accordance with standards EN 14789:2005 and ISO 12039:2001. Density of the flue gas at the 
measured cross section is calculated based on measured static pressure, temperature and gas composition 
(O2, CO2, moisture).  
Total particulate matter measurements were performed with two in stack isokinetic sampling systems in 
accordance with standards ISO 9096:2003. The schematic of an “in-stack” filter sampling equipment on a 
dry basis is presented on Figure 3. 
Pre-sampling treatments of the filters was carried in the dry oven at 160 °C for >1 h followed by 8 h cooling 
in the desiccators located in the temperature controlled weighing room. Post-sampling treatments of the 
filters was carried in the dry oven at 160 °C for >1 h followed by 8 h cooling in the desiccators located in the 
temperature controlled weighing room. 
 

 

 

Legend:  
1 Stainless steel entry nozzle,  
2 filter holder,  
3 Pitot tube,  
4 temperature probe,  
5 temperature measurement,  
6 static pressure measurement,  
7 differential pressure measurement,  
8 support tube (in-stack device),  
9 cooling and drying system,  
10 suction unit and gas-metering device,  
11 shut-off valve,  
12 adjustment valve,  
13 pump,  
14 flow meter,  
15 dry gas flow meter,  
16 temperature measurement,  
17 barometer. 

Figure 3. Schematic of the “in-stack” sampling equipment  
 
Post-sampling treatments of the rinsing solution is done by evaporation in an oven at 120 °C at ambient 
pressure and drying in the oven at 160 °C for >1 h followed by 8 h cooling in the desiccators located in the 
temperature controlled weighing room. Weighing of the filter was performed with electronic balance of 0.1 
mg resolution, located in the thermally controlled room. Effect of barometric pressure variation during post 
sampling compared to pre sampling weighing period was taken into account for correction of apparent 
masses. 
Within the framework of control test, a series of three measurement were carried out on both flue gas 
channels simultaneosly. During the test, boiler of unit B1 was normaly operated, according to operational 
instructions after the reconstruction, but at reduced parameters of main steam pressure (173 bar), mass flow 
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rate (972 t/h) and unit power level (327 MW). Based on unit B1 computer process data, the regimes were 
very stable including coal quality, based on relative coal mass flow rate [10]. 
 The following measures of quality assurance are implemented during the execution of the tests: 

• stationary source conditions, 
• leak check of the sampling train, 
• isokinetic flow rate criteria, 
• deposits of dust on non-weighed parts upstream of the filter, 
• overall blank sample and validation of sample collection. 

During the control test, upgraded ESP of Unit B1 was normaly operated, according to operational 
instructions after the reconstruction. All electric field parameters: electrode high voltage and current of all 
fields were regular.  

4. Results of the measurements and calculations 
Basic characteristics of coal used during control test of upgraded ESP of Unit B1 are presented in Table 5. 
These characteristics are determined by laboratory analysis in accredited laboratory of Institute Vinča, 
performed on coal samples taken during the Control test.  
High coal quality (higher net calorific value, lower moister content and especially lower ash content 
compared to design/guarantee velues) was in favor of high efficiency of the ESP. Exception was impact of 
somehow lower sulphur content than guarantee [10]. 
 
Table 5. Basic coal characteristics during Control test of upgraded ESP of Unit B1 

Coal quality Unit Guaranteed 
value 

Measured 
Value Test 1 

Measured 
Value Test 2 

Measured 
Value Test 3 

Low heat value kJ/kg 6589 8485 8301 8554 
Ahs content % 23.7 22.02 21.92 21.14 
Combustibles % 32 38.20 37.68 38.26 
Moisture content % 44.4 39.78 40.40 40.60 
Sulphur content % 1.17 1.04 1.00 0.87 

 
Table 6. Guarantee values and Control test results of upgraded ESP Unit B1 

PARAMETER Unit Guaranteed 
value 

Measured 
Value Test 1 

Measured 
Value Test 2 

Measured 
Value Test 3 

Gross Unit power level MW 350 327.16 326.68 327.98 
Flue gas temperature Left/Right ESP inlet °C 180 157.2/175.5 158.8/173.6 156.3/176.5 
Flue gas temperature Left/Right ESP exit °C  157.9/171.4 157.7/170.5 154.2/169.7 
O2 content in the flue gas Left/Right ESP inlet %  5.80/5.88 6.08/5.93 6.03/5.50 
O2 content in the flue gas Left/Right ESP exit %  5.84/6.96 6.11/6.95 6.06/6.95 
CO2 content in the flue gas Left/Right ESP 
inlet %  13.49/13.43 13.22/13.36 13.27/13.77 

CO2 content in the flue gas Left/Right ESP 
exit %  13.50/12.47 13.24/12.44 13.30/12.44 

H2O content in the flue gas Left/Right ESP 
inlet %  17.87/17.80 17.82/17.98 18.09/18.52 

Flue gas flow rate1 at the ESP inlet Nm3/h 1 800 870 1 414 443 1 439 471 1 377 229 
Flue gas flow rate1 at the ESP exit Nm3/h  1 573 555 1 581 621 1 549 321 
Dust concentration in flue gas at ESP exit 2 mg/Nm3 <50 45.9 50.4 48.0 

1 at standard conditions of flue gas: 0°C, 101325 Pa, dry, O2 as measured,  
2 at following conditions of flue gas: 0°C, 101325 Pa, dry, O2=6% 
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The unit operating parameters during the tests as well as test results of particulate matter emission for both 
ESP are presented in Table 6 [10]. The flue gas flow rate and temperature were very stable but below 
garantee values which had positive imact on ESP efficiency performance. 
Averaged mean particulate concentration at the exit of upgraded ESP of Unit B1 for the performed 
Performance test was 48.11 mg/Nm3, i.e. below guaranteed value of 50 mg/Nm3. 

5. Conclusion 
According to Phase I of Kostolac-B Package Project, rehabilitation and modernization of ESP of the unit B1 
of TPP Kostolac B was performed by China Machinery Engineering Corporation in the period from 
01.03.2014. to 28.12.2014.  
By the modernization of EPS at unit B1 significant increase of ESP chamber dimensions were obtained. In 
the longitudinal direction, increase of ESP length was from 21.2 to 29.2 m and was limited to existing 
distance between the wall of the boiler house and foundation of flue gas fan. The height of the existing ESP 
chamber is raised from 15.7 m to 21.0 m, while the width is increased from 2 x 15.9 m to 21.2 + 22.5 m. 
New bigger volume of ESP enabled an increase of the length as well as spacing between the electrodes. Due 
to increase of the new ESP chamber dimensions and specific disposition of collecting and discharge 
electrodes, increase of collection electrodes total area, decrease of the flue gas velocity through the ESP and 
increase of particles residence time in the electric field area was obtained. 
Control test of upgraded ESP was performed after the reconstruction of ESP according to ISO 9096 by 
Institute of nuclear sciences Vinča, Laboratory for thermal engineering and energy.  
The unit power level was stable at the level of 327 MW during the test, which is below nominal continious 
value of 348.5 MW. Coal characteristics as analysed by laboratory tests on coal samples taken during the 
measurements, were about or over the upper range value.  
As a result of control tests, the averaged mean particulate concentration at the exit of upgraded ESP of unit 
B1 is found to be 48.1 mg/Nm3, i.e. below guaranteed value of 50 mg/Nm3. 
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ABSTRACT 
 
According to Article 20 of the Treaty establishing the Energy Community, the Republic of Serbia 
has accepted the obligation to implement European Directives in the field of energy efficiency and 
use of renewable energy sources (hereinafter RES). The introduction of the Directives into National 
legislation has resulted in numerous changes and amendments to the laws and bylaws, followed by 
national action plans and strategies.  
The paper gives an overview of National Action Plan for Renewable Energy Sources developed by 
Ministry of Energy, Development and Environmental Protection of the Republic of Serbia, 
analyzing available potential of RES use. The major goal is to decrease energy consumption in the 
field of heating and cooling by combining energy-efficient techiques and application of RES. In this 
paper, special emphasis is placed on the application of heat pumps using outdoor air as a heat 
source. Analyzed are operating conditions of the heat pump during heating seasone, using weather 
data for Belgrade. The estimated energy savings and reduced heating costs are presented in 
comparison with the measurement results. The results are discussed in terms of reduction of energy 
consumption and cost effectivness of heat pump application. 
 
Keywords: energy efficiency, heat pump, renewable energy, energy consumption, COP, energy 
savings, cost effectiveness 
 
INTRODUCTION 
 
Based on all conducted analyses, studies and projects in the last decade, it is evident that the final 
energy consumption in the building sector is dominant and growing, as indicated in the energy 
balance of the Republic of Serbia [1]. Recognizing the importance of this problem, the Ministries in 
charge of energy and construction of the Republic of Serbia began a systematic campaign to 
approach solving the problem of uncontrolled, disorganized, irrational and unsustainable use of 
energy and fuels in all sectors. Adopted are numerous documents, which provide a route to 
organized and sustainable treatment of energy issues, including: Energy Law, the Law on Planning 
and Construction, the Law of Efficient Use of Energy, Energy Development Strategy of the 
Republic of Serbia, the Regulation on the Implementation Program of the Energy Development 
Strategy, the First and the Second National Action Plan for Energy Efficiency, Regulation on 
Energy Efficiency in Buildings, Regulation on conditions, content and manner of issuing 
certificates on the energy performance of buildings, etc. Institute for Standardization of Serbia, 
through the involvement of several Commissions for Standards, introduced in the national 
framework a large number of European and International standards in this area, which, to a large 
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extent, facilitated the process of implementation of relevant legal documents. Formed is the Central 
Register of Energy Passports (CREP), connected to databases of Serbian Chamber of Engineers and 
Cadastre, a software platform that provides numerous options for all users, starting from a licensed 
engineers, through legal authorities and persons who need information about the process of energy 
certification, to Ministry of construction and urban planning, which oversees the entire process. 
Thus, it is possible to conclude that the barriers for implementing energy efficiency improvements 
in the area of legislative framework are almost obsolete.  
According to Article 20 of the Treaty establishing the Energy Community, the Republic of Serbia 
has accepted the obligation to implement European Directives in the field of use of Renewable 
Energy Sources (hereinafter RES) - Directive 2009/28/EC of the European Parliament and of the 
Council of 23 April 2009 on the promotion of the use of energy from renewable sources and 
amending and subsequently repealing Directives 2001/77/EC and 2003/30/EC. In accordance with 
Directive 2009/28/EC binding targets for Member States of the European Union are set to ensure 
that the RES, in 2020, accounted for 20% of the gross final consumption at the level of the 
European Union [2]. The same methodology of the Directive, which was used to calculate the 
targets in the field of RES for EU member states, is applied to the other members of the Energy 
Community, with the difference that the base year for calculating the specific targets is set to 2009. 
instead of 2005. In accordance with Directive 2009/28/EC and the Decision of the Ministerial 
Council of the Energy Community of October 18, 2012 determined is an ambitious binding target 
for the Republic of Serbia, which is 27% renewable energy in its Gross Final Energy Consumption 
(hereinafter GFEC) in 2020. 
 
RENEWABLE ENERGY SOURCES 
 
Renewable energy sources, with an estimated technically exploitable potential of about 5.6 Mtoe 
per year (Figure 1) can significantly contribute to the reduced use of fossil fuels and to the 
improved environmental conditions. Of the total of available technical potential of RES Republic of 
Serbia is already using 35% (0.9 Mtoe of used hydro potential and 1.06 Mtoe of the potential 
biomass and geothermal energy) [3]. 
The use of RES in the previous period was based on the production of electricity from large river 
flows, and the use of biomass, mainly for heating purposes in households, to a lesser extent in the 
industry. According to the data from the energy balance of the Republic of Serbia for 2009, the 
share of electricity from hydropower in GFEC amounted to 9.6% (28.7% in the electricity sector), 
while the share of thermal energy from biomass in GFEC amounted to 11.5% (27.5% in the sector 
of heating and cooling) [3]. 
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Figure 1 RES structure in the Republic of Serbia [3] 

 
According to the Directive  2009/28/EC, energy from renewable sources’ means energy from 
renewable non-fossil sources, namely: wind, solar, aerothermal, geothermal, hydrothermal and 
ocean energy, hydropower, biomass, landfill gas, sewage treatment plant gas and biogases [2]. Of 
the three sectors of energy consumption, the bulk of energy consumption is in the heating and 
cooling sector. Predicted changes of gross final energy consumption according to the scenario with 
measures for energy efficiency, for the period from 2010 to 2020, is shown in Figure 2. It can be 
seen clearly, with the diagram shown in Figure 2, that the biggest savings are projected in the 
heating and cooling sector [3]. 
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Figure 2 GFEC in total and by sectors – according to the scenario with measures for energy 

efficiency [3] 
In order to contribute in sustainability and energy savings for heating and cooling, it is necessary to 
take into account all possible application of RES. Since the majority of building stock in Serbia are 
single family houses, both in urban and rural environment (approximately 50%) [5], it is evident 
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that this subsector is dominant potential for energy savings. It is shown that around 40% savings are 
possible with application of cost effective energy retrofit measures concerning single family houses, 
with average investment of 35 euro/m2 and payback period up to 8 years [6]. 
 
AIR TO WATER HEAT PUMP APPLICATION 

 
Although the outdoor air is not considered as RES potential in the National Action Plan for 
Renewable Energy Sources, it shouldn’t be ignored when it comes to single family houses. To this 
end, this paper analyzes the potential of outdoor air as a heat source for heating, for the Serbian 
climate conditions. Diagram on figure 3 is showing outdoor air temperature variation during the 
heating season, in accordance with the data of Typical Meteorological Year (hereinafter TMY) for 
Belgrade [4]. It can be seen that the heating season lasts approximately 180 days, and that the 
emergence of low temperatures is typical for several periods in December and January. 
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Figure 3 Outdoor air temperature variations during the heating season [4] 

 
 
With the outdoor air temperature decrease, it is necessary to increase supply hot water temperature 
in heating system, in order to cover heat losses of the building and maintain thermal comfort. On 
the other hand, this affects lowering of evaporation temperature and increase of condensing 
temperature of the refrigerant in the heat pump. Since the Coefficient of Performance (hereinafter 
COP) varies depending on the evaporation and condensing temperature relation, and the efficiency 
of utilization of outdoor air in the winter months is variable. Refrigerants that are in common use in 
air to water heat pumps of new generation is R 407c and R 410a, regarding improved environmental 
features. Figure 4 is showing COP variation depending on the condensing and the evaporation 
temperature for refrigerant R410a [7], [8].  
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Figure 4 COP variation depending on the condensing and the evaporation temperature for 

refrigerant R410A [7], [8]  
 

Introducing the assumption that the evaporation temperature of refrigerant is lower by 3oC than the 
air temperature, as well as the assumption that the condensing temperature is 2oC higher than hot 
water supply, obtained is a theoretical dependence of COP and the outdoor air temperature. 
Mentioned assumptions are based on monitored operation of a heat pump during the heating season 
2014/15. Diagram on figure 5 is showing the theoretical operating regime of the heat pump: the 
change of evaporation and condensing temperatures and variation of COP depending on the outdoor 
air temperature. The established dependence enables calculation of daily electricity consumption for 
the operation of the heat pump. 
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Figure 5 Theoretical operating regime of heat pump depending on the outdoor air 

temperature 
 
 
When carrying out analysis of implementation of energy retrofit measures in buildings, as a rule, 
first applied measures are to improve the building envelope. This process reduces the need for a 
final overall energy for heating. However, these measures do not necessarily lead to a reduction in 
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energy consumption. Namely, it is necessary to adapt the existing heating system to the new 
conditions. The existing heating system is then oversized and is usually adjusted using an automatic 
control. For radiator heating system it is necessary to lower the temperature-mode and adjust the 
heating curve to the new conditions. 
 
In the further analysis considered is a replacement of the existing central electric heating boiler with 
a heat pump, and transition to low-temperature heating mode (63/48oC). It should be noted that the 
new temperature regime determines whether the heat pump can be used as monovalent heat source. 
If this is not a case, it is necessary to include an additional heat source. The selection of the heating 
capacity of the heat pump is then linked to the limit value of external air temperature, which enables 
selection of smaller and cheaper unit. Figure 6 is showing heating curve for the low-temperature 
radiator heating. It can be seen that limit temperature value is -7oC. When the outdoor air 
temperature reaches values lower than -7oC, additional heat source starts with operation. 
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Figure 6 Heating curve for low temperature radiator heating (63/48oC) 

 
In order to gain a better overview of the heat pump operation during the entire heating season, it is 
necessary to observe frequency of outdoor air temperature values. For this reason, the annual heat 
load duration curve is constructed, using data of TMY, which is presented at figure 7. One can see 
that only 8 days during the season external temperature drops under limit value of -7oC, 
representing less than 5% of the heating season duration. Also, the number of days with outdoor 
temperature below freezing is rather small, when the heat pump operates in a mode with 
unfavorable COP values (lower than 3). On the other hand, additional heat source should cover less 
than 10% of total energy consumption. 
 
During the transitional periods, at the beginning and end of the heating season, the outdoor 
temperature is high, resulting in a favorable value of the COP. However, during the 
abovementioned periods (October and April), the consumption of energy for heating is not high, 
that is, the proportion of energy consumed in those periods is less than 20% in total consumption for 
heating on an annual basis. Calculation of the energy consumption for each day of the heating 
season is performed, and compared is the consumption for a system with an electric boiler and the 
system with a heat pump. Energy savings obtained with the application of the heat pump are shown 
on monthly bases on figure 8. Although the COP values are lower during the coldest months, the 
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amount of energy used is large, so that the greatest savings are achieved. When a comparison of the 
total energy consumption on an annual basis is done, the total savings amounts to 47.6%. 

0

1

2

3

4

5

6

7-20

-15

-10

-5

0

5

10

15

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

C
O

P 
(-)

 

O
ut

do
or

 a
ir 

te
m

pe
ra

tu
re

 (o
C

) 

Heating days 

Outdoor temperature
COP

Bivalent 
regime 

The number of days with outdoor 
temperature below freezing 

 
Figure 7 Seasonal heat load duration curve and COP change  
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Figure 8 Theoretical energy savings during the heating season  

 
MEASUREMENT RESULTS 
 
Theoretical calculation of possible energy savings by application of air to water heat pump has 
shown significant potential of external air use as a heat source. In order to confirm the results of the 
theoretical analysis conducted in this paper, monitoring of the heat pump operation was carried out, 
after reconstruction of heating system in single family house in Belgrade. Net heating area is 120 
m2, with radiator central heating system in temperature regime of 63/48oC. Final energy need for 
heating amounts to 80 kWh/m2. Electric heating boiler (heating capacity of 18 kW) was replaced 
with the air to water heat pump of new generation (heating capacity of 8 kW with additional 
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electrical heaters 2 x 3 kW) [9]. Operation of the heat pump is fully automated: once set working 
parameters enable computer unit to run the heat pump throughout the year. Monitored are: 
evaporation temperature, condensing temperature, external temperature, indoor temperature, heat 
pump operating hours, compressor operating hours in different stages, additional electric heater 
operating hours, etc. Measured is electricity consumption on monthly basis. Achieved energy 
savings in heating season 2014/15 are shown on figure 9 in comparison with theoretical calculation. 
Measured energy savings on annual basis amounts to 57.1%. Diagram on figure 10 indicates 
decrease in monthly electricity bills after installing the heat pump. 
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Figure 9 Comparison of theoretical and measured energy savings during the heating season  
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Figure 10 Reduction of electricity bills during the heating season  
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CONCLUSION 
 
Analysis of application of air to water heat pump, conducted in this paper, has shown significant 
potential of external air use as a heat source. In order to gain a better overview of the heat pump 
operation during the entire heating season, annual heat load duration curve is constructed, using 
data of TMY for Belgrade. It is shown that heat pump can cover over 90% of heat demands. 
Calculation of the energy consumption for each day of the heating season is performed in order to 
determine electricity consumption. The results obtained through theoretical calculations and 
measurements are showing energy savings of approximately 50% on annual basis. A very imortant 
fact, in terms of heating system user, is decrease in monthly electricity bills. With regard to the 
tariff system of charging electricity, reduced consumption allows the user to avoid the consumption 
at the highest rate, which leads to money savings up to 70% per heating season. 
The most important advantages of the air to water heat pumps application are the following:  

- the possibility of application when reconstructing the building envelope, without 
changing the heating system, but switching to low-temperature regime; 

- relatively low investment costs with payback period up to 6 years; 
- very low exploitation expenses for heating (from 2 to 3 euro per day);  
- improving thermal comfort by maintaining indoor temperature within the desired limits 

throughout the season; 
- engagement of the user is minimal considering fully automated operation; 
- the possibility of simultaneous application for heating and central preparation of 

domestic hot water. 
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Abstract: Windows have an important influence on energy demand for heating and cooling of buildings. 
This study presents the measured parameters (window heat flux, indoor and outdoor window surface 
temperature as well as indoor and outdoor air temperature) required for window U-value calculation. The 
measurements were carried out in-situ for double glazed window with PVC frame during 7 days. The case 
study was performed in the College of Textile - Design, Technology and Management - DTM in Belgrade 
during heating season in 2015. The aim of this paper was to determine the increase in window U-value 
that occurred during the period of windows utilization (10 years). Calculated window U-value was 
compared with manufacturer specification in order to determine the windows degradation rate. The 
results shown that window U-value has increased by 6.2%. Study also considered how the increase in 
window U-value affects the total energy performance of building. It is shown that annual energy for 
heating has increased by 1.2%.  

Keywords: Energy performance, Heat flux, U-value.  
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1. INTRODUCTION 
 
Energy saving is becoming a priority since it helps in reducing the greenhouse gas emission, protecting the 
environment and decreasing the costs. In Serbia, energy consumption is on relatively high level because 
there has not been pay attention to energy efficiency. Buildings account for one-third of the total energy 
consumption [1]. The existing building stock in European countries accounts for over 40% of final energy 
consumption in the European Union (EU) member states, of which residential use represents 63% of total 
energy consumption in the building sector [2]. Therefore improvements of buildings energy performance and 
reduction of buildings energy consumption must be achieved. Windows have important impacts on the 
building energy consumption, indoor environment and energy losses. They occupy a major area of the 
building envelope (from 10% to 30%) and they are the weakest point as regards to energy losses. 
In China, a survey of energy consumption was performed in two major cities and the results show that 60% 
of the total heat loss occurred through doors and windows [3]. The influence of windows on the building 
energy demand varies depending on the window features and features off each window components (glass, 
frame and spacer). To calculate the building energy performance it is necessary to know thermal 
transmittance (U-values) of windows and building envelope. Many studies treated influence of window 
orientation, size and glazing type on buildings heating and cooling demand. Inanici and Demirbilek analyzed 
the building aspect ratios and south window sizes in five cities of Turkey with reference to building thermal 
performance [4]. They concluded that maximum elongation in east-west axis 1:2 is preferable in hot climates 
and for cold climates optimum building aspect ratio is 1:1,2. Also found that a building that has conventional 
(25%) south window sizes is preferable in hot climates and in cold climates larger south window sizes are 
preferred up to a certain point. Gasparella et al. observed the impact of windows size and glazing type, 
orientation of the main windowed facade and internal gains on winter and summer energy [5]. Among other 
it was found that the winter peak loads variation with windows percent area is very little and the summer 
peak loads tend to duplicate or more when the windows surface doubles, except for north orientation. From 
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the energetic, and economic point of view the best building orientation, windows size and thermal insulation 
thickness were discussed by Jaber and Ajib [6]. It was shown that specific energy consumption can be 
reduced by 25,31% once proper windows and shading devices are used in addition to insulate the roof and 
ceiling by 0,2 m and 0,13 m, respectively. The European Directive 2002/91/EC [7], known as Energy 
Performance of Building Directive (EPBD) had a great influence on buildings energy consumption and 
prescribes minimum standards on the energy performance of new and existing buildings. Serbia in 2011 
ratified the rulebook on energy efficiency in buildings [8] that defines the acceptable values of energy 
parameters and calculation methods. School buildings have high heating requirements. The energy 
consumption in school buildings is 192 kWh/m2a in Slovenia [9], 68 kWh/m2a in Greece [10] and 100 
kWh/m2a in Italy in the Province of Torino [11]. 
This study was designed to analyze how change in window U-value affects the building energy demand. 
Window U-value was calculated and compared with the U-value data from manufacturer specification 
(certificate) in order to determine window degradation rate. The change in window U-value is the result of a 
leak of insulating gases, cracked windows, weather conditions, pollutions, etc. Window U-value depends on 
type of the framing material and glazing as well as of the number of panes. The window U-value calculation 
was performed based on U-value of the glass and frame. U-value of the glass and frame were calculated 
based on measured parameters (window heat flux, indoor and outdoor window surface temperature as well as 
indoor and outdoor air temperature). In addition, the U-value of building envelope and heat losses were 
analyses for the purpose of determining annual heating energy consumption.  
 

2. MEASUREMENTS 
 
The measurements were performed in the College of Textile - Design, Technology and Management - DTM 
in Belgrade during March 2015. The useful building area is 1259,1 m2, the building envelope area is 2465,9 
m2 and the window area is 193,7 m2. The school, which was built in 1917, is located in urban area and since 
its construction only once has been renovated. During the renovation in 2005 year double glazed windows 
with PVC frames were built-in instead of old windows with wood frames. Window area occupy 7.8% of total 
building envelope area and most part of window area is oriented toward to the east, west, north and south, 
respectively. The school has built-in eleven different sizes of windows and three doors. Measuring place is 
located on the first floor in school library and it’s oriented towards to the south. Measurements were 
performed according to standard ISO 9869 [12] on window that has same dimensions like window that was 
tested for certificate. Test duration was 72 h for glass and 96 h for frame while data acquisition interval was 
10 minutes. The outdoor window surface was protected from direct solar radiation and rain. The difference 
between indoor and outdoor temperature was between 10-15°C to ensure that a sufficient heat flow is 
present. There were measured all the required parameters that are used for U-value calculation: 

- indoor air temperature in the boundary layer at 20-25 cm from the indoor surface (Tin) 
- indoor window surface temperature (Ts,in) 
- outdoor window surface temperature (Ts,out) 
- outdoor air temperature in the boundary layer at 20-25 cm from the outdoor surface(Tout) 
- the glass and frame heat flux (q)  

The measuring equipment consists of two loggers with radiosondes: TESTO 435 and TESTO 635. On logger 
435 was attached fluxmeter (measured glass and frame heat flux) and radiosonde that was placed outside 
(measured humidity and outdoor air temperature in the boundary layer at 20-25 cm from the outdoor 
surface). Logger 435 also measured the temperature of the indoor air in the boundary layer at 20-25 cm from 
the indoor surface. On logger 635 was attached thermocouples type K (measured the temperature of the 
indoor surface as the average value of three thermocouples). On logger 635 also was attached radiosonde 
(measured outdoor surface temperature using thermocouples types K). Loggers were installed indoors, away 
from doors and windows in order to avoid airflow disturbances. Both radiosondes have temperature range 
from -20°C to 70°C and humidity range from 0% to 100 %. Thermocouples types K have temperature range 
from -200°C to 1350°C. The measured place for glass and frame are shown in Figures 2.1 and 2.2. 
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Figure 2.1. The measured place for glass 

   
Figure 2.2. The measured place for frame 

To determine the envelope U-value and annual heating energy consumption measurements of temperature 
and heat flux have been carried out in the area of each envelope components (walls, floor and ceiling). The 
school building has an external walls made from bricks with coats of plaster on indoor and outdoor surfaces. 
The building is connected to the district heating system (natural gas) and has a hot water radiator heating. 
The heat substation with capacity of 300 kW is installed in object. There is no mechanical ventilation in the 
building only local air conditioners exist in some school offices.  

 

3. RESULTS AND DISCUSION 

 
The graphs presented in Figures 3.1-3.3 show the daily measured parameters for glass. Measurement 
campaign for glass was performed from 2 to 5.3.2015. The graphs presented in Figures 3.4-3.7 show the 
daily measured parameters for frame. Measurement campaign for frame was performed from 5 to 9.3.2015. 
According to measured results, it could be concluded that daytime measurements are not a steady state. 
Therefore only nighttime measurements were used for calculation. When the great temperature fluctuations 
occur largest changes in heat flux are appearing. The smaller temperature fluctuations are preferred in order 
to get smaller heat flux oscillations and to reduce heat loss. In the case of frame fluctuations in heat flux and 
temperature are much smaller compared to measurement results for glass. 
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Figure 3.1. The measurement results for glass during 

2-3.3.2015 

 

 
Figure 3.2. The measurement results for glass during 

3-4.3.2015 

                                          

Figure 3.3. The measurement results for glass during 

4-5.3.2015 

 
Figure 3.4. The measurement results for frame during 

5-6.3.2015 

 
Figure 3.6. The measurement results for frame during 

7-8.3.2015 

589



 
Figure 3.5. The measurement results for frame during 

6-7.3.2015 

 
Figure 3.7. The measurement results for frame during 

8-9.3.2015

 
Window that was tested in the certificate has double glazing, thermal insulating glass and PVC frame. U-
value from certificate is UW=2,09 W/m2K. The calculation of current window U-value was performed 
according to standard EN ISO 10077:2007 [13]: 
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Calculated (current) window U-value is UW=2,22 W/m2K. It was assumed that each window degraded as this 
test window. Annual heating energy consumption depends on: thermal performances of the building 
envelope, type of heating and cooling system as well as from the geometry, size, and orientation of the 
building. The U-value for each component of the building envelope must be calculated because it is the most 
important parameter for the calculation of the building energy requirements. Based on the measurement, 
calculation of U-values for all components of the building envelope was done in accordance with standard 
ISO 9869 [12]: 
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Table 1 presents the measured U-values for all components of the building envelope and U-values from 
rulebook on energy efficiency in buildings [8]. The measured values are higher than maximum permitted 
values for almost every envelope components. Increase in window U-value implicates increase in heat losses 
through windows. It was calculated that in this school 69% of total heat losses occurred through windows. 

Table 1. U-values for all components of the building envelope 

Component of the building 
envelope 

U- value 
[W/m2K] 

(measured) 

Umax- value 
[W/m2K] 

(rulebook)* 
Satisfied 

(yes/no) 

External wall 35 cm 0,93 0,4  no 
External wall 50 cm 0,47 0,4  no 
External wall-basement 0,82 0,4  no 
External wall in ground-basement 0,82 0,4  no 
Floor on the ground 1,10 0,4  no 
Ceiling under unheated space 0,87 0,4  no 
Window 1 2,09 1,5  no 
Window 2 2,15 1,5  no 
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Window 3 2,16 1,5  no 
Window 4 2,36 1,5  no 
Window 5 2,20 1,5  no 
Window 6 2,22 1,5  no 
Window 7 2,18 1,5  no 
Window 8 2,10 1,5  no 
Window 9 2,24 1,5  no 
Window 10 1,96 1,5  no 
Window 11 2,11 1,5  no 
Door 1 1,77 1,5  no 
Door 2 1,89 1,5  no 
Door 3 1,45 1,5  yes 

                   *The maximum permitted U-value according to rulebook on energy efficiency in buildings [8] 

Because of increase in heat losses it is required more specific annual heating energy that was calculated 
according to rulebook on energy efficiency in buildings [8]: 

 
N

gnHgnHhth
anndH A

QQ
q ,,,

,,

⋅−
=

η
  [kWh/m2a] (3) 

Specific annual heating energy consumption for this school building is qH,nd,an=86,7 kWh/m2a. Calculations 
with window U-value from certificate shown that at the beginning when windows was built-in specific 
annual heating energy consumption was qH,nd,an=85,6 kWh/m2a. Figure 3.8 show specific annual heating 
energy consumption calculated with current window U-values and window U-values from certificate. 

      
Figure 3.8. Specific annual heating energy consumption calculated with 

current window U-values and U-values from certificate 

4. CONCLUSION 
 
The purpose of this study is to quantify the impact of increase in window U-value on building energy 
performance. Obtained results show that window U-value has increased by 6.2%. Windows degraded during 
10 years of utilization due to weather conditions (rain, frost, pollution, etc.). It was found that specific annual 
heating energy consumption has increased by 1.2%, as the impact of change in window U-value. It can be 
concluded that window degradation during 10 years cause small increase in specific annual heating energy 
consumption. It contributed a fact that school has contemporary windows with double glazing and PVC 
frames. According to the rulebook on energy efficiency in buildings [8], permitted final specific annual 
heating energy consumption for existing buildings dedicated to education and culture is 75 kWh/m2a (class 
C). This school building has a higher energy consumption than the maximum permitted value and belongs to 
the class D. U-values of building envelope components are also higher than the maximum permitted values. 
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Energy saving can be achieved by improving the building thermal insulation and decreasing U-values of 
building envelope parts. 
 
NOMENCLATURE 

  
Latin symbols 

fA  – Glazing area, in [m2].  

NA  – Building area, in [m2].  

gA  – Frame area, in [m2].  

gl  – Length of the edge of the glazing, in [m].  
q  – Heat flux through the observed component, in [W/m2].  

anndHq ,,  – Specific annual heating energy consumption, in [kWh/m2a].  

gnHQ ,  – Total heat gains, in [kWh/m2a].  

htHQ ,  – Total heat transfer (energy use for compensation), in [kWh/m2a].  

inT  – Indoor air temperature, in [oC].  

outT  – Outdoor air temperature, in [oC].  

insT ,  – Indoor surface temperature, in [oC].  

outsT ,  – Outdoor surface temperature, in [oC].  

U  – Heat transfer coefficient, in [W/m2K].  

fU  – U value (heat transfer coefficient) of the frame, in [W/m2K].  

gU  – U value (heat transfer coefficient) of the glass, in [W/m2K].  

WU  – Window U-value (heat transfer coefficient), in [W/m2K].  

Greek symbols 

gnH ,η  – Dimensionless gain utilization factor.  

gψ  – Linear thermal transmittance, in [W/mK].  

 
Subscripts 
f  – Frame 
g  – Glass 

anndH ,,  – Heat, Need, Annual 

gnH ,  – Heat, Gains 

htH ,  – Heat, Transfer 
in  – Indoor 
out  – Outdoor 
 s – Surface 
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w  – Window 
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Abstract: Instead of the actual difference between temperatures of the indoor unheated space 
and the external environment, temperature coefficient Fx is used in engineering calculations of 
the total building heat losses. This coefficient is actually a correction factor of the total heat 
transfer coefficient through the building envelope due to differences between used mean 
designed and actual temperature. In unheated areas, the actual temperature may differ 
significantly from the designed, affecting the level of total losses, so it is necessary to determine 
that impact. Temperature and relative humidity values of the external air (meteorological 
station) and the indoor air in the unheated attic space of the building was measured during 6 
months at the College of Textile - Design, Technology and Management - DTM. The 
calculation procedure of heat losses from a building was done in 3 ways: 1) according to the 
Regulations on energy efficiency in buildings - using tabulated values of temperature correction 
factor Fx, 2) based on design temperatures according to the methodology of SRPS ISO 13790 
and 3) according to the actual measured values.   

Keywords: heat loss of the building, temperature correction factor, school 

1. Introduction 
 
In recent years, one of the most important goals in Europe, and consequently also in Serbia, is to increase 
energy efficiency in buildings. Building consumption of about 40% of total energy consumption as a 
consequence of poor buildings´ energy performance has been constantly emphasized [1,2]. The same 
national legislation basis for all EU member states has been established by Energy Performance Building 
Directive (EPBD) [3] wich has been published in 2002. Serbia has accepted the rules and has taken the 
obligation for buildings´ certification. The rules has been defined in the Building Energy Efficiency 
Regulation ("Off. Gazette of RS" no. 61/11) [4] and in the Regulations on Conditions, Content and Manner 
of issuing certificates for buildings´ energy performance ("Off. Gazette of RS", no. 61/11).  
Building Energy Efficiency Regulation [4] defines U-values allowed limits for each thermal element of the 
building envelope, specific transmission losses and annual consumption of final energy for new and existing 
buildings as well as the methodology for determining the energy performance of buildings, based on the EU 
standards´ recommendations accepted in Serbia. 
According to the adopted methodology, it is necessary to consider heat losses calculation through elements 
of the building envelope in the situation where some elements are not in direct contact with the environment. 
The building envelope elements are then in contact with „so-called“ unheated space where the air 
temperature differs from the external air temperature. The themperature difference is usually unknown and 
has been eliminated from the calculation by the use of temperature correction coefficient Fx, given in table 
form for all types of building envelope thermal elements (Table 3.4.1.1 Regulation [4]). The paper discusses 
The feasibility of use the Fx table form coefficient value for interfloor structure towards unheated space has 
been discussed in this paper. 
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2. Measurement description  
 
Measurement were performed in the College of Textile - Design, Technology and Management - DTM, 
placed near the centre of Belgrade, in order to assess energy efficiency and energy performance of the 
building. Figure 1 shows the drawing of the front facade (west side) of the object. The building was built in 
1917 and significant reconstruction weren't made, except some small parts upgrading. Measurements were 
carried out from the 2nd March to 28th September 2015. Short-term measurements (ranging from 24 to 72 
hours) are allowed calculation of the of thermal transmittance coefficients for the building envelope elements 
(glass and window frame, external wall with a thickness of 35 cm, outer wall with a thickness of 50 cm, the 
external wall of the basement, interfloor constructions towards unheated attic space and ground floor). 
Long-term measurements are performed using the data logger in the 16 rooms of the building in order to 
obtain the air temperature and relative humidity. Mini weather station is installed on the roof, to measure 
wind speed and total solar radiation, temperature and relative humidity of the to measure air. The station was 
set up on 10th of March 2015. 
Figure 2 shows the scheme of measuring devices placed at the first floor of the object. Tags 174H represent 
loggers for measuring air temperature and humidity in those rooms, which are located below the attic. These 
temperature values are used to determine the interior space temperature necessary for the temperature 
correction coefficient Fx calculation. In the room 6 were carried out measurements required for calculating 
the thermal transmittance coefficients of the interfloor construction. 

 
Figure 1. Drawing the front facades of the building (west side) 

The following devices were used: 
1. TESTO 435 with a heat fluxmeter and radio probe: flux meter was measuring fluxes through the 

interfloor construction; radio probe was measuring air temperature and relative humidity in unheated 
space near the interfloor construction. 

2. TESTO 635-2 with three thermocouples: the surface temperature of the layer on the inside was 
measured as well as the air temperature in the vicinity of measuring surfaces. 

3. TESTO 435 with radio probe with a thermocouple was measuring the surface temperature of the 
layer from the outside, and 

4. TESTO 174H – for air temperature and humidity measuring in heated and unheated space. 
Based on the measurements, the calculation of thermal transmittance U for interfloor construction towards 
unheated attic space was made, according to standard ISO 9869 [5]: 
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where is: 
qi  – heat flow density (W/m2), 

iin,θ  – air temperature inside the building (°C), and 

ie,θ   – temperature of external air in the vicinity of measuring surfaces (°C). 

 
Measurements of flux and temperature were carried out over a period of 10 minutes, for 96 hours in the 
period 12th March to 16th March 2015. 

 
Figure 2. Scheme of the first floor: 1 - stairs, 2 - corridor, 3 and 6 - classrooms, 4 and 5 - amphitheater, 7 and 9 - 

office, 8 - pantry, 10 and 11 - toilets, 12 - reading room 13 and 14 - library 

Due to the lack of project documentation, the composition of the interfloor construction towards unheated 
attic room is not available, so the heat transfer coefficient is determined from the measurings: Uiu = 0.87 
W/(m2K). Area of the interfloor construction is 530.8 m2 and amounts 21.5% of the total area of the building 
envelope. 
On the basis of visual inspection the roof, it was found that roof consist of plain tiles and substrates made of 
wooden planks. Calculated heat transfer coefficient for the roof is  Uue = 5.14 W/(m2K). The total roof area is 
777.6 m2. 
 
3. The methodology for determining the temperature correction coefficient Fx 
for interfloor construction towards unheated space 
 
Fx temperature correction coefficient is used for calculating the total heat losses for energy buildings audit. It 
is used to correct the error resulting from the use design outside temperature and internal temperature an 
unheated space instead of real one. 
The transmission heat transfer coefficient, HU, between a conditioned space and the external environments 
via unconditioned spaces can be calculated according to [6]:  

 xiuU FHH =  (2) 

where is: 
Hiu  - the direct heat transfer coefficient between the conditioned space and the unconditioned space 
 (W/K), 
Fx  - temperature correction coefficient (-). 
Coefficient Fx corrects the heat transmission coefficient and can be obtained in several ways. In this case, 
calculation of interfloor construction transmission losses according unheated area (attic), Fx can be 
calculated by: 

1. Building Energy Efficiency Regulation [4]: the recommended value of the coefficient is Fx 0.8; 
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2. Standards EN ISO 13789 [6], 13790 [7] and 12831 [8]: Fx is calculated depending on the air 
temperature inside the unheated space is known or not. If the air temperature inside the unheated 
space is unknown, the following expression is in use: 

 
ueiu

ue
x HH

HF
+

=  (3) 

where is: 
Hiu – the direct heat transfer coefficient between the conditioned space and the unconditioned space 
and include the transmission and ventilation heat transfers in (W/K), 
Hue – the direct heat transfer coefficient between the unconditioned space and the external 
environment and include the transmission and ventilation heat transfers in (W/K). 

3. If the air temperature inside the an unheated space is known (in the considered case on the basis of 
the measured temperature value) Fx temperature correction coefficient is calculating according to: 
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where is: 
iθ  - air temperature in the heated space (°C), 

unθ  - air temperature in the unheated area (attic) (°C), 

eθ  - external air temperature (°C). 
 

4. Results and analysis 
Measurements has been performed in a period from the 12th of March to the 28th of September 2015. Since 
the Fx coefficient is considered as an important factor during the heating season, values measured over a 
period from the 12th-22nd March (11 days) have been taken into the calculation and comparison. Figure 3 
shows measured values of external air temperature, unheated (attics) space temperature and the mean 
temperature of the internal heated space measured in several rooms on the first floor of the building. The 
above mentioned temperatures for eleven-days-period are shown in Fig. 3(a) , while Figure 3 (b) presents the 
same values measured in the two-days-period from 12th to 13rd of March. The separated two-days-period was 
better for the Fx value consideration since the following period was sunny and therefore with significant 
solar gains. Measurements were carried out over the last month of the heating season and  these diagrams 
show the difference between cold-days and transition period. 
The calculated value of the Fx coefficient is shown in Figure 4, for the 11 and 2 days period, respectively. 
Diagrams show the differences between the external and the unheated space temperatures as well. It is 
obvious that, if the external air temperature is higher than the temperature of the unheated area, the Fx 
coefficient exceeds 1 and increases with the temperature difference. The average value of Fx coefficient for 
the entire measuring period is therefore slightly higher. 
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(a)  (b)  

Figure 3. Measured temperatures:(a) 11-days period, (b) 2-days period 

 θe – external air temperature,  θun – unconditional space (attic) air temperature, θ i – internal air temperature 
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Figure 4. Coefficient Fx change and the temperature difference between the outside air and the air temperature 
in the unheated area Δθ during: (a) 11-days period, (b) 2-days period 

The mean, minimum and maximum values, as well as the standard deviations of the temperature correction 
coefficient Fx for two measuring periods are shown in Table 1. Presented values show that dissipation of Fx 
coefficient values is smaller if there are no significant solar gains, i.e. if the external air temperature is lower 
than the air temperature of the unheated space. 
Tabela 1. The characteristics of the measured Fx values  

 Fx average (-) Fx min (-) Fx max (-) stand. dev. 
11-days period 0.97 0.51 5.07 0.49 
2-days period 0.91 0.85 1.02 0.05 

 
In addition to measurements, the Fx coefficient value is calculated according to the methodology presented in 
the equation (3). It is assumed that air temperature in unheated space is uniform and there are no ventilation 
losses through the floor construction to unheated space. Standard procedure calculation of heat losses 
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coefficients Hiu and Hue for very complex geometry is performed and, on the basis of it, the obtained Fx 
coefficient value was 0.92. Fx coefficient values are shown in Figure 5. 
There is a significant difference between the value given in Building Energy Efficiency Regulation [4] and 
the measured values (21.25%) and calculation based on the recommendations of the standard (15%) [6,7,8]. 
The difference between measured values and calculated on the basis of the standard is much lower (6.5%), 
and if we take into account only two days of measurement, this difference becomes negligible (1.1%). These 
differences primarily arise due to poor construction, ie.  poor isolation of the roof. Then, the air temperature 
in the unheated space is closer to the temperature of the outside air, and the conditions are more similar to the 
case of a flat roof and direct contact with the environment (Fx = 1). Therefore, the value of the coefficient Fx, 
obtained from measurements, is closer to 1 than to 0.8. 
To determine the impact of the calculated Fx coefficient to the energy performance of the building, a 
complete calculation was done to determine the total transmission loss of the building for all values of the 
coefficient Fx. Table 2. shows the obtained values. 
 
Table 2. The dependence of the total building transmission loss HT of Fx 

 Fx (-) HT (W/K) 
According to Regulation 0.8 2160.4 

From measured temperatures 0.97 2238.9 
From standards reccomendations 0.92 2211.6 
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Figure 5. Comparison of the coefficient of temperature correction Fx obtained in 3 different ways 

 
The results show a significant difference of HT as a function of Fx, according to the 11 days measurements 
about 3.6% lower values are obtained compared to the Regulation [4], and for the calculations [6,7,8], this 
difference is about 2.4%. Data obtained by measurements are much closer to the calculated result [6,7,8] 
rather than tabular value [4]. If we take into account that the Fx is only one of the coefficients used in tables, 
the difference is not negligible. These results indicate that the coefficient Fx for interfloor construction 
towards unheated space much depends on the roof quality construction, and therefore, temperature correction 
coefficients Fx should be calculated according to the standards [6,7,8]. 
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5. Conclusion 
 
The goal of this paper is to show the impact of different methods for determining the temperature correction 
coefficient Fx to the calculation of heat losses through the ceiling interfloor construction towards the 
unheated space. 
According to the Building Energy Efficiency Regulation [4], Fx coefficient is defined as a constant value 
with changes depending on the element of envelope type. 
Measurements were carried out in the High Vocational School of Design, Technology and Management 
building object, and, on the basis of it, the Fx coefficient was calculated. 
Also, the coefficient Fx is calculated according to the relevant standards, in the case when the air temperature 
of the indoor unheated spaces is unknown. 
By the comparison of the temperature correction coefficients Fx obtained in different ways, it was noticed 
that the value recommended by the Building Energy Efficiency Regulation deffers significantly from the 
actual values, while actual values are very similar with calculated. The actual value of the Fx coefficient 
depends primarily on thermal roof characteristics, so it is recommended that the value of this coefficient 
should be calculated in accordance with these standards. 
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Abstract: This paper presents the part of the research that has been done at the Universities both in 
Belgrade, Serbia and Thessaloniki, Greece, taking into account indoor air quality (IAQ) in office 
buildings and classrooms. The measurements that are presented were done in Process Equipment Design 
Laboratory at Aristotle University Thessaloniki, during March 2015. IEQ, regarding air temperature, 
relative humidity and CO2 concentration in two representative offices is observed. The similar offices are 
located one on the north-east and the other one on the south-west side of the University building, so as to 
be representative of the orientation’s impact. Furthermore, the impact of natural ventilation on CO2 
concentration and temperature is monitored, together with the offices’ occupancy. Recommended 
parameters for IAQ are compared and discussed on the base of several standards: SRPS EN 15251:2010, 
ASHRAE standards 55 and 62.1 and ISO 7730. The main objectives, as set from these standards are 
discussed, together with the investigation results. 

Keywords: ASHRAE standards 55 and 62.1, Building occupancy, CO2 concentration and temperature  
measurements, IAQ, SRPS EN 15251:2010. 

1. Introduction 
Looking at the global trends in IAQ field of research, there are several common problems, that are discussed 
in most of the papers: the correlation of IAQ and health problems, the required number of air changes when 
regarding mechanical ventilation and the possible energy savings and natural ventilation direction.  
According to the Environmental Protection Agency, around 50% of elementary and secondary schools in the 
U.S. have problems connected to the poor IAQ [1]. Children are the most vulnerable population category, 
but so are adults who are spending most of their time indoors. According to the US Environmental Protection 
Agency, American spend 90% of their time indoors [2] and the significant period of that time, at work, in the 
offices [3]. A lot of studies were dedicated to the research of the impact of poor IAQ to human health, and 
Wolkoff gave a detailed survey of various studies and theirs conclusions [4]. The parameters mostly used for 
describing IEQ are temperature, relative humidity and CO2 concentration. The main contributor to the CO2 
generation is high occupancy and inappropriate ventilation. Mechanical ventilation can maintain adequate 
level of IAQ, but accounts for significant energy consumption, with a share of about one-third of overall 
energy consumption [5]. Natural ventilation contributes to energy savings, with about 40% lower energy 
costs comparing to an air-conditioned building [5], but there are authors who see a connection between the 
air change number per hour and different type of diseases [6]; a property that is difficult to control in 
naturally ventilated buildings. Fisk, Black and Brunner investigated the relation between the low ventilation 
rate and short-time absence from the work that is caused by respiratory infection, and they estimated that 
absence was decreased 2,9% for each 1 l/s per person increase in ventilation rate [7]. Having in mind the 
adequate decisions for sustainable buildings and system designing, it is suitable to apply appropriate multi-
criteria analysis that could lead to the optimal solution between lower ventilation rates and desirable indoor 
air quality [8].  
Recommended parameters for IAQ are given in several standards worldwide: SRPS EN 15251:2010, 
ASHRAE standards 55 and 62.1 and ISO 7730 are discussed in this paper, together with the part of the 
results that have been measured in Process Equipment Design Laboratory at Aristotle University 
Thessaloniki, during March 2015. 
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2. Building and equipment description 
The measurements that are presented in this paper were done in Process Equipment Design Laboratory at 
Aristotle University Thessaloniki, during March 2015. IEQ, regarding air temperature, relative humidity and 
CO2 concentration were measured in two representative offices. The similar offices are located one on the 
north-east and the other one on the south-west side of the University building, so as to be representative of 
the orientation’s impact. The University building is oriented South-West with its main façade and has nine 
floors. The Process Equipment Design Laboratory is placed at eight floor and its plan is presented on the 
Figure1, as a representative of one typical floor at the Aristotle University building. The positions of data 
loggers which are placed in two offices in order to measure desired IAQ indicators are marked with red spots 
(number 1 and 2) and shown on Figure 1. The sensors were placed 0,6 m above the floor, in the level for 
seated occupants, as it is recommended by ASHRAE standard 55. The office on the South-West side is 
marked with number 1, and the other one on the North-East is numerated as 2. The office 1 has one occupant 
and in office 2, the number of occupants varies from one to four, depending of the day and duty.  
HOBO UX100-03 data loggers are used in both offices for temperature and relative humidity measurement 
and logging. In the office 2, the CO2 concentration is measured, using Telaire 7001 manual CO2 sensor. CO2 
concentration is measured taking into account a number of occupants and natural ventilation. The different 
natural ventilation rates are enacted, by opening the window and the door of the office.  

 
Figure 1. Process Equipment Design Laboratory at Aristotle University Thessaloniki – floor plan [9] and data logger 

displacement 

The HOBO data logger records temperature with ±0,21%  accuracy and humidity within ±3,5% accuracy. 
The temperature range is from -20°C to 70°C and humidity sensor range is from 15% to 95%. The Telaire 
7001 manual CO2 sensor has a measurement range from 0 to 10000 ppm, with ±5% accuracy.  
The instruments were calibrated and positioned away from the internal heat sources, as well as from the 
reach of the direct sunrays in order to gather as more as precise results.     

3. Standards for IAQ  
3.1. SRPS EN 15251:2010 
Basic criteria for indoor air quality and ventilation rates in non-residential buildings are given in SRPS EN 
15251:2010 trough Method based on person and building component, Method based on ventilation rate per 
person or per m2 floor area, and Recommended values of CO2 for energy calculation [10]. This standard is 
identical to EN15251:2007, and valid in Europe, and also in Republic of Serbia, according to Institute for 
Standardization of Serbia.  Recommended ventilation rates can be calculated, according to this standard, 
using the equation (1): 

𝑞𝑡𝑜𝑡 = 𝑛𝑞𝑝 + 𝐴𝑞𝐵 (1) 
where: 
qtot is total ventilation rate of the room [l/s], 
n is design value for the number of the persons in the room, 
qp is ventilation rate for occupancy per person [l/s/pers] 
A is room floor area [m2] 
qB is ventilation rate for emission from building [l/s/m2]. 
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The ventilation rates for given occupants and building’s emissions are given in the standard as a function of 
the building category. For category II, temperature range for heating is between 20 and 25°C, and 
recommended airflow per person is 7 l/s/pers and 0,7 l/s/m2 for low polluting building. Expected percentage 
of dissatisfied is 20. Corresponding CO2 above outdoors for energy calculation is 500 ppm for category II as 
it is given in standard [10]. 

3.2. ISO 7730 
International standard 7730 determines the Predicted Mean Vote (PMV) and Predicted Percentage of 
Dissatisfied (PPD) as a function of the activity and clothing. The PPD and PMV express warm and cool 
discomfort for the whole body. The limits for the light, mainly sedentary activity during the winter period are 
given in standard. The operative temperature shall be between 20°C and 24°C. The vertical air temperature 
difference between head and ankle level shall be less than 3°C. The relative humidity shall be between 30 
and 70% [11]. 

3.3. ASHRAE Standard 55 
This standard defines the thermal environmental conditions for human occupancy. It describes the metabolic 
rate, clothing insulation, air temperature, radiant temperature, air speed, humidity and position of the 
measuring equipment. Operative temperature or PPD, PMV shall be measured or calculated at a height of 0,6 
m level above the floor for seated occupants and at the 1,1 m level for standing occupants [12]. 

3.4. ASHRAE Standard 62.1 
Standard 62.1 gives ventilation criteria for acceptable IAQ when the mechanical ventilation system is 
designed. According to this standard, minimum ventilation outdoor air rate in breathing zone for office space 
per person is 2,5 l/s/pers, while the outdoor air rate per area is 0,3 l/s/m2 [13]. Maximal allowed CO2 
concentration for offices, according to ASHRAE 62.1:2013 is 700ppm higher than outdoor air level. Typical 
CO2 concentration level in outdoor air is between 300 and 500 ppm [13], so maximal recommended CO2 
concentration for offices is from 1000 to 1200 ppm, but it should be emphasized that the CO2 concentration 
level is not the only and the most representative criteria for IAQ. Besides this, also Volatile Organic 
Compounds influence on IAQ. It is important to emphasize that the allowed concentration should always be 
determined as the difference between indoor and outdoor concentration. 

4. Measurement results and discussion  
During the two weeks (10 working days), starting from 09.03.2015 to the 20.03.2015 the CO2 concentration 
measurements were every 15 minutes taken during the working hours in office 2. The CO2 concentration 
values are considered together with the number of the people in the office, and door and windows opening. 
Opening the window and the door was performed in order to simulate the influence of natural ventilation. It 
was observed only in office 2. The results for the minimum and  maximum values are shown in Table 1.  
Table 1. Maximal and minimal CO2 concentrations during two weeks in office 2 

Date CO2 max [ppm] CO2 min [ppm] Time Window Door People 
9.3.2015. 1394   13:47 open open 2 

    991 12:15 closed open 3 
10.3.2015. 1025   13:44 open closed 2 

    564 10:09 open open 1 
11.3.2015. 1089   12:38 closed closed 2 

    513 9:50 closed closed 0 
12.3.2015. 692   14:15 closed open 1 

    403 10:15 open open 0 
13.3.2015 681   13 closed closed 1 

    480 9:50 closed closed 1 
16.3.2015. 1080   13:41 half closed closed 3 

    440 10 closed closed 0 
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17.3.2015. 1406   13:17 closed half closed 3 
    470 10 open closed 0 

18.3.2015   433 10 closed open 1 
  930   14:30 closed half closed 3 

19.3.2015.   450 10 open open 0 
  743   13:44 closed open 2 

20.3.2015.   402 9:45 closed closed 0 
  1023   13:35 closed closed 3 

The biggest CO2 concentration is recorded during the day when the window was not opened and the number 
of the people in the office was 3. In that period, the lack of working concentration and productivity was 
observed, together with some of people suffering headaches and a bad odor. The indoor air temperature was 
varying from 20,28°C to 25,09°C, depending on the window opening and the number of the people in the 
office. During most periods of time, the CO2 concentration was slightly higher than recommended. The 
variation of CO2 concentration is different during the working hours and very difficult to predict in a 
naturally ventilated office buildings. It depends on the number of occupants and on the arbitrary natural  
ventilation. 
Also, the relative humidity and the temperature are measured in this office, in a period from 02.03.2015 until 
20.03.2015. with data logging every 15 minutes. The heating system in the University building is central, 
two-pipe system with radiators and with thermostatic valves. The results of the measurements are presented 
in Figure 2, together with the boundaries of recommended criteria. The green line represents the lowest 
criteria for relative humidity, which is considered to be comfortable for occupants (recommended values are 
from 30% to 70%, according to ISO 7730 [11]). The orange lines represent the range of recommended 
temperatures according to ISO 7730 [11] (recommended values are from 20 to 24°C), while SRPS EN 
15251:2010 allows a little wider range: from 20 to 25°C. Seppänen had investigated the impact of the high 
temperature on working performance, and concluded that the working performance increases with 
temperature up to 21-22°C, and decreases with around 23-24°C [6]. Also, quite a number of studies deals 
with indoor air temperature’s influence on thermal comfort, air quality, sick building syndrome and 
performance in work [14], [15], [16]. The influence of changing set-up temperature by occupants on total 
energy consumption is considered in paper [17]. 

 
Figure 2. Temperature and humidity measured in Office 2 
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From Figure 2. it can be seen that the temperatures are in the desired range for more than 75% of the time. 
Only 6,5% of the time, temperature was lower than 20°C, but still higher than 18°C. Around 18,5% of the 
time, the temperature was higher than 24°C, but it has never reached 26°C. These results are expected, 
having in mind the heating system with the thermostatic valves.  
The situation with a relative humidity is a quite different one: more than 61% of the time, the relative 
humidity was lower than recommended 30%, and only 39% of the time, it stayed within the recommended 
boundaries. Around 49% of the time, the relative humidity was between 25% and 30%. .  This is clearly a 
result of overheating and of less ventilation than required. The lowest recorded value was RH=15%, and it 
was recorded at 8:15 a.m., in the period when the office was empty. During the working hours, from 10 a.m. 
till 2 p.m. the significant number of values, about 92%, was lower than minimal recommended value. During 
the only 8% of the working hours, the relative humidity was higher than 30%, and due to that, in a desired 
range 
According to the previous results, it could be concluded that the IAQ, during the most of the working hours 
was not satisfying. Looking at the negative influence of low humidity on human’s health, some authors were 
investigated the symptoms such as: dryness of the eyes and skin, dryness of the nasal mucous membrane 
[18]. It is stated that the low humidity influence increasing of bacterial, viral and other respiratory infection 
[18]. 
In office 1, the measurement of temperature and humidity are also taken. The results are shown on Figure 3. 

 
Figure 3. Temperature and humidity measured in Office 1  

The green line represents the lowest criteria for relative humidity that is considered to be comfortable for 
occupants (recommended values are from 30% to 70%, according to ISO 7730 [11]). The orange lines 
represent the range of recommended temperatures according to ISO 7730 [11] (recommended values are 
from 20 to 24°C). In office 1, the temperatures are in between the desired range in more than 92% of the 
time. Minimal recorded value is 20,27°C, and maximal value is 26°C. Du to that, only 8% of the time, the 
temperature was higher than 24, and lower than 26°C. The average temperature during the working hours 
was 23°C. 
Looking at the relative humidity, the situation in Office 1 is much better than in the Office 2; the relative 
humidity was in desired range in 75% of the time. During the working hours, the average value of relative 
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humidity was RH=32%, and in the 76% of the time it was equal or higher than RH=30%. Minimal recorded 
value was RH=15%, and maximal RH=43%. 

5. Conclusions 
This study is a part of a bigger, ongoing research on indoor environmental quality and the energy 
performance of buildings aiming at distinguishing the correlation between IAQ and optimal working 
performances in office buildings and classrooms. However, the work presented in this paper is interesting, in 
that it depicts the difficulties in assessing IEQ in naturally ventilated office buildings, but also in drawing 
some first conclusions. On this line of approach, the key problem in offices with natural ventilation in the 
winter period is low relative humidity and high CO2 concentration levels, a rather limited ventilation. This 
was shown, as the relative humidity in Office 2, that is North-East oriented, is significantly below the desired 
range during the 92% of working hours. The situation in South-West orientated office 1 is better, but still not 
satisfactory during the 25% of the working hours. These differences can be connected to the slightly higher 
temperature in office 2, which had been recorded in 18,5% of the time, than in office 1, where the 
temperature higher than 24°C had been recorded during only 8% of the time. 
The situation with temperature is much better in comparison with relative humidity, looking at desirable 
values, due to the thermostatic valves that had been installed.  
The control of IAQ indicators and appropriate ventilation is crucial for occupants’ health and productivity 
and naturally also for conserving energy and reducing operational expenses having in mind the expenses of 
treatment and workers’ absences. The decision about the appropriate ventilation rates should always take into 
account the anticipated benefits for occupants’ health, rather than choosing the minimal rates for energy 
savings.  
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Exergetic valuation method for producing energy in 
cogeneration 
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Abstract: Currently thermodynamic analysis of cogeneration power plants is poorly approached, the 
problem being determined by the calculation of the overall efficiency of these types of installations. Yield 
calculation based on application of the first thermodynamic principle leads to erroneous results, deviation 
from reality being greater with higher heating degree. Summing up the two categories of energy products 
(electricity and heat), ignoring the quality characteristics of the thermal energy delivered, inevitably leads 
to these results. The thermodynamic analysis method proposed by the authors, based on power quality 
(exergy), is presented as the only method of thermodynamic analysis of cogeneration installations, by 
identifying sources of irreversibility in the system, ans also specifying the scientific framework for an 
accurate assessment of the energy efficiency of this type of installations. 
 

Keywords: cogeneration, exergy method, power 

Chapter 1.  Energy analysis method 
The main functional characteristics of thermal power plants in Romania is determined by fitting condensing 
steam turbines and adjustable heating outlet in accordance with the corresponding thermal load variations. 
The plant to which the analysis applies aims at providing the following energy  products: 
-  electrical energy/electricity  
-  heat agent for urban heating; 
The system scheme is illustrated in figure 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The scheme of  electric plant 
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The energy flows will be calculated based on thermodynamic calculation relations [1], [3], and by drawing 
the energy balances on the cogeneration installations components  the Grassman diagram of energy evolution 
will be plotted as in figure.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The Grassman diagram of energy 
 
The plant energy efficiency is estimated using the overall efficiency of the plant, which shall have the 
following particulars: 

1. the plant is in pure condensing mode , the  steam supply valve V of the heating boiler is closed , 
the plant producing electricity only. 
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2. the plant is in the heating mode, the  supply valve V of the heating boiler has maximum degree of 
openness, the cogeneration plant producing both electricity and heat 
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where: 

 

Legend 
SG - steam generator; 
ST - steam turbine; 
P- supplying pumps; 
C- steam condenser 
HB - heating boiler 
EG - electrical generator  
V-steam adjusting valve for producing urban 
heating 
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Fφ  fuel  consumed  in the plant 

Tφ  heat delivered to urban heating 

4 1φ −  heat flow lost to the condenser 

P SGφ −  heat flow lost to the steam generator 

geP  electrical power  generated by the plant under pure condensation; 

geP*  electrical power  generated by the plant under heating; 

geP∆   electric power reduction caused by steam sampling through valve V 

PumpsP  electrical power  consumed by pumps; 

It can be seen in the diagram in Figure. 2, the two main sources of energy losses in the system, namely: 
steam generator by 17% and steam condenser by 50%. 
In the two extreme operating conditions: 1 or 2, the plant will be 33% thermodynamically  efficient in a 
situation where only electricity is produced and 85% in case it produces electricity and heat in cogeneration, 
recovering the  full energy given off to the condenser under 4-1 transformation. The loss of electricity will be 
3% of the consumed fuel energy and in case we have no flow through the condenser, the energy lost in the 
ambient by the condenser heat is entirely transferred into energy for urban  heating . In this way it is 
estimated that the yield of the cogeneration plant tends to the value of the  steam generator efficiency , thus 
becoming, due to cogeneration, the sole inefficient energy source of the  plant. 
 ge T

cogen SG
F F

P* φ
η η

φ φ
= + =  

            
           (4) 

These conclusions based on a strictly quantitative analysis is accurate thermodynamically  energy but 
inaccurate  when it comes to assessing the qualitative-quantitative energy. The energy recovered from the 
condenser and supplied for the urban heating has minimal potential to produce mechanical work, and it is the 
production  of  mechanical work  the very essence of existence and operation of the Rankine thermodynamic 
cycle.  
 

Chaper 2. Exergy analysis Method 
This analysis method is based on modern concepts of energy assessment based on exergy 
In principle exergy is the equivalent energy of the maximum technical mechanical work  contained in the 
energy flow, when this undergoes reversible changes from a given state into the  ambient steady state  (dead 
thermodynamic state). 
In applications exergy is used to express a fluid relationship: 
 

0 0 0e i i T ( s s )= − − −            (5) 

which shows the max. mechanical work produced 
Exergy get different particulars such as thermomechanical exergy, heat exergy, chemical exergy,  nuclear 
exergy  etc. 
For example the heat exergy is calculated based on the relationship (6)  
 0

Q c
m1

T
e Q Q(1 )

T
η= = −  

            
           (6) 

 
and expresses the max. technical mechanical work obtained from heat. As the  maximum technical the 
reference temperature T0,  the mathematical expression results from [6].  
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Due to the remarkable structural and functional complexity of the plant, it will be studied on its components: 
steam generator, turbine, condenser, pumps, heating boiler. Determining the exergy flows consumed and 
produced over each component of the plant will lead, acc.to the balance sheet, to determine the exergy flows 
lost and destroyed of  every component analyzed, a particularly important indicator in assessing the influence 
of irreversibility on the thermodynamic process analyzed. 
The exergy  analysis  will get the following results: 
- steam generator destroys 43% of the fuel exergy; 
- steam turbine destroys 12% of the fuel exergy 
- pump-regenerative preheaters assembly destroys 8% of the fuel exergy 
- condenser destroys 3% of fuel exergy 
The thermodynamic irreversibility is very high in the  steam generator and  extremely unimportant in the 
condenser, the  exergetic analysis method  showing a completely opposite image of  the depreciation in the 
mechanical work production capacity  as compared with  the energy  analysis. This shows the importance of 
the thermodynamics method analysis based on exergy. 
The exergy flows will be calculated based on thermodynamic calculation relations [2], [3], [4], [5], [6], [8] 
and by drawing energy balances over the cogeneration installations, the Grassman diagram of exergy 
evolution will be drawn 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure  3. The Grassman diagram of exergy 
 

 
The exergetic efficiency of the plant is estimated using the global exergetic efficiency of the plant, 

which gets these particulars: 
1. The plant is in pure condensing mode,  the  steam supply valve V of the  heating boiler is closed, 

the plant producing only electricity. 
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2. The plant  is in the heating mode, the steam supply valve V of the  heating boiler has maximum 
degree of openness, the cogeneration plant producing electricity and heat. 
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In the two extreme operating conditions: 1 and 2 respectively, the plant will be 33% exergetically  efficient 
when only electricity is produced and 33% in case it produces electricity and heat in cogeneration.  
The loss of electricity will be 3% of the consumed fuel exergy, "loss" fully converted into thermal exergy 
supplied to the urban heating (Figure 4). 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Energy efficiency an exergy efficiency evolutions 

 
 
 
Conclusions 
Applying the thermodynamics analysis exergetic method  in  cogeneration plants, compared to classical 
thermodynamics method, highlights how thermodynamic efficiency is erroneously assessed  based on energy 
efficiency. 
It is observed that the exergy yield remains constant regardless of the amount of energy recovered from the  
condenser by heating. In other words the exergetic yield remains constant depending on the degree of 
heating, showing the exact boundaries of the cogeneration plant to produce usable exergy.  
The result is particularly important in terms of correlation between thermodynamic analysis  with the 
economic analysis, thus becoming an important tool used to calculate the costs of the energy cogenerated 
products. 
The method addressed by the authors  intends to reconsider the current calculation of the  product costs 
generated by a power plant with heating, seeking to dispel any doubt about the manner in which costs are 
formed, managing to put into practice a scientific method (the exergoeconomic method). 
Another advantage  of applying the exergoeconomice method in the analysis of cogeneration plants is that, 
bycalculating  the exergy costs during its development in the plant, we can determine thermodynamic 
irreversibility costs as well [7], [9]. 
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Depending on the costs of exergy destruction, we shall have clear information and directions on optimizing 
in terms of thermoeconomics, its ultimate goal being to increase the economic efficiency of the power plant 
concerned. 
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Abstract: The increase in the power of an internal combustion engine due to higher compression ratio 
and speed, and also due to overcharging results in higher thermal and mechanical stresses, especially with 
those parts which adjoin the engine burning chamber. The heat transfer in the combustion chamber of an 
internal combustion engine is determined mainly as a function of the level of temperature of the parts. 
Measuring the temperatures in different parts of the cylinder head and of the piston, we can adjust the 
cooling, or we can improve the materials, or even we can improve the properties of the fuels. Some 
experiments regarding the use of a mixture of renewable fuel (ethanol) - gasoline to supply a spark- 
ignition engine have been made. The present paper deals with the comparison of the level of temperatures 
in the cylinder head of a spark ignition engine supplied by gasoline and by a mixture of 10 % ethanol - 
90% gasoline. 

Keywords: gasoline - ethanol mixtures, heat transfer, field of temperature, cylinder head 

1. Introduction 
The causes of environmental pollution by internal combustion engines arise from the use of fuels containing 
bounded carbon, from the fact that combustion takes place on a cyclic basis and at high temperature. The 
first and the last causes are directly related to the fuel and therefore there is in principle a possibility to 
reduce pollution by acting upon the fuel used [1]. 
The researches carried out on the internal combustion engines in terms of conventional or non-conventional 
(gasoline and diesel oil mixtures) fuels considerably accelerated at the beginning of the 70’s with the world 
petroleum crisis. The higher prices for crude oil pointed out to the limits of crude oil deposits and also to its 
strategic importance. 
Replacing classical/conventional fuels by non-conventional ones (one fuel or a mixture of more) basically 
takes into account: 
- the resources available 
- the impact of the new fuel on the engine 
- the price of the conventional fuel 
- environment protection 
The European Union set some targets about renewable energy in short, middle and long terms. Thus, José 
Manuel Durão Barroso, the president of European Commission unveiled to the European Parliament on 23rd 
January 2008 the Commission’s plans to tackle climate change and to ensure Europe has more secure energy 
supplies in future. At the heart of the proposed legislation is the principle of “20 / 20 / 20 till 2020”, which 
means the target: 

• 20% increase in energy efficiency,  
•  20% cut in greenhouse gases  
• 20% share of renewables in total EU energy consumption, all by the year 2020. 

The use of biofuels is one of the main actions promoted by the European Union and member states in an 
effort to tackle global warming, enhance energy security and contribute to regional development. 
In the second half of the ’80 the researches were focused on environment protection. The increasing demand  
for thermal energy by using fossil fuels almost exclusively have caused the greenhouse effect and a highly 
inadmissible contamination putting the planet’s future at risk. 
To limit the negative effects of the environment pollution various international (such as the Rio Agreement) 
and local initiatives have emerged.  
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The substituting fuels of fossils origin (synthetic gasoline, methane gas, butane) have less polluting 
emissions but they are available only in small amounts therefore they fail to provide long-term solutions [2], 
[3] . 
Muchmore interest is attached to the fuels obtained from agricultural raw materials. Here again there is a 
limited possibility of obtaining alcohols (ethanol and methanol) and vegetal oils. Only a small part of the 
plowing soil can be dedicated to those cultures able to further provide fuels. That is why the vegetal oil fuels 
cannot be world - wide spread but only locally or regionally developed. 
In America vegetal alcohols (ethanol) are experimented while West Europe is focused on vegetal oils.  

2. Gazoline – ethanol mixtures 
An important group of alternative fuels are the alcohols. Among these, the ethylic alcohol (ethanol) is used as 
alternative fuel for the internal combustion engines where there are raw materials rich in sugar. 
A thorough study of the chemical and physical properties of the oxygen organic products highlights both 
advantages and disadvantages of these fuels as compared with gasoline as regards a spark - ignition engine 
requirements. 
Blending gasoline and alcohols (ethanol, methanol) may result in a class of fuel favorable to the engine [11] 
Up to now only two such fuels have been marketed: 
- fuel M15 (mixture of gasoline and 15% methanol) 
- gasohol E 10 (mixture of gasoline and 10% ethanol) 
The methylic alcohol (methanol) is a noxious substance. Ethanol produced from biomass is examined as 
large - scale transportation fuel. Desirable features include ethanol fuel properties as well as benefits with 
respect to urban air quality, global climate change, balance of trade and energy security. 
The experiments conducted in laboratory have mainly used a mixture of gasoline and ethylic alcohol 
(ethanol) to feed an unmodified spark ignition engine.  
When blended with gasoline, the ethanol tendency to separate is much lower than the methanol. The high 
volatility of the gasoline alcohol mixtures is a significant inconvenient because they cause fuel losses by 
evaporation [12]. 
Thus, the temperature of the fuel constant level chamber reaches 50 to 55 degrees during operation and in 
summer even 80 - 85 degrees. The losses by evaporation of an engine supplied with 10% alcohol and 
gasoline increases by 90%. 
The gasoline - ethanol mixtures behave normally relative to the abnormal detonation combustion also 
revealed by the increase in their self - ignition temperature. 
The generally high anti - detonation qualities of the gasoline - alcohol mixtures can be turned into a good 
account by optimizing the fuel or the engine. 
As far as the fuel is concerned, the basic gasoline composition (and therefore the fabrication technology) can 
be maintained. This is extremely important for prevention of the polluting exhaust gases. 
Using pure ethanol to fuel engines is limited by the need to make significant changes to the fuel supply 
systems. Since the ethanol caloric power is twice lower than that of the gasoline, a double quantity of alcohol 
is necessary to reach the same output. Pure ethanol supplying calls for specially designed and manufactured 
engines. 
Properties of mixtures: 
• Molecular mass: 

gasoline: μG = 110 [kg/kmol] 
ethanol (C2H5OH ): μE = 46 [kg/kmol]        (1) 

• Compozition: 

gasoline :   
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• Mixtures composition: 
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where z  is the percentage of ethanol blended with gasoline: z = 0 ÷ 100% 
 z = 0 - fuel: gasoline 
 z = 100% - fuel: ethanol 
It results: 
For E10:  c = 0,84 [kgC/kgfuel]      h = 0,144 [kgH/kgfuel]    o = 0,015 [kgO/kgfuel] 

• Lower caloric value of the fuel:  
QG = 44000 [kJ/kg] - lower calorific value of gasoline 
QE = 27000 [kJ/kg] - lower calorific value of ethanol 

2. Heat transfer in cylinder wall 
The parts within an internal combustion engine operate at much higher temperatures than the ambient 
temperature that is why, in addition to mechanical stress, thermal stress occurs as well. Due to the thermal 
flow, a temperature field is developing in the engine parts, each point in it being characterized by its own 
temperature [4]. 
The thermal state of the parts of an internal combustion engine has an effect on the strength characteristics of 
the material of which the parts are made, on the rate at which deposits appear on the parts, on the lubrication 
conditions of the parts, on friction, wear and stresses in the parts. The temperature of the parts has an effect 
on operating temperature of the lubricating oil and hence, on its viscosity, oil – film thickness which 
separates of the rubbing pair and the nature of friction.  
The latter together with wear characteristics of materials, which also depend on the temperature of parts, 
determine the wear rate. 
Temperature stresses appear because of uneven distribution of temperature in the parts and also because the 
majority of parts do not enable the most heated portions to expand freely. 
By the thermal load it is meant the value of specific heat flux transferred from the working fluid to the 
surface of a part. Transfer of heat from the working fluid to the surface of parts is affected in two ways: by 
convection and by radiation. Convection has a major importance for engines because combustion is 
accompanied by formation of soot which burns out subsequently.  
The soot content in the flame is the cause of its degree of blackness, and therefore, of high emissive power of 
flame. High flame – temperatures and degrees of blackness of flame are the cause of high fraction of heat 
transferred by radiation [5]. 
The thermal stress level of separate portions of parts depends mainly on the disposition of the portion 
relative to the flame and is therefore not the same. In the piston – bowl combustion chamber engines, some 
zones of the parts like cylinder head, cylinder liner and piston head are shielded by the piston body from the 
flame in the period of the most intense radiation. 
It follows that the thermal stress level depends on the distribution of temperature in the parts. It is a function 
of the heat load, design of the parts and cooling conditions. The distribution of local resistances depends on 
the design of parts. The cylinder head and the piston head are the most thermally stressed parts. The thermal 
state of the cylinder liner is also of importance, because it has an appreciable effect on the thermal state of 
the piston. 
From engines operating experience the maximum permissible temperatures of different parts are known. 
They should not exceed 3500C. The minimum temperature (about 160-180 0C) of the cylinder liner is 
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restricted because of its effect on the water vapour condensation conditions, depending also of the materials 
of the parts. The given values may also be regarded as tentative, because the design and definite working 
conditions of a part affect the limiting possible temperature [6]. 
The level of the temperatures in the piston determines the regular operation of the whole engine. In contact 
with hot gases the piston gets the heat flow φ and is heated. The piston exhausts the flow φ, but reaches the 
heat steady state at a relatively high temperature.  
The heat flow φ represents at the spark ignition engine 8÷10 % of the actual power on the cylinder Pe1 and at 

Diesel engine 15 ÷ 20 % of Pe1, causing the heat flux density q = ∅ 𝑃𝑒�  which with spark ignition engine is 
270 ÷ 40 [kJ/kWh], and with Diesel engine is 510 ÷ 680 [kJ/kWh]. 
Most of the heat received is evacuated at the port-ring region, i.e 60 ÷ 75 %, and through the cylinder line 20 
÷ 30 %; the rest is transmitted to the crankcase gases and oil coming into contact with the inside of the head 
or port-ring region and the connecting rod and bolt [7,8,9]. 
Thermal network models, using resistors and capacitors, are very useful for rapid and efficient estimation of 
conduction, convection and radiation heat transfer processes in engines. [16] 
Using a thermal network, the significant resistances to heat flow, and the effects of changing material 
thermal conductivity, thickness  and coolant properties can be easily determined. A simple four node series 
network, which includes convection and conductivity is shown in Figure 1.  
 

 
Figure 1. Heat transfer in cylinder wall 

 
This is an illustration of steady state heat transfer from engine cylinder gas to the coolant. This series path is 
composed of convection through the coolant liquid boundary layer. The cylinder gas boundary layer 
insulates the cylinder wall from high temperature cylinder gases.  
Thermal networks are primarily used for convection and conduction heat transfer, as the radiation heat 
transfer equation needs to be linearized to conform to resistance model. 
Using Fourier’s equation, the conduction resistance is:

            
 λ=

φ
∆

= L

A

TRcond  (1) 

And using Newton’s equation, the convection resistance is: 

 α=
φ
∆

= 1

A

TRcond  (2) 

 
where: 
Δ T [K] – difference of temperature between parts 
Φ [W] – thermal flow  
λ [W/m K] – working fluid thermal conductivity 
α [W/ m2 K] – heat transfer coefficient 
L [m] – length scale such as the cylinder bore 

3. Field of temperature in cylinder head 
The cylinder liner operation conditions are determined by its wear and lubrication conditions. The wear of 
the cylinder liner is not caused by friction only but also by the corrosive effects of the burning products. At 
low wall temperatures, of about 70-80 0C, various acids get condensed onto the walls which further results in 
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corrosion [10]. Consequently, the wall temperature should be kept at values over 100 0C. At the same time, 
for the lubrication to be proper, the maximum temperature on the liner bottom at bottom dead center, 
corresponding to the first ring, should not exceed 180-200 0C. At higher temperatures, the lubrication oil is 
carbonized and thus the segment temperatures increase. 
The temperature varies linearly in the cylinder liner wall therefore the temperature on the inner side will also 
depend on the wall thickness. The thinner the wall, the lower is the temperature on the wall inner side. 
The thermal stress of the cylinder liner is uneven. The upper side is in permanent contact with the burnt 
gases, and therefore exposed to a maximum thermal stress, while on the bottom side the thermal effect is 
lower. 
The cylinder head is, like the piston, in permanent contact with the burnt gases therefore its thermal 
load/stress is considerable [15]. About 50% of the total amount of the heat transferred to the cooling fluid is 
passing through the cylinder head. Higher temperatures are to be found at the valve discharge side, while 
temperatures at the intake valve side are lower. The difference in the temperature on the cylinder head from 
the exhaust valve and that of the cylinder head from the intake valve is 70-100 0C. 
The exhaust valves of internal combustion engine run under unfavorable conditions; beside the thermal 
stress, they are also exposed to corrosion caused by exhaust gases. The operating temperatures of the Diesel 
engine exhaust valves for tracks and tractors vary between 700 - 800 0C while in engines for motor vehicles, 
the operating temperatures of the exhaust valves is about 600 - 700 0C. As a result, the valve may get stuck 
or even broken [9].  
A comparative study was carried out on a spark- ignition engine supplied with gasoline and a mixture of 
gasoline – ethanol. 

The engine was subsequently supplied with different mixtures: 
- mixture of 5% ethanol - 95% gasoline E5,  
- mixture 10 % ethanol - 90 % gasoline E10,  
- mixture 15 % ethanol - 85 % gasoline E15, 

From the data analysis the following conclusions are reached: 
• The temperatures measured when the engine is supplied with 5% ethanol - 95 % gasoline E5 are equal to 

the temperatures taken when the engine is supplied with gasoline only. 
• The temperatures recorded when 10 % ethanol - 90 % gasoline E10 is fed to the engine are lower than in 

the case of the classical gasoline supplying.  
• When the mixture of 15 % ethanol - 85 % gasoline E15 is used, the temperatures are lower by 1- 2 

degrees than that measured when E10 is supplied, but there were some difficulties when the engine was 
started. [13]. 

In spite of the cylinder head being common to all cylinders, a part corresponding to one cylinder is enough 
for the study of both thermal and mechanical stresses. Due to the low temperature difference when using the 
three types of fuels, it was only the mixture 10%ethanol - 90%gasoline (E10) that was used for the cylinder 
head calculus. Due to the high difference in temperature between the two zones of the inlet and outlet valve 
seats, significant stresses and deformation occur in the vlave bridge. 
The temperature measuring points in the inlet, outlet valves and the bridge between the valves are given in 
the figure 2 [14]. 
 
 
 
 
 
 
 
 
 

Figure 2. Measuring temperature points at bridge between valves 

619



Although the cylinder - head is a complex, asymmetrical body spatially subject to both thermal and 
mechanical stresses, there is chosen the section through the valve bridge in order to study the field of 
temperature. 
 
Table 1  

Point 1 2 3 4 5 6 7 8 9 10 11 12 13 

Gas. 150 152 160 163 220 510 330 310 490 220 270 285 205 

E10 145 149 155 158 216 507 324 304 484 215 264 280 200 

E15 143 148 153 157 215 505 323 303 483 213 264 281 200 
 
The measured temperatures are inputs to the ANSYS program to determine the temperature field, as seen in 
Fugure 3 [16] 

 
 

Figure 3. Field of temperature in cylinder head (E10) 

 

The section through the valve bridge was analyzed by discretisation into finite elements and proved to be the 
most interesting from thermal point of view. Due to the big difference in the temperatures of the areas of the 
inlet and exhaust valve seats considerable stresses and deformations occur in the valve bridge. 
The distribution of the temperature field in the cylinder - head under study is non uniform and features high 
temperature values such as 6000C in the area of the exhaust valve seat, the heat flow being directed to the 
neighbourhood of the area studied. In the area of the inlet valve seats and its neibour zones, the temperature 
are lower,about  3000C. Thus, there are zones which compressed (the valve bridge) and zones which are 
subject to elongation (the area of the screws tightening the cylinder - head to the engine block). 

4. Conclusions 
The physical and chemical properties of the ethanol are significantly different from those of the conventional 
liquid oil fuels. An efficient use of alcohols as fuels calls for construction modifications and adjustments to 
the engine in order to diminish the negative influences and turn into good account the good properties.  
That is why, to avoid modifications to the spark ignition engine, the use of the mixture E10 (10 % ethanol -
90% gasoline) is worth being considered. 
Using this mixture to fuel the spark ignition engine, a number of positive results are obtained, such as: 
- the mean thermal stress of the spark ignition engine is lower when using E10 then gasoline in the same 

engine operating conditions; 
- the extent to which heat is saved by using E10 shows that, although the engine efficiency does not 

increase, supplying two types of fuels to the same engine represents an important research trend; 
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- the tendency to reduce the effective power at a constant fuel rate as a consequence of the combustion 
value which is much lower than that of the gasoline; 

- the decrease of polluting emissions when using E10 indicates that the future belongs to those engines able 
to operate while protecting the environment, the atmosphere and life. 
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Abstract: Chopped biomass combustion is accomplished successfully in the vortex 
combustion chambers with acceptable technical and economic performances. The paper 
presents a solution of cyclone sunflower shell combustion with dry ash removal 
regime. Parent boiler has maximum heat output of 18 MW, hot-water type (150/70 
OC), and was designed and built for the purpose of district heating system. 
Thermal analysis was carried out according to normative recommendations with 
average conditions for ash depositing. The numerical tests results are within the 
expected and do not differ significantly in relation to the design conditions. Results 
of numerical checks also warn of low flow rate especially at low heat loads and thus 
predict an underlined the danger of slag deposits displayed in the cyclone chamber 
and smoke channels. 
The investigations were performed according to the recommendations of the 
European standard EN 12952-15 into real plant in work. Thermal power of the boiler 
for the data measured rate was fluctuated according to the demands of distribution 
network between the values of 16.9 and 19.1 MW, which is within the limits of 
allowed deviations from the declared nominal power (18 MW ± 6%). Thermal 
power in some time intervals exceed 19 MW, so it is considered that the condition of 
the boiler nominal power of 18 MW  proven. 
Thermal efficiency of the boiler which are realized in regimes of 12, 15 and 18 MW 
were very convenient (> 86%). Regimes under these loads are shown as sustainable, 
but are not recommended, because first of all observed phenomena significant and 
legally unacceptable levels of carbon monoxide. Also, at low loads, it is observed 
increased fouling of the boiler due to low velocity of flue gases. The result is a rapid 
and significant deterioration of boilers thermal efficiency. 

Keywords: Biomass, Cyclone furnace, Hot water boiler, Sunflower shell, 
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1. Introduction 
The steady growth of energy needs , as well as the need for energy from environmentally friendly resources, 
encourage all the more extensive use of various biomass types. In the Panonian region one of the most 
accessible and widespread biomass is that residues from the agricultural production. Each type of biomass 
has its own peculiarities which imposes requirements of each case studying, so that the facilities for their use 
in constant development. 
The paper presents a case study of sunflower husks combustion system in a cyclone chamber which is used 
in [1]. In our country, this fuel has not established market value , however, in Vojvodina it represents a 
significant energy resource (oil refinery) . On the other hand , the specifics of burning this fuel in cyclone 
combustion plants carry other unresolved concerns. 
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2. Material and method 
2.1  Combustion in a vortex - principle and effects 
Characteristic form of the cyclone chamber is cylindrical barrel, which is typically positioned horizontally 
with the axis, although it is possible a vertical design. Chipped fuel enters with air flow in the direction 
tangential to the circular cross section of the cyclone (there are also variants with central injecting). The air 
here has the function of transport fluid (primary air), and its amount is 12 - 15% of the total weight of the 
fresh air which being injected [2,3]. Inflammation of the mixture occurs at contact with the previously highly 
heated walling and/or in collision with shaped flame core. 
Air flow which in a cylindrical combustion chamber generates the swirl flow direction (secondary air) is 
introduced through a tangentially directed nozzles arranged according envelope (Figure 1). This matrix flow 
can be produced and any other means of: deflecting blades - flat or curved (stationary or mobile), and also a 
spiral converging air boxes etc.[4]. 
Cyclone furnaces are started to develop from the beginning of last century, and in the wider use entrances 
after the 1940s (B & W, [3]). They are developed with the aim to allow attachment and separation of the ash 
in the combustion chamber, and in the original solutions for the combustion of pulverized coal In fact, in 
many types of coal the ash has a low melting temperature (fusion) and what in convective packages causes 
slaging and obstruction of flow cross section 
A cyclone furnace solve this problem by burning in regimes with temperature above of ash melting point 
(liquid mode) and its binding in a cyclone where the slag drains to the bottom of the Cyclone and is 
discharged through the slag tap. into a collecting basin bath. According to [3], this procedure can be 
associated with more than 70% of the total mass of ash so that the convective packages spared from the 
impact of fly ash (deposits, erosion, including corrosion). In classic furnaces with central vortex lospace in 
the of combustion, or the helical swirl burners of in combustion chamber is precipitated only 10% ash, and 
that circulates through the boiler as flyash to 90% by weight of [2,3]. 
Cyclone furnaces solves this problem by burning in temperature regimes above of ash melting point (liquid 
mode) and its by binding in a cyclone where basin by gravity into a collecting bath. According to [3], this 
procedure can be associated with more than 70% of the total mass of ash so that the convective packages 
spared from the impact of fly ash (deposits, erosion, including corrosion). In classic combustion plants with 
combustion in a swirl in the space of the main chamber, or with a frontal swirl burners, in the combustion 
chamber remains only 10% ash, and to be transmits through the boiler as fly ash as much as 90% of the total 
weight [2,3]. 

       
Figure 1. Longitudinal and cross-section of the cyclone furnace and signs of recirculation and vortex [3,5] 

The formation of powerful vortices field flow which significantly speeds up the combustion. The effect of 
vortex manifested, besides intense turbulence which greatly improves mixing of fuel and oxidant, and also 
recirculation of the reaction mixture through flaming central area back to the axis of the initial part of the 
cyclone, which accelerates inflammation of all the due fuels. The effects of recirculation and shortening the 
flame due to the rotation extending retention time (residence) of flaming particles and reaction products in 
combustion chamber. This implies a reduction in the required dimensions furnaces and thus the whole boiler 
dimensions for the same heat, and conversion effects, resulting in lower cost of total investment. 
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Figure 1 shows the structure of vortex and the position of recirculation zones which are usually manifested 
during combustion in cyclone [3,6]. 
Today in the USA in the whole opus of industrial and power plants comprises about 10% of boilers with 
cyclone furnace [2]. 

2.2 Technical solution of hot water boiler 
Since the end of the 60s onwards in Serbia was built some ten plants for biomass combustion in cyclone 
furnaces (mostly husks of sunflower in oil refineries). All these constructions are designed for dry ash 
handling regime, which in practice does not happen completely (slagging in combustion chamber), which 
does not prevent the fouling of convective tubular package, which entails problems with cleaning (the need 
to stop the the drive and time consumption for cooling furnaces), as well as excessive emissions of 
particulate matter. 
In the given case for hot water boiler of 18 MW was applied the cyclone combustion chamber with heavy 
walling. The boiler is built within a year and put into operation at the beginning of the heating season 
2012/2013. As the main fuel is provided sunflower husk. Auxiliary heating fuels cyclone is natural gas that is 
burned in a centrally positioned burner capacity of 5 MW. 
Basic information about the boiler: 
- Boiler nominal capacity    18 MW 
- Hot water temperature operating regime   110/70°C 
- Opereting pressure     13/11 bar 
- Main fuel -            sunflower husk Hd = 16,99 MJ/kg 
- Combustion method   - combustion in a cyclone combustion chamber with a dry regime ash 

removal  
Characteristics of shell sunflower: 
Proximate analysis 
    - Moisture   8,97 % 
 - Ash   2,40 % 

- Sulfur   0,01 % 
- Volatiles                 68,36 % 

   Ultimate analyses 
- Carbon (C)                          43,00 % 
- Hydrogen (H2)                      3,60 % 
- Sulfur b.(Sg)   0,01 % 
- Nitrogen+Ox. (N2+O2) 42,02 % 

The ash solubility: 
- The sintering temperature    790 OC 
- The softening temperature     940 OC  
- The hemisphere temperature 1150 OC 
- The smearing temperature              1230 OC 

Description of construction 
The boiler is the  "П" version with a balanced draft (slight excess pressure in the cyclone, vacuum in the 
cooling part of the combustion chamber and convective channels). Photos of the boiler in the building and 
before testing displayed in Figure 2. 
Cyclone is placed on the forehead of primary combustion chamber, which is here in the the cold 
room function. Flue gases from the combustion chamber is introduced into the second channel 
through convective pipe grid at the top of the rear screen. The vertical convective channel set of five 
packets of pipe through which flue gas stream in the descending direction (counter-flow relative to 
the water). The gases leaving the boiler at the lower end of the channel. Pipe design is derived from 
the membrane panels. 
More details on the cyclone construction and the boiler is given in [1]. 
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Figure 2. Hot water boiler 18 MW with the cyclone combustion (left in the building, right before the test) 

3. Thermal calculations 
Thermal analysis was carried by the normative method [6], for the average expected conditions of ash 
deposit (ash slugging). In [1] provides a detailed overview of the procedure, as well as the complete results 
of the control of thermal and aerodynamic calculation of regimes load of 18 MW and 9 MW and 5 MW. 
Excerpt from the list of thermal calculation results is given in Table 1. Presented are the values of flue gase 
temperatures at the output of certain elements/tubular package, flow velocities of gases within the package 
and exchanged thermal power. 
The diagram in Figure 3 provides a temperature distribution graph of the fluid in the boiler along the heating 
surfaces for maximum boiler load (18 MW). It should be. noting that the flue gas temperature caused to the 
left ordinate and lead the right ordinate and yes size is not the same. 
An important feature of calculated temperature regime is to be that at maximum load in cyclone is 
implemented about 47% of total boilers heat exchange (power). In contrast, in the main combustion chamber 
is submitted to only about 20% of thermal power. Physical proportions are inverted and this is an indication 
of a certain disproportion in the structure as a whole (unnecessary overcapacity primary combustion 
chamber). 
Outlet flue gases temperatures from the cyclone was calculted at1140 OC, which significantly exceeds the 
sintering temperature (790 OC), and the softening also (940 OC). For this reason, it is epected an increased 
deposition of slag in the cyclone particularly, but also in the cold room. Slagging of convective package is 
not expected. 
Designed excess air ratio in the cyclone is 1.4 and is expected increased emissions of nitrogen oxides. As a 
measure against the increased emissions of NOx the literature [2] recommends reducing regime of 
incomplete combustion in the cyclone, with afterburning in the cold room (stepwise dosing of air with lower 
overall excess air ratio - 1.1 to 1.2). 
According to the calculations the output flue gases temperature is 126 OC, this results in boiler thermal 
efficiency of much as 91.2%. 
Since the boiler is incorporated into the city heating system, we should point out that it have to drive in 
functional dependence of outdoor temperature oscillations and the maximum load will be represented in a 
short period of time (a year of no more than 10 days). Therefore, the basic regime will be well below the 
maximum, so that this does not justify the purpose of overcapacity. 
 
Table 1. The temperature of gas at the outputs of certain elements, flow velocities of gases and heat power exchanged. 
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Name of the 
package 

Rated boiler 
capacity  

MW 

Flue gases Package 
power 

realized 
kW  

Temp. 
uotput Velocity 

O C  /m s  

Cyclone 
18 1139 60-27 8527 
9 925 - 4883 

Refrigeration 
chamber - main 
comb. chamber 

18 743 - 3859 

9 571 - 1836 

Tubular curtain 
18 704 8,0 500 
9 551 3,6 243 

Deflecting 
chamber 

18 682 3,4 216 
9 532 1,7 103 

Hot-water heater  
E1.I 

18 519 6,9 1478 
9 393 3,4 685 

Hot-water heater 
E1.U 

18 412 5,9 927 
9 307 2,8 403 

Hot-water heater 
E2.I 

18 245 3,9 1475 
9 181 1,9 616 

Hot-water heater 
E2.u 

18 167 3,1 664 
9 133 1,6 228 

Hot-water heater 
E3 

18 126 2,7 344 
9 113 1,5 90 

 

 

 
Figure 3: Flue gas and water temperature disposition by heating elements of boiler [1] 

4. Acceptance tests 
4.1  The test procedure 
Performed tests are consistent with recommendations of SRBS M.E2. 203 [8], which are compatible with the 
recommendations of EN 12952-15 [9] (reference temperature is +25 0 C, the loss due to the cooling shell of 
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the boiler is approved according to EN 12952-15). Consequently, the program provides measurement of the 
following: 

- Thermal power production in the 6 (six) regime determined by direct method.  
- Thermal efficiency determined by an indirect method for all rated loads. 
- Control of CO emission (flue gas composition). 

The scheme of measuring points with designations is given on the scheme of material flow boiler plant 
(Figure 4). Details about the study is presented in the report [10].Tthe focus of interest In this work is the 
effects of cyclone combustion. Since the projected range of the maximum load of 18 MW and a minimum of 
9 MW, will discuss these two regimes, as well as the regime of 7 MW, which is most common during the 
heating season. 

 
Figure 4.  Material flows scheme through the boiler system and the marks of measuring points 

Labels in Figure 2. 
1 - Time 7 - Temperature of flue gases at the boiler outlet 

2 - Outside air temperature 8 - Flue gas analyses at the boiler outlet 

3 - Barometric condition 9 - Water flow 

4 - Relative air humidity 10 - Temperature of incoming water 

5 – Combustion air emperature 11 - Water pressure 

6 – Pressure at the combustion chamber exit 12 - Water temperature at the boiler outlet 
Procedure of analysis is made in accordance with the recommendations SRBS M.E2. 203 in the elements 
that explicitly define the methodology for calculating the test case of the boiler plant. In all the other details 
which are not regulated by the standards was applied the common literature, eg [7]. 

4.2 Test results 
The selection of relevant results is given in the table 2. below. 

Table 1. Results of  drive parameters calculation in certain regimes 

Name 
Designation, 

unit  
Boiler thermal power 

 7,12 MW 8,8 MW 17,2 MW 
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Output gas temperature  izt , C  164 184 238 

Content of oxygen in 
the exhaust gases O2, % 13,3 12,5 7,64 

Content of carbon 
monoxide CO, ppm 3767 2157 178 

Excess air rate in the 
exhaust gases λ , - 2,7 2,45 1,56 

Boiler efficiency by 
the indirect method kη , % 83,22 83,40 86,41 

 

During the tests on the first day, there were difficulties with soot blower, so that registered significant 
increases in the output gas temperature (average of 238 OC - calculated value was 126 OC). The next day the 
test was established by the normal regime, which immediately resulted in the expected low temperature of 
exhaust gases <200 OC. However realized temperatures are higher than calculated temperatures. 

The measured O2 content in the flue gases only in terms of the drive over 50% of the maximum load found 
in the wished limits, which resulted acceptable excess air ratio, tolerant emissions of CO (178 ppm) and 
acceptable efficiency (≥ 86%). 

At visual observation (camera) noticed is that the cyclonic combustion chamber was filled with uniform 
vortex flame, it was no removal of burning particles in the the cooling chamber (main combustion chamber 
was completely transparent and clean). 

Tests have also shown that the load below this limit is also possible and viable, but the quality of the drive is 
unfavorable (efficiency drops significantly, the emergence of unacceptable emissions of CO). 

5. Conclusions 
From the above it follows that the cyclonic combustion chambers are suitable for use of chipped biomass . 
That what makes them especially recommended is the compactness which allows the realization of spatial 
smaller and cheaper units. 
Based on the data of thermal calculations incorporated heat surface meets the requirements set 
before  of maximum thermal output. Thermal efficiency at calculated values in the literature 
recommendations on the state of contamination of the heating surfaces at maximum load is 91.2% 
(!), which indicates the overcapacity of the boiler. The most common modes of district heating 
boilers drive are significantly below the maximum, which does not justify the choice of these 
dimensions. 
Thermal efficiency of the boiler that is obtained by calculation of standardized testing procedure according 
SRBS M.E2. 203 12952-15 and the EU in 2003 at the achieved maximum load (force) is 86.1%. 
The boiler efficiency at regimes > 50% (9 MW) is very good (> 86%). Modes <7 MW appear to be 
sustainable, however they are not recommended, because first of all, notes the emergence of 
significant amounts of CO. Also, at low loads expected increased soiling of the boiler due to low 
speed of flue gases (disposal of ashes). 
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Field Tests of Mixed-flow Rice Dryer 
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Abstract: Drying of rice is the most widely practiced preservation method. Drying regimes are searched 
depending on dried rice intended use: for sale, for 1 year storage and for 5 years storage. The 
investigation is realized through the field tests of mixed-flow rice dryer. For the local rice varieties the 
drying conditions are proposed. 

Keywords: Drying conditions, Rice, Rice drying.  

1. Introduction 
Rice is used everywhere in the world as one of the major foods for humans and animals. Its high starch 
content provides energy and it also contains protein and oil. 
The actual production of rice is nearly 500 million tonnes, [1]. In the 1980’s the annual world production of 
rough rice was approximately the same as wheat and corn production, about 400 million tonnes, [2]. 
In Macedonia, the maximum cultivated area of 10000 ha was reached in times past, but today the area of 
land with rice is three times smaller, [3]. 
Of all cereals, rice is probably most difficult to process without quality loss, [4]. Paddy or rough rice is 
harvested at moisture contents (16-25 % wet basis) that are too high for safe storage. Processes of paddy 
milling remove the hulls and part or all the bran. In some rice production plants hulls are burned as primary 
fuel, [5]. The different fractions of the milling process are shown in Figure 1. 

 

 
 

Figure 1. Rice milling process-components 

 
Drying of rice is the most widely practiced preservation method and the final moisture contents (10-14 % 
wet basis) are suitable for long and short-term storage, [6]. 
Five steps procedure is used in rice treatment: harvesting, drying, storage, handling and transportation. 
Drying process is crucial for rice quality. Dried rice is durable in transport and able to maintain quality in 
long-term storage. 
Unbroken rice kernels or head rice, are preferred as human food and their market value is greater than that of 
broken kernels. Therefore, it is desirable to minimize any kind of stress that may result in kernel breakage. 
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To avoid thermal stresses, the maximum rice kernel temperature in the dryer, ought to be 38 oC. Rice, unlike 
corn and wheat, can not be dried in high temperature drying systems. 
Although many studies have been done to develop methods for drying rate computation, none has been 
universally accepted. While work is continuing on computer simulation techniques, empirical methods are 
presently used in rice drying research. 
The drying rate is dependent upon the interrelationships among the characteristics of dried product, drying 
medium and dryer. The rice influences by its moisture content, temperature, moisture distribution within the 
rice kernel, rice type and variety characteristics. The air influences by its psychrometric state and flow rate. 
The dryer influences by its construction and resident time of rice in the dryer. 
To the two steps thermodynamic analysis of rice drying process: 1 step - using climatic curves, 2 - step using 
rice dryer computer simulation, third step is added, fieldwork activities or field tests in continuous-flow rice 
dryer.   

2. Continuous-flow Rice Dryer 
Rice is dried in different kinds of forced-air dryers. The first step in preparation of the outdoor air for the role 
of drying medium is heating. The maximum ability of moist air to absorb moisture from the dried rice 
corresponds to the difference between its saturation moisture at wet-bulb temperature and its moisture 
content at dew point. The second step of the moist air behavior in the dryer is its humidification. The process 
of air state change is adiabatic saturation, in practice realized until relative humidity of about 80 to 90 % is 
reached. 
The continuous-flow dryers are classified by the relative direction of the rice and air movement through the 
dryer as: cross-flow, concurrent-flow, counter-flow, and mixed-flow. 
The flow of the rice and air in mixed-flow dryer is combination of crossflow, concurrent-flow, and 
counterflow. In mixed-flow rice dryer, also called a cascade or a rack-type dryer, the air enters from an open-
bottomed intake duct and flows through the rice to the surrounding exhaust ducts, Figure 2. The exhaust 
ducts are connected to the exhaust plenum. At the top of the plenum four exhaust fans are installed. 

 

 
 

1-Area of concurrent flow, 2-Area of counter flow, 3-Area of cross flow 
Figure 2. Flow scheme for mixed-flow dryer 

 
The cascading and mixing action of the flow provides small variation in the rice moisture content through the 
dryer, which increases the drying quality. 
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Mixed-flow rice dryers are used elsewhere in the world, with drying-air temperature up to 40-45 oC. Because 
the rice, during the flow through the mixed-flow dryer, is treated intermittently with hot air, the moisture 
content of rice decreases stepwise, and what is more essential the kernel temperature is never approaching 
the maximum temperature of the drying air. 

3. Field Tests 
The field tests are necessary to verify, by measurements, the estimated dried rice quality obtained under 
specified drying conditions. 
The definition of drying conditions is: “Combination of dryer construction, dried product states and drying 
medium states which provides a quality dried product”. 
In the case when the dryer construction is unchangeable, the tests are concentrated on following dried 
product behavior and drying medium changes through the dryer. 
The tests were realized on an industrial type mixed-flow dryer, Figure 3, [7], [8].  
 

 
 

1-Modular construction drying room, 2-Air inlet duct, 3-Air outlet duct, 4-Measuring duct,  
5-Rice filling auger, 6-Rice unloading auger, 7-Command cabinet 

Figure 3. Six modules mixed-flow rice dryer 

 
The dryer is composed of drying room, air ducts, heat exchanger, fans and augers.  
In the phase of preparation of dryer for planned tests two interventions were made at the dryer: (1) The 
modules were fitted up with sampling tubes, and (2) Air inlet duct was completed with a measuring duct. 
Sampling tube is an instrument for making random sampling of the rice during the drying process. Sampling 
tube consists of a tube-in-tube design with a spatial top which allows to be opened for sample taking. 
The air flow measuring duct is added to the dryer to provide conditions for air flow measuring with standard 
hand-held Pitot-tube in conjunction with a micromanometer. Applied Pitot-tube traverse method of 
measuring showed that the heated air rates are in the range of 40000 m3/h. 
Modular construction of the drying room is usually used in cereals drying units. The examples are the typical 
modules designed by Class in Germany, Cer in Serbia and Law in France. They are all constructed to 
provide such a mutual movement of air and kernel which results in uniform moisture content of the dried 
product. 
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In the test dryer rice flows by gravity from the top to the bottom of the dryer with the capacity of 2500 kg/h. 
The rate of discharge was mechanically regulated by unloading auger. Rice moisture content was controlled 
simultaneously in every module, by taking samples and their examination in laboratory, with automatic 
infrared moisture meter. 
The initial, internal and final moisture content of rice was inspected by taking representative samples in the 
rice filling auger, in every module and in rice unloading auger. 
The results of the field tests are summarized in Table 1. 
 

Table 1. The relevant data from field tests 

Parameter Measured values 
1. Air  

          1.1. Entrance states 
                    - Dry bulb temperature, oC 10 - 25 

                    - Wet bulb temperature, oC 8 - 17 
          1.2. Drying room states  

                    - Dry bulb temperature, oC 30 - 42 
                    - Wet bulb temperature, oC 19 - 21 

2. Rice  
          2.1. Filling auger 

                    - Moisture content, wet basis, % 16 - 25 
                    - Temperature, oC 12 - 22 

          2.2. Modules  
                    - Moisture content, wet basis, % 10 - 25 

                    - Temperature, oC 10 - 38 
          2.3. Unloading auger  

                    - Moisture content, wet basis, % 10 - 14 
                    - Temperature, oC 36 - 38 

 
Air conditions were controlled at the entrance of measuring duct with psychrometers, at the entrance of 
drying room with digital thermometers and inside the modules of drying room with digital thermometers. 
The used digital thermometers had accuracy 0,2 % of measured value, a thermocouple NiCr/Ni sensor, 
reaction time 0,3 seconds and sensor diameter of 1,5 mm. Alternatively, the air relative humidity was 
measured with the use of digital hygrometer. 

4. Conclusion 
Drying conditions for local rice varieties were established in the mode based on field tests of mixed-flow 
dryer. 
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Abstract: Every complex technical system brings high potential risk of possible failures and breakdowns 
which can seriously endanger surrounding environment. Causes of harmful events are of stochastic nature 
because they depend upon number of both distinct and accidental factors. Preventive measures can in 
certain way be used to plan activities for controlling and possible  respond regarding that group of factors. 
Methods of monitoring which are in use are in the same time used as a techniques for evaluation of 
incurred damages together with identifying its major causes (root causes). Defining system for periodic 
analyzing and remote monitoring of relevant parameters of turbo generators also include adequate 
technique for collecting, storing and analyzing significant amount of data. Organization of the data has 
impact on quality of evaluation of present state and also on planning of stoppages of power plant and 
predicting of remaining life span of the machine. This type of management has increase in availability 
and reliability of machines as a result. Inside this paper, the presentation of the algorithm of two year 
lasting monitoring of turbo generator in TPP Ugljevik of installed power of 300 MW, together with 
supporting results of conducted diagnostics is given. 

Keywords: Turbo Generator, Maintenance, Diagnostics, Monitoring  

1. Introduction  
Methodology of maintenance regarding reliability also includes analysis of failure in process of decision 
making when maintenance is in question. Special problem in early stage of development of maintenance was 
analysis of reliability of complex energetic technical systems. Development of aero-industry and introducing 
certain parameters tracking during the operation (condition monitoring) was the basis of maintenance of 
technical systems according to the condition. From the other hand, first papers concerning the subject of 
reliability date back in 1930 and were focused on security and safety of civil aviation in England. In United 
States the reliability was specially the subject during the Korean War. Reliability became more frequent 
subject just after World War II namely in domain of military and civil aviation, armament and space 
exploration. One of the first domains of reliability where certain mathematical models were introduced was 
the domain of system supporting (Hincin, A. Y., 1932 and Palm, C., 1943). As separate mathematical 
disciplines, theories of renewing and reliability were recognized in period from 1937 to 1952 (Lotka, A. J., 
1939, Weibul, W., 1939, Daniels, N. E., 1945, Feller, W., 1947 and others), and also Gnedenko, B. V.,  
Belyaev, Z. K.,. Solovyev, A. D, 1965. Significant contribution in development of theory of reliability in 
world was given by Cudakov, E. A., Paraga, G. J., Calabra, M., Kendal, M. G., Stjuart, A., Smirnov, N. N., 
Andronov, A. M., Vladimirov, N. J., Barlow, R. E., Hanter, L., Aronov, J., Zimmer, M., Kaplun, S. M., 
Birnbaum, Z. W.,  Proschan, F., Fussel, J. B., Lambert, H. E., Malecev, G. V., Rushdi, A., Tanaka, H., Fan, 
L., Lai, F., Toguchi, K., Rudenko, J. I., Alefeld, G., Sapiro, G. A. and others. On the region of former 
Yugoslavia, aspects and problems concerning reliability started to be the subject in papers sometime later 
(Petric, J., Todorovic, J., Teodorovic, D., Vukadinovic, S., Zelenovic, D., Stanivukovic, D., Papic, Lj., 
Jovanovic, A., Adamovic, Z., Tomic, M., Mesarovic, M., Sijacki-Zeravcić, V., Holovac, S., Stamenkovic, 
B., Soldat, D., Samardzic, M., Jugovic Z. and others). In period from 1995 more significant research has 
been done regarding possibility of theory of reliability and appliance usage in domain of reengineering and 
process technique. Certain number of papers has been published together with number of Master and PhD 
thesis (Knezevic, J., Nahman, J. M., Papic, Lj., Macek, M., Bosevski, T., Vujosevic, M., Grujic, N., 
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Bulatovic, M., Bakic, G., Milanovic, D., Vasic, B., Milovanovic Z. and others). In some countries certain 
codes and regulations were issued (Law on safety and reliability of technical systems in United States on 
1973, IEE Std. 352/75, IEE Std. 379/77, IEC 60050 (191), GOST standard in USSR on 1974, JUS standard 
in domain of electrotechnics and electronics JUS N.N0.022/71, JUS N.N0.023/72, JUS N.N0.024/72 i JUS 
N.N0.025/74, SYSLEB 2.1a Stuttgart, Statistical terminology used in power utility EKC/97 and others), [1]. 

2. Theory Background 
The failure of a part of the thermal power station system or the thermal power station as a whole is defined as 
the termination of the possibility of some system element or the system as a whole to perform the functions 
they have been designed for, [2]. The reduction or the loss of the technical system working capacity in the 
course of exploitation is a consequence of the effect of various factors (embedded, random or time), which 
change initial system parameters, causing alongside also a different level of damage. For reducing unplanned 
jams, preventing breakdowns and increasing reliability in the work of the individual parts of thermal power 
stations or the thermal power station as a whole, it is necessary to strictly apply the regulations for quality 
insurance in the course of their lifetime, starting from the phase of preparation and design and all the way to 
the end of exploitation and its withdrawal from the operation. During the exploitation period, the degradation 
of the condition of both the elements and the thermal power station as a whole is necessary. Monitoring of 
the condition in a specified time period or continuous monitoring represents a process of constant inspections 
or supervisions of the equipment operation for the purpose of ensuring a proper functioning and detecting the 
abnormalities that announce a forthcoming failure. It is suitable for the equipment for which it is not possible 
to predict the wear-out trend by the periodic checks. The very modeling of the system conduct most 
frequently depends on the specific operational research, application of the mathematical statistics method 
(definition and selection of distribution, assessment of observed parameters, hypothesis test, definition of the 
scope and estimation of characteristics), as well as on the application of the probability theory method 
(different mathematical models), [3]. The functions that the technical diagnostics system should realize are 
given in the form of specific checks of the system technical condition, checks of the working capacity, 
checks of the functionality, location of the failure position at the lowest possible hierarchical level, as well as 
estimation of the remaining period of use or trend of the malfunction occurrence, Figure 1. The application 
of technical diagnostics opens up new possibilities of managing electrical power stations, which creates all 
preconditions for a significant decrease of corrective and preventive activities related to maintenance, along 
with preserving the same or realizing a higher level of reliability of the plant as a whole. By introducing 
maintenance according to the condition, along with the application of the technical diagnostics and proper 
determination of the remaining operational lifetime (reliability management), it is possible to decrease the 
number of failures of the system of the steam turbine and electrical generator.  
Of course, this has to be followed also by the application of the computer technique, as well as the 
database both at the level of the thermal power stations and at the EPS level. Besides, the 
diagnostics enables a good quality assessment of the aging progression and the remaining lifetime, 
and specification and planning of the restoration, the replacement of the old equipment, as well as 
optimal correction, i.e. it is tightly related to the maintenance strategy according to the equipment 
condition, which makes it directly affect reduction of the costs originating from the cuts in 
production, transmission and distribution of the electric power, [3]. The supervision over the 
equipment implies an automated and continuous determination of its status, along with following 
the values of several parameters within the plant. Depending on the number and type of the 
controlled parameters, we differ partial (following one or several related values) and complete 
monitoring systems (following a hundred different parameters of a certain plant element). Here, it is 
important to mention that the complete monitoring systems often also contain the expert sub-
system, which based on the collected data and the diagnostics relying upon the embedded expert 
knowledge and algorithms at an early stage warn the operator about the forthcoming problems and 
recommend necessary actions. It is not difficult to show that the purposes of diagnostics and 
monitoring are identical – increase of the plant cost-effectiveness and equipment availability. We 
can say that the automated diagnostics "with no time tensions" is in fact a synonym for the system 
monitoring, [4]. 
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Figure 1.  Functions of technical diagnostic and monitoring related to condition of certain parts of thermal power plant 

or of the power plant as a whole  

3. Subject of Research 
The concept of the continuous two-year monitoring with the goal of getting an insight in the operational 
readiness of the turbo generator is presented based on the example of  M &TPP Ugljevik (M &TPP - Mine 

MONITORING AND TECHNICAL DIAGNOSTICS ON POWER PLANT  
(TYPE AND CATEGORY OF ANALYZING) 

Failure ?  

 
Control of condition of thermal power plant 

together with its auxiliary equipment 

Evaluation of present and future state 

Defining failure (spot, causes, effects) 

 

Activities related to preventing failure 

Defining activities to eliminate failure 

Yes 

 

No
 
  

 

Defining activities for monitoring  
after failure 

   

Proactive maintenence of main equipment on power plant 

  Eliminating failure (locating cause of malfunction, prevention and method to eliminate it), 
 Finding possibilities for prediction and accurate planning of maintenance (minimizing spare parts 

inventory significant decrease of overwork), 
 Increasing machinery readiness of turbo generator and power plant as a whole (decreasing time 

periods of critical elements malfunctioning), 
 Obtaining predictable and reasonable working time for stuff engaged in technical system 

maintenance (increasing time in work, decreasing business costs, increasing interest) 

Steps during implementing system in thermal power plant: 
 
 The first step is to indentify system with the highest risk (FMEA, FMECA, FT); 
 Second step is defining program and method for monitoring (program which includes mentioned 

methods for monitoring gives the possibility to determine main causes (root causes), while given 
methods in the same time represent technique for evaluation of incurred damage);  

 Third step is about establishing systemized way of storing and collecting data as a basis for 
planning machines malfunction and evaluating its present condition together with predicting its 
remaining life span. By direct tracking and analysis the quality insight in functional readiness of 
the machine is achieved so repairs and cut-outs are being planned on the basis of condition of the 
machine;  

 Fourth step is the process of managing machines and process as a whole together with increasing 
of availability of machines and machinery, lowering costs and increasing energy efficiency; 

 Fifth step is conditional and represents further upgrade of the system, aiming on following modern 
trends in development of diagnostic methods, informational support and also improvement of 
equipment and facilities 
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and Thermal Power Plant Ugljevik) of the installed power of 300 MW, with the accompanying results of the 
conducted diagnostic research. The generator is through the block transformer directly connected to the 400 
kV electrical sub-station. It is produced in the Rade Koncar factory, Zagreb (Elektrosila Russia license), and 
is cooled by hydrogen and water and has thyristor excitation. The partial technical data on the generator 
installed in M &TPP Ugljevik are presented in table 1. 
Table 1. Partial technical data of the generator installed in M &TPP Ugljevik on 29 March, 2014. 

Since the operation of the steam generator in the power plant is complex and specific, with a hard and 
dangerous access to the equipment, introduction of the proactive monitoring resolves a series of questions, 
like: frequent lack of human resources for predictive inspections, big number of equipment on which 
diagnostics should be conducted, failure characteristics cannot be identified by a routine inspection, time of 
failure occurrence may be shorter than the inspection period, failure characteristics sometimes cannot be 
predicted at all. 

4. Predictive and Proactive Maintenance Primary Methods 
The methods and criteria for assessing the remaining operation lifetime (with the established period of the 
next control) and exploitation usability are based on the available data, results obtained in the similar plants 
(use of analogues), as well as results obtained by the standard method research (methods with and without 
material destruction). A further progress in improving the reliability assessment, except in adjusting a 
classical method to the thermal power station specifics, lies in the need of shortening the time of examination 
of one or more factors by the selection of an optimal plan of shortened examinations through the 
automatization of "on line" procedures of the reliability assessment and its optimization based on the selected 
criteria. The objectives of the reliability prognosis, i.e. process of establishing numerical values for the 
construction ability in satisfying the set reliability demands in the course of the individual stages of a life 
cycle, are: assessment and comparison of the feasibility of possible solutions, identification of potential 
problems,  supply and maintenance planning, establishment of the lack of data, harmonization in the case of 
mutual dependence of parameters, allocation of reliability and measurement of progress in reaching the set 
reliability. From the aspect of reliability of the observed technical system, the tasks of the monitoring itself 
are presented in table 2.  
The contemporary methods of diagnostics of rotating machines enable detection of the problem and its cause 
in the initial phase of its occurrence, which makes it possible to influence its further course through 
maintenance, [6]. The defined system for periodical examinations and remote supervision (monitoring) of the 
relevant machine parameters requires a defined manner of keeping and collecting those data. By analyzing 
and processing these data one can plan the machine failures, make assessment of the current status and 
assessment of the remaining working capacity of the machine. By the direct observance and analysis we can 
get a good-quality insight in the operational readiness of the generator, and the repairs and failures are 
planned based on the machine condition [7]. As the result we get a better-quality management of the 
machines and the process as a whole, which further increases availability and reliability of the machines and 
the plant, along with the reduction in costs and increase of energy efficiency. For the purpose of realizing the 
status of the turbo generator, in addition to the current examinations and measurements, it is very important 
to have the possibility of a comparative review of the previous examinations, as well as the history of the 
plant events, [8]. The database of the examinations and measurements of the generator serves for the purpose 
of analysis of the machine condition. Recognizing the status of the turbo generator comprises the review of 
the conducted examinations on the turbo generator, history of the plant events, analysis of the trend of 
relevant values and comparison of the identical units (sister unit). 
 

Type S 2598-2 / ( TVV 320-2) 
Manufacturer Koncar / Elektrosila 
Speed, min-1 3000 
Class of insulation of stator/rotor coil B/B 
Stator/rotor coil cooling type Demi water / Hydrogen H2 
Date of first commissioning 29 March, 1985 
Overall number of starts 523 
Overall working time on grid, h 153383 

638



Table 2. Significant tasks of the steam turbo generator monitoring in the real time 
Task of monitoring in real time Expected result 
Detection of start of malfunction evolution  • reducing number of local stuff, 

• central expertise, efficiency and faster response of experts, 
• improvement of preventive maintenance as a consequence 

of permanent monitoring of system performances, 
• spending more time on analysis of the data and less on its 

collecting, 
• increasing level of safety - automatic and simple data 

collecting, 
• simple way to collect additional data, 
• consistent collecting of data, 
• increasing frequency of data collecting for difficult 

machines and facilities, 
• clear picture of condition of machines and facilities in 

whole factory or enterprise, 
• possibility of automatic alarming, 
• possibility of installing panels for supervision on any place, 
• economic-financial effects on long term exploitation 

Classification of malfunction evolution 
Modeling and tracking degradation by reliability 
modeling  
Evaluation of remaining useful life span of the 
facility with high safety factor 
Predicting malfunction 
Signalizing and warnings before malfunction 
occurs 
Increasing life span of assembly or of a part  
Increasing life span of the power plant as a whole  
Modeling and tracking electricity and heat (and/or 
steam) production expenses 
Gradual switch from off-line to on-line tracking of 
parameters 
Forming unitary control center with associated 
information system with diagnostic of equipment, 
machines and devices condition 

The review of the conducted examinations on the turbo generator contains the examinations of the stator 
windings (examination of the isolation resistance, measurement of the factor of dielectric losses and 
capacitance, measurement of the intensity of partial discharges, measurement of the leakage currents at the 
high unidirectional voltage and alternating voltage and measurement of the ohmic resistance of windings), 
examinations of the rotor windings (examination of the isolation resistance, measurement of the capacity, 
measurement of impedance, measurement of ohmic resistances, examination of the inter-winding isolation 
by the repetition impulse generator and examination by the elevated alternating voltage), examination of the 
magnetic circuit of the stator (examination by the thermovision control in the course of the rated induction, 
examination of the magnetic circuit of the stator by the method of low induction), measurement of the 
refrigerant flow rate and measurement of the shaft potential, as well as the collection of the oscillographic 
footages and the data on the measurement of the shaft potential. The database for the assessment of the 
generator condition represents a basis for the practical realization of the modern system of monitoring, which 
implies an optimal conduct of the process and proactive maintenance of the productive resources. There are 
several methods and different types of the diagnostic equipment for the observance of specific parameters 
and assessment of the condition of the important parts of electrical energy plants. 
The most significant diagnostic methods used in the diagnostics of the turbo generator condition are:  

– Visual-optical diagnostics, particularly endoscopy that is most frequently used in the diagnostics of the 
production plants (visual control of the condition of the turbine, capacitor, electrical generator, heat 
exchanger, collector, assessment of the occurrence of corrosion layers on all technical system 
elements). 

– Thermodiagnostics, with the application in detecting shortages, damages and failures in the regular 
operation of the plant (observance of thermic conditions of the turbine vital parts, control of the 
thermic condition of the boiler pipe system, steam pipeline, thermic condition of the generator stator 
and rotor windings, bearings temperature, fluid temperature), and for that purpose the most frequently 
used devices are thermistors, thermoelements, resistant thermometers and contactless infrared sensors, 
and lately those are optical temperature measurement convertors; in switchyards and electrical 
connections the most frequently used are thermovision measurements with the goal of detecting the 
place  of local heating of the system elements, for the purpose of an early detection and elimination of 
the heating cause – impurity on the contact places, bad contacts, potential weak tightness, current 
transformers with the open secondary, damaged switch chambers, failures on the system for cooling 
the generator, transformer, etc.; 

– Vibrodiagnostics, as an efficient diagnostic method for predicting and determining the condition of 
rotating elements in the plant (turbines, electrical generator, pumps, fans, etc.), whose operation is 
followed by the vibrations that can measure, follow and classify it compared to the already established 
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and allowed norms (three basic values are measured: vibration amplitude (from 0 to 10 kHz), vibration 
speed (10 Hz to 10 kHz) and vibration acceleration (1 kHz to >100 kHz)).  

– Diagnostics by the use of shock impulses, which is used for determining the operating condition of the 
roller bearings (damages, impurities or bad installation).  

– Noise diagnostics, by the analysis of a spectrum of noises for observing the condition of the fluid 
running through a pipeline system, condition of the valves and pumps that enable such flow, as well as 
for observing the fluid leakage.  

– Detection of partial discharges in the isolation as a consequence of the inhomogeneity of the isolation 
material and presence of impurities in the isolation (influence of the outer electrical field in the area of 
inhomogeneity results in the occurrence of the electric field increase and finally in the partial 
discharge of the isolation segment).  

Thermovision examination, as a method of no-contact measurement of surface temperatures, is based on the 
fact that each body with the temperature above the absolute zero (0 K or -273 ºC) emits electromagnetic 
radiation (thermal radiation) of the infrared spectral band lying on the borderline of the visible red spectrum 
in the wave area >0.7 μm. The thermovision examination is conducted by the measurement method called 
the method of comparison and is based on the temperature comparison of the elements with the same 
element of the second phase under the same burden. It is necessary to determine the place of the working 
(referential) temperature, which, under the same burden in all three phases in the normal working conditions, 
is equal. The deviation from the normal working temperature indicates a malfunction of the object of study. 
The excessive temperature is determined by the difference of the working temperature and the temperature of 
the place of temperature elevation. One should pay attention to the fact whether the place of the working 
temperature is of the same material as the place of the temperature elevation in order to make the emission 
factor approximately equal. The thermovision examinations are conducted on the visible parts of the 
examined elements. There are several advantages of using the thermovision examinations: examination is 
performed during the normal operation, malfunction of the equipment is precisely located at an early stage, 
unnecessary servicing is avoided, repair time is shortened, maintenance is improved and stock-keeping is 
made cost-effective, number of bigger failures is decreased by a proper determination of control deadlines. 
Table 3 presents the criteria for determining malfunctions of some element (valid for visible parts). Factor 
ΔT represents a temperature difference between the spotted place of the malfunction stage and is valid for the 
electrical equipment under the 100% burden. Knowing and using proactive methods of the turbo generator 
monitoring has a technical and economical justification – fewer breakdowns and more productive equipment. 
In order to decrease damages and turbo generator breakdowns to the smallest possible degree and by that 
provide high reliability of the equipment operation, the introduction of monitoring is realized in several 
steps. 
Table 3. Criteria for determining spoilage of tested element 
Exceeding temperature Recommendation 

ΔT < 5 °C Condition of element is regular, no intervention is necessary. 
5ºC < ΔT < 10ºC Should be fixed during regular maintenance, possibility of physical damage is present. 

10ºC < ΔT < 35ºC Repair can be delayed for maximum of 6 months, as possibility of physical damage is 
present, tested part should be replaced if necessary.  

35ºC < ΔT < 75ºC Repair as soon as possible, replace part and check surrounding elements as the possibility 
of their damage is present. 

ΔT > 75 ºC State is critical, emergency intervention is necessary as soon as first cut-out happens, 
replace part and check surrounding elements. 

5. Results and Discussions 
For the purpose of conducting the previously planned regular annual examinations, revisions and repairs, the 
generator, together with other block plants, was stopped on 29 March, 2014. Until the disconnection from the 
network, and based on the insight in the technical documentation and findings of the M &TPP commission, 
which also did the analysis of the generator condition before the disconnection, it was noted that the turbo 
generator operated without any restrictions, [4]. The vibrations on the bearings of the overall turbo generator, 
recorded before the repair (14 March, 2014), are in a satisfactory condition. Besides, the values of the 
vibrations presented in the diagrams of the continual measurement of the vibrations on the turbo generator 
bearings, are within the prescribed limits. The continual measurement of the turbo generator vibrations has 
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existed since 21 May, 2013, when the system was introduced for an automated block management. Based on 
the vibrodiagnostic condition of the turbo generator, as well as the operation parameters of the turbine and 
the generator, it was not possible to establish the existence of the causal relationship between the turbine 
operation regime and the cause of the generator damage. The generator overhaul was performed in 2010. 
According to the technical recommendation TP32, which defined the scope of electrical measurements and 
examinations, the revision and check of the condition of isolation systems of the stator windings and the 
rotor windings on the generator was planned to be conducted in 2014. A part of the foreseen examinations 
and reviews on the generator was conducted qualitatively and within the planned time frame. Due to the 
restrictions in the availability of the examination equipment and examiners, the planned periodic electrical 
measurements and examinations of the stator windings and the rotor windings were performed on 23 April, 
2014. The results of the values of all electrical measurements and examinations were satisfactory and within 
the allowed limits. The values also did not significantly deviate from the values measured last year, except 
for the values of partial discharges, which were approximately ten times bigger for all three phases of the 
stator windings. The high measured values of partial discharges, as well as their nature, which is manifested 
by the floating potentials, indicated a malfunction of the generator, and the generator was immediately 
disassembled. By disassembling revision lids on the generator housing (27 April, 2014), the examination was 
performed of the lower generator zone. In the area of the generator housing bottom, the side towards the 
turbine, two crown nuts were found and also a square washer felt and a significant number of metal particles 
of irregular form and different size, which are mostly made of the aluminum alloy. On the same day, 
disassembling was performed of the upper side lid of the generator from the turbine side, and then 
disassembling of the front and back left cooler. By the control examination, the looseness was established of 
three isolation router braces on the upper zone of the stator windings head, as well as the damages (cut) of 
the stator bandage on the upper half. In the course of disassembling the damaged, two-sided screw, the 
presence of the fixation mass was noticed in the form of a pipe of irregular form. On the rotor cap the 
damages were noticed caused by frequent shocks, and there were also barely visible damages on the rotor 
bolts, specifically on the wings for directing hydrogen. The significant surface damages were established on 
the packages of the stator foil (around 125 pcs), as well as on the bolts of the generator rotor (around 200 
pcs), Figure 2. 

 

  
 
 
 

a) surface damages on stators 
sheet metal packages (around 

125 pieces) 

 

 
 
 
 

b) surface damages of bolts on rotor of the 
generator (around 200 pieces)  

 
Figure 2. Review of surface damages on 

sheet metal packages of stator and bolts of 
rotor of the generator 

In order to explain the causes of the failure, it is necessary to observe in a detailed manner the construction 
solution of strengthening axial and radial hydrogen routers. The mentioned strengthening of the routers was 
realized on the perimeter of the head of the generator stator windings by 12 pairs of isolation beams, which 
are connected by a double isolated screw and the accompanying connective elements. The immediate, initial 
cause of the generator damage is weakening and detachment of the connection between the isolated two-
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sided screw and the cylindrical nut.  On the subject nut the fixation mass was found that was used as a 
temporary solution for the purpose of stiffening the connection of the two-sided screw with the cylindrical 
nut. After the damage of the mentioned connection, the screw with the crown nut came out from the 
cylindrical nut and remained hanging free in the existing bearing of the inner isolation beam. 
At the moment when the screw with the crown nut touches the rotor cap, a part breaks off at the weakened 
cross section of the wire insurance. The broken part of the screw is thrown to the interspace between the 
stator and the rotor and causes damages in the interspace (space between two iron surfaces) on the rotor bolts 
and packages of stator foils, Figure 3. The broken parts of the rotor bolts also fall to the space between two 
iron surfaces and multiply new damages. Since during the break of the isolation screw the nut protector fell 
out, the nut also gets loosened due to the vibrations (self-wrench) and falls on the upper part of the stator 
router. The loosened cylindrical nut falls out of its housing, goes through the sticks of the windings head, 
breaks through the upper part of the hydrogen router (epoxy-glass 3 mm in width, Figure 4), hits the rotor 
cap, which causes its cracking at the weakened cross section into two approximately equal parts. 

  

  
Figure 3. Review of torn part of the screw 

 
Figure 4. Review of penetration in upper part of hydrogen 

router (epoxy-glass thickness 3 mm) 

Both parts remain at the lower hydrogen router, one part penetrates the router and continues to damage the 
isolation of the stator windings stick due to the vibration (Figure 5), and gets a final form of spheres of 
almost regular form at which one could see the traces of windings, Figure 6. 

  

 

 

 

Figure 5. Review of stator windings stick                            
insulation damage 

Figure 6. Final form of spheres after deformation 
 

In order to perform an adequate observance of the conduct of the generator in future, the additional measures 
were also proposed for the monitoring in the operation of the plant in the next period. In the course of 
conducting the repair works in 2014, a constructive change was performed of the materials of the positions 
of isolated two-sided screw and the cylindrical nut (antimagnetic stainless steel material is used instead of 
brass), with their verification within the construction diary and construction book by the contractors and 
supervisory body. A change was also made for the purpose of strengthening the manner of insurance from 
self-wrench, along with the prevention of the positions from falling out of the connection of the isolated two-
sided screw and the cylindrical nut and the contact with the generator rotor. The recommendations were also 
given for the next annual and bi-annual revision (control repair). 
Acting upon these recommendations, the electric service maintaining the TPP Ugljevik started with the 
activities of visual examination and review of the general condition of the generator in the period April-May 
2015. After entering the revision opening of the generator inside, there was noticed a small number of metal 
particles, which can almost for sure be claimed as a consequence of the last-year failure of the generator on 2 
April, 2014. The plan of activities of the repair works foresaw that immediately upon providing all 
preconditions, there should be performed preventive examinations of the generator, which was done on 23 
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April, 2015. The conducted preventive electrical examinations of the generator proved that all generator 
parameters were satisfactory, except for the intensity of partial discharges whose values were many times 
bigger compared with the last-year values of partial discharges after the repair of the generator failure. After 
taking off the lid from the turbine side and cleaning the windings head, measuring was conducted of the 
values of partial discharges on 26 April, 2015, and after that the lid was also taken off from the excitation 
side and after cleaning the windings head new measuring was conducted on 27 April, 2015, Table 4. The 
table contains the values that were recorded while measuring took place before the program processing. 
Table 4. Values of partial discharges according to the measurements on 23, 26, 27 April, and  2 May, 2015 

23.04.2015/26.04.2015. 

Measuring 
feed-back 

Type of connection Un [kV] UPDIV UPDEV 0,2*Un 0,4*Un 0,6*Un 0,8*Un 1,0*Un 

HV GND Ccoup. 20,0 [kV] [kV] 4 [kV] 8 [kV] 12 [kV] 16 [kV] 20 [kV] 

U1-6-VW X VW U 
0-Un 

8,3/6,9 7,7/6,7 
200/100 1300/1900 3300/2500 8000/ 

7500 -/- 
Un-0 200/100 1000/1100 3000/2000 

V2-5-UW Y UW V 
0-Un 

5,8/6,4 5,1/5,6 
300/300 1600/2000 2200/2300 11000/ 

11000 -/- 
Un-0 300/300 1800/2000 2100/2300 

W3-4-UV Z UV W 
0-Un 

6,7/6,4 5,3/6,0 
250/250 1500/2000 4500/4000 30000/ 

35000 -/- 
Un-0 200/250 1300/1500 4000/4000 

Characteristic quantity Phase U1-6 by 0,6Un and 0,8Un Phase V2-5 by 0,6Un and 0,8Un Phase W3-4 by 0,6Un 0,8Un 
QIEC[nC] 2,24/1,75 5,81/6,25 2,01/1,84 10,8/9,05 3,79/3,25 31,1/31,7 
QP [nC] 4,75/3,37 10,5/9,64 3,71/3,19 21,4/16,5 6,83/5,42 36,9/39,8 

27.04.2015./02.05.2015. 

Measuring 
feed-back 

Type of connection Un [kV] UPDIV UPDEV 0,2*Un 0,4*Un 0,6*Un 0,8*Un 1,0*Un 

HV GND Ccoup. 20,0 [kV] [kV] 4 [kV] 8 [kV] 12 [kV] 16 [kV] 20 [kV] 

U1-6-VW X VW U 
0-Un 

7,6/11,0 7,6/10,2 
100/100 1500/1400 1900/1400 6200/ 

3300 -/- 
Un-0 100/100 1000/800 2000/1100 

V2-5-UW Y UW V 
0-Un 

5,7/6,2 5,0/5,6 
300/300 2000/1500 2200/2300 10000/ 

10000 -/- 
Un--->0 300/350 1600/1300 2500/2800 

W3-4-UV Z UV W 
0--->Un 

7,4/8,1 7,0/7,5 
200/200 1300/1200 3000/1700 25000/ 

10000 -/- 
Un--->0 200/200 1100/1100 2300/1250 

Characteristic quantity Phase U1-6 by 0,6Un and 0,8Un Phase V2-5 by 0,6Un and 0,8Un Phase W3-4 by 0,6Un 0,8Un 
QIEC[nC] -/0,948 -/2,37 -/1,70 -/6,57 -/1,31 -/10,5 
QP [nC] -/1,79 -/4,39 -/3,24 -/14,9 -/2,25 -/26,2 
Legend: QIEC[pC] - level of partial discharge according to IEC processed by the program after measuring, QP [nC] – maximal single 
discharges processed by the program after measuring, UPDIV – cut-in voltage (voltage which causes  partial discharges of intensity of 
1[nC]), UPDEV – voltage when partial discharges end (ending of partial discharges of intensity of 1[nC]) 

By the detailed examination of the stator housing of the generator with the installed rotor, there were noticed 
apart from the metal particles also two wooden bolts for additional stiffening of the heads of windings on the 
generator stator, found in the generator housing, and were placed by the company from Polish during the 
repair in 2014, Figure 7. 
  

  
Figure 7. Review of opening the epoxy-glass bolt has fallen from together with place the bolts additionally built in 

during malfunction repair in 2014 were found 
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Since the results of the repeated measurement of partial discharges did not indicate any improvement, the 
rotor was taken out of the generator. Before the rotor was taken out, the gap between the rotor and the stator 
was checked by the endoscopic camera, where it was noticed that in some places there are parts of the 
isolation varnish and a few particles, but due to the limited space and the small gap between the stator and 
the rotor one could not say with certainty whether there are visible damages on the stator and the rotor. After 
taking the rotor out and establishing that there is no physical damage on the rotor itself, the generator stator 
was cleaned in detail, first by in detail absorbing all impurities from the stator inside, as well as the 
impurities between the stator package and the housing. Then all openings in the stator housing were cleaned 
by blowing of the air through them and again all accessible surfaces were vacuumed (from 1 May, 2015 to 2 
May, 2015). The impurities in the generator after cleaning are presented in Figure 8. The repeated 
measurements were conducted on 2 May, 2015, Table 4. The improvements of the results of partial 
discharges were visible, but on one phase, phase W, there is a ''peak'' of partial discharges that from time to 
time get the value of up to 26 nC, which indicates the fact that there are still the remaining sources of partial 
discharges, which get activated at the higher values of the examined voltage. That was the reason to once 
again try to clean and blow by the air through the package foil of the generator stator. After the repeated 
blow-through of the opening of the stator foil package, a new measurement was conducted (results as of 4 
May, 2015). Based on the analysis of the first results from this measurement, no improvements were visible 
compared with the previous measurement. This indicates that the continuation of the undertaken actions with 
regard to blowing-through and vacuuming of the stator foil packages did not result in a further decrease of 
the intensity of partial discharges, and further activities in that regard were abandoned. Based on the 
conducted measurements of the level of partial discharges one may note that there was a significant decrease 
of the intensity of partial discharges after taking the rotor out and after a detailed blowing-through and 
vacuuming of the impurities from the stator winding. The conducted measurements indicate that there was a 
decrease of the level of partial discharges back to the level from 2014, and in some phases at the examined 
voltage of  0.6 Un the intensity was reduced to even a lower level. Only in the phase W 3-4 there remained a 
source of partial discharges of a bigger intensity, which occur when the examined voltage is raised above 15 
kV. Taking into account that the phase voltage of the generator is 12 kV, and that the intensities of partial 
discharges at that voltage are very low (recommended value <5nC), one may note that the generator will 
function safely in the next period. The control was performed of the inter-winding isolation of the rotor 
windings by the low-voltage repetition impulse generator (RIG) in the standstill condition (2 May, 2015). 
Before the conducted examinations, the measurement was conducted of the isolation resistance of the electro 
isolation system (EIS) of the rotor, and the following values were obtained: Rizol = 1.41 MΩ; N = 1.22;       
Uisp = 474 VDC. A pretty low value of the isolation resistance was measured, particularly if you keep in mind 
that the value of the isolation resistance of the electro isolation system (EIS) of the rotor was Rizol = 117 MΩ 
at Uisp = 500 VDC on 23 April, 2015, when the first preventive examinations of the generator were conducted, 
after its stoppage. The visual examination established that the isolation zone around the rotor slip rings was 
made dirty by the graphite powder, which is one of the reasons for a low isolation resistance of the rotor 
windings (1.4 MΩ at Uisp = 500 VDC). One of the causes is also a potential penetration of humidity within the 
rotor due to the meteorological conditions in the mentioned period (increased humidity). The visual 
examination established that metal particles were to be found in the zone of the cooling gas router in the 
rotor winding, Figure 9. 
  

  
Figure 8. Dirt from generator after cleaning 

 
Figure 9. Presence of metal dust in zone of rotor cooling 

gas router 
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During the examination of the inter-winding isolation of the rotor windings the following parameters were 
measured on the rotor: tеmpеrаture of the rotor windings rotθ =19  t

оC , relative air humidity RH = 63%. The 
examination of the inter-winding isolation condition (MZI) of the rotor windings conducted during the repair 
gave satisfactory results and did not indicate potential weak places. Having in mind that the responses 
obtained from each of the slip rings mutually match, one may note that the inter-winding isolation condition 
(MZI) of the rotor windings is satisfactory (in the case of inter-winding connections the responses differ 
significantly), Figure 10. After a detailed cleaning of the zone around the rings, blowing out of the piled dust, 
and drying of the rotor windings by hot air current, on 4 May, 2015 a repeated measurement was conducted 
of the isolation resistance of the electroisolation rotor system. On that occasion, the measured isolation 
resistance of the rotor windings amounted to 7GΩ at the examined voltage of Uisp=500 VDC. Namely, the 
process of drying of the rotor isolation system in a relatively short period of time gave good results from the 
aspect of isolation resistance. After all by that time conducted preventive electrical examinations one could 
note that the generator condition was satisfactory from the aspect of the electric quantities limits. Due to not 
knowing the condition in which the stator foil packages of the generator are after a year of exploitation, 
particularly having in mind that in the previous year and after the repair there were left a few ”critical hot 
spots“, whose measured temperatures were close to the limit values of the temperatures defined by the 
generator producer. Therefore a decision was taken to make an experiment of the induction heating of the 
stator magnetic circuit, with the continual thermovision measurement of the individual foil packages 
temperatures. According to the recommendation of the producer and item 3.12 of the Russian standard 
“Scope and Norms for Electric Equipment Examination” (2001), the examination of the generator magnetic 
circuit isolation condition, with the continual thermovision control of the potential hot places, is conducted at 
every capital repair (from 5 to 7 years), after rewinding the stator windings or after the repair of the damaged 
stator package foils.  
The examination of the induction heating of the foil packages along with the thermovision recording of the 
foil packages heating degree condition in the axial and the radial direction along the whole surface of the foil 
packages, was conducted on 5 May, 2015, Figure 11.  

 
Figure 10. Comparison of response of sliding rings of rotor (rotor outside the stator) 

Keeping in mind that in the course of the repair of the stator foil packages in 2014 the induction heating of 
the stator core was performed at the induction of Bx=1.0 [T], for the purpose of comparing the measured 
temperature values of the foil packages it was decided to work with the same intensity of the magnetic 
induction. That is why the same thermovision camera, type ThermaCam SC620 (IR resolution: 640x480 
pixel), was used as the one used in 2014. Apart from the mentioned camera, in order to realize as precise as 
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possible measurements, an additional thermovision camera of the latest generation was also used, type 
ThermaCam T640 (IR resolution: 640x480 pixel). The parameters and dimensions of the examined circuit 
for the induction heating of the stator magnetic circuit at the magnetic induction Bx=1.0 [T] were as follows: 
number of bends VN of the excited winding (S1= 95 mm2): N1 = 12, number of bends of the control winding 
(S2= 4mm2): N2 = 1, examined voltage of the excited winding: U1 = 6300 V, measured voltage of the control 
winding: U2 = (510 – 518) V. The specially marked stator foil packages are those which during the repair in 
2014 represented “critical hot spots” (44/73; 38/80). During the experiment of heating, the thermovision 
camera was used to systematically record (every 10 minutes) the condition of heating degree of the foil 
packages in the axial and the radial direction, along the whole surface of the stator packages. The duration of 
the experiment was defined by the realized induction in the stator magnetic circuit. Taking into account that 
the examined induction amounted to Bx=1.0 [T], the experiment of heating lasted for 90 minutes. During the 
experiment of the induction heating of the stator magnetic core, it was noted that one “critical hot spot” 
disappeared since the final temperature of that foil package at the end of the experiment was 49oC 
(referential temperature of the foil package at the end of the experiment was 38 oC). However, a new “hot 
spot” was detected (33/108), which did not exist before. The temperature (67oC) of the new “hot spot“ 
(33/108) significantly exceeded the temperature value (52 oC) of the already existing critical hot spot (44/73). 
After the next day, 6 May, 2015, a repair was conducted of the located damaged foil package, the experiment 
of the induction heating of the stator packages was repeated. During the mentioned experiment the 
previously detected new “hot spot“ (33/108) disappeared since the temperature at the end of the 
measurement amounted to 48.6 oC (referential temperature of the foil packages at the end of the experiment 
was 41 oC). Namely, at the end of the experiment of heating the stator magnetic circuit there was left one 
already located hot spot (44/73), whose temperature was 56 oC. One need to note that the increase of the 
temperature ∆Q of the existing hot spot (44/73) was unchanged compared with the condition in 2014. Also, 
during the examination of the generator stator, one could notice a wire of the broken probe, which measures 
the temperature of the stator winding copper, Figure 12.  
  

  
Figure 11. Inspection of induction heating of stator 

magnetic circuit 
Figure 12. Damaged probe for measuring temperature of 

stator cooper windings 
The basic material for the assessment of the turbo generator operation upon the expiration of 1 year from the 
occurrence of the failure consisted of: survey of the necessary activities for the realization within the planned 
monitoring defined within the reference [4], minutes on the generator condition as of 4 May, 2015 and 
operating data on the failures and causes of the block exits in 2014 and 2015, presentation of the 
vibrodiagnostics 6 and 7 of the turbo generator housing, reports on the measurement of the own frequency of 
the stator winding head and examination of the inter-winding generator rotor isolation and report on the 
experiment on heating the stator magnetic circuit as of 5 – 6, May, 2015. The generator, together with the 
other block plants, was stopped on 15 April, 2015 for the purpose of performing the previously planned 
regular annual repair. Based on the insight in the plant data on the breakdowns and causes of the block exits 
in 2014 (after the repair) and 2015 until the disconnection from the network (15 April, 2015), it was 
estimated that the turbo generator worked without any restrictions [5].  By the insight in the generator 
condition and the mentioned basic documentation presented within the reference [5], it was noted that the 
generator condition was satisfactory, with the need of returning two wooden bolts for additional stiffening of 
the generator stator winding heads in the generator housing, a side towards the turbine. It is also necessary to 
strengthen the circular connection on the side of the generator rings. Upon the removal of the mentioned 
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shortcomings (those being usual activities during the repair), there are no restrictions for starting the 
generator functioning. The constructive change of the material of the positions of the isolated two-sided 
screw and the cylindrical nut (antimagnetic stainless steel material is used instead of brass) proved to be a 
good choice. A slight fall of the average values of the lowest own frequency of the winding heads on both 
sides of the generator is evident. The value of the lowest frequency of the winding heads remained within the 
previous limits (44 – 56.8 Hz). The found particles and impurities within the generator occurred due to the 
incomplete cleaning of the generator parts during the performance of the repair activities in 2014. Having in 
mind that the phase voltage of the generator is 12 kV, and that the intensities of the partial discharges at that 
voltage are very low (recommended value <5nC), one may note that the generator will operate safely in the 
next period. The condition of the inter-winding isolation (MZI) of the rotor windings is satisfactory. Falling 
out of two wooden bolts for the additional stiffening of the generator stator winding heads, in the generator 
housing, placed by the company from Polish during the repair in 2014, did not have any consequences with 
regard to the reliability and character of the connection. The damage of the probe, which measures the 
copper temperature of the stator windings, cannot be repaired until the next capital repair, noting that due to 
the existence of other measurements, the reliability of the observance of the generator operation is not 
diminished. The values of the vibrations on the turbo generator housings number 6 and 7, which are 
continually measured within the system of the automated management with the block TPP, immediately 
before the planned exit of the block from the operation to the repair on 15 April, 2015, are within the 
prescribed limits. 
In order to continue with the adequate observance of the generator conduct in future, within [5] there are 
proposed additional measures for the monitoring in the plant operation in the next period. Also, during the 
capital repair in 2016 it is necessary to repair the damaged thermoprobe that measures the temperature of the 
stator winding copper. Depending on the found status with regard to the impurities in the generator and 
results of the measurements of the partial discharges, during the stoppage in the next repair it is necessary to 
consider cleaning by filtering the remaining impurities for the purpose of their permanent elimination and 
based on that also for the easier observance of the generator rotor and stator condition and the realization of 
all measures, examinations and operations with regard to the character of the capital repair necessary 
pursuant to the producer’s instructions. 

6. Conclusions and Recommendation 
The key concept of the lifetime definition for the users of the turbo generator is the definition of the 
serviceability, i.e. possibility for the existing turbo generator to function in the present condition for a 
specified period of time. In the analyses of the remaining lifetime each turbo generator is considered as an 
entirety and it is necessary to have the information on the position and connections of the turbo generator in 
case in the network with the surroundings. There should also be enough data on the examinations, events on 
the object and in the network, i.e. complete history of the turbo generator functioning. By using the methods 
and tools for processing all data classified in categories, it is possible to define certain rules related to its 
functioning. In doing so we use the following groups of data: producer’s data, data on the examinations, data 
on assembling and launching in operation, data from the plant, data on observing the condition, CBM, data 
on diagnostics, data on the examinations-inspections, data on the preventive and corrective measures, data on 
sister units and data after opening in the factory of the post-failure examinations and diagnosis. The main 
form of reducing the maintenance cost is to use the remote control for observing the condition of the 
equipment, i.e. introduction of the continuous monitoring. A safe access to the data by the use of 
information-communication technologies, assessment of the equipment and work conditions, significantly 
raise the reliability, and early warnings on the potential breakdowns and their causes significantly reduce 
both the breakdowns and their consequences. Predicting the moment when it is needed to conduct the 
maintenance reduces the time and funds spent for an excessive maintenance, which prolongs the overall 
lifetime between the necessary (big) interventions on the equipment. It also enables burden management and 
reduces the risk of a failure. 

Nomenclature 

Latin symbols 
EPS  – Electric power system. 

EIS  – Electro isolation system.  
FMEA  – Failure Mode and Effect Analysis. 
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FMECA  – Failure Modes, Effects and 
Criticality Analysis. 

FT  – Fault Tree. 
TPPM &  – Mine and Thermal Power Plant 

Ugljevik. 
R  – Isolation resistance, in [MΩ]. 
U  – Voltage, in [V]. 
Q  – Discharge, in [pC] or [nC]. 

RH  – Relative air humidity in [%]. 

T  – Temperature, in [0C]. 

Greek symbols 
θ  – Tеmpеrаture of the rotor windings, 

in [0C]. 
∆  – Factor represents a temperature 

difference between the spotted 
place of the malfunction stage and 
is valid for the electrical equipment 
under the 100% burden, in [0C]. 

ρ  – Density of the fluid, in [kg m–3]. 

Superscripts 
0  – Stepen. 

Subscripts 
IEC  – Air 
PDIV  – Cut-in voltage (voltage which 

causes  partial discharges of 
intensity of 1[nC]). 

PDEV  – Voltage when partial discharges 
end (ending of partial discharges of 
intensity of 1[nC]) electro isolation 
system (EIS) of the rotor, and the 
following values were obtained 

rot  – Rotor. 
t  – Time interval, in [h]. 
izol  – Isolation. 
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Abstract: In the industrial processes of injection molding one of the basic requirements is uniformly 
temperature filed of finished part and tool volume. If it is a simple geometry of the finished part that is not 
a special request but if one gets a different tool geometries require additional analyzes that offer practical 
solutions and useful results. Distribution of the cooling system, dimensions and the length of cooling pipe 
all around of the mold cavity directly related with geometry of finished part and properties of the material. 
Unbalanced schedule unequal molding cavity in space, or in the tool requires FEM simulation and 
monitoring parameters in order to achieve the required quality and accuracy of products. 

Key words: injction molding, cooling system, tool construction 

1. Introduction 
The main phases in an injection molding process involve filling, cooling and ejection. The cooling phase is 
the most significant step among the three. It determines the rate at which the parts are produced. In the 
moment of the melted polymer injection, ideally, the mold’s temperature should be like of the melted 
polymer’s temperature and in the moment of the parts removal the mould must to be the temperature of the 
environment. Of this way, the polymer would be injected with the minimum of pressure and the difference 
between the surface temperature [1] and the nucleus temperature of the injected parts would be a minimum 
leading a slow cooling and minimise the moldings stresses. Notice that these technical advantages are not 
compatible with economical needs and the generalized rule is to produce parts with the biggest possible 
speed. According to this rule, the most important factor is the capacity of the cooling system removes heat of 
the cavities of the mould [2,3]. Usually the time of cooling is around 50% of the total cycle. The injected 
resin loses temperature in the contact with the mould surfaces, transferring itself heat through the mould. For 
speeding the heat transfer process, the mold designer create specific holes in the adjacent surfaces of the 
molded part in the mold. These holes, known by lines of water (by the water is the more frequent fluid of 
cooling), constitute the cooling system of a injection molding tool. 

2. Heat transfer at injection molding  
The design of cooling systems is highly related with the plastic melt solidification and product warpage / 
deformation. In addition, the cooling time occupies around 70-80% of a molding cycle, therefore, a well-
designed cooling system will result in more efficient cooling and increase productivity. In addition, a uniform 
cooling rate and proper cooling temperature will result in uniform shrinkage, diminish problem of warpage, 
and ensure plastic melt can flow into the extremities of mold cavity [4]. 
According to the cooling mechanism, the heat is transferred continuously until the temperature is lower down 
to the ejection temperature and then the molded part is ejected. The ejected product is cooling constantly by 
dissipating its thermal energy into air until it reaches the room temperature.  
At the beginning, the temperature variation is significant for the first few shots, while the molding process 
reaches the steady state, the mold temperature will not deviate from the average temperature too much; the 
deviation can be less than 5oC or even less. Therefore, it is reasonable to use the cycle-average temperature as 
the mold temperature along the time. However, the cycle-average approach might not be appropriate if the 
conventional cooling system was not for cooling function only, such as a mold system with heating rod inside.   
In some special case, such as a large temperature deviation, the temperature variation is still significant even 
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in the steady state, since the cycle-average mold temperature approach cannot catch mold behavior properly 
[5,6]. 
The fundamental rules that should be had in count in the cooling system design are:  
- the circuits of the water should be symmetrical and independent relatively to the filling zones and 
impression(s) of the mould;  
- thermal variations in the walls of the impressions shouldn’t be pronounced, so the lines of water should be 
designed in function of its distance to the impression walls’;  
- the cooling fluid input and output should be placed for the mould backwards (opposite side to the operator), 
or alternative for the breaks lower;  
- it’s important to guarantee that the cooling flow in the channels be turbulent, the index of turbulence is 
given by Reynolds number. 
When it proceeds to the polymer injection for inside the impression of a mould the removal energy of the 
polymer in the melted state is transmitted by conduction through the mould material up to the channels of the 
cooling system and to the mould external surface [7]. The heat exchange mechanisms (fig.1) include the 
conduction for the structure of the injection molding machine, the forced convection for the fluid that 
circulates into the cooling channels and the thermal radiation and natural convection for the air that surround 
the walls of the mould. 
 

 
Figure 1. 3D model of cooling system 

In the injection molding cycle, the heat corresponding to the enthalpy variation of the molding material 
during the cycle, is exchanged for the molding zone surface (or impression surface of the mould) and of this 
for his outside. To define the energy equilibrium, is established an equilibrium between the heat powers that 
are introduced in the mould, the heat power accumulated in every single moment in their interior and the heat 
powers removed from the mould, being positive or negative those that respectively increase or diminish their 
internal energy [8]. In a process analysis with accumulation of internal energy, the heat flow that is supplied 
to the mold and the heat flow that is removed from the mould should be in thermal equilibrium, in every 
single moment, with the heat accumulated in the structure of the mold:  
 ACCUMTMAMBPL QQQQ  =++  (1)  
where is : 

PLQ  – heat flow supplied by the polymer 

AMBQ  – heat flow transferred for the environment 

TMQ  – heat flow transferred for the cooling fluid 

ACCUMQ  – accumulated energy in the mould material per time unit  
Simplified hypotheses [9] to obtain results : 
- quasi  -  static process  
- during the cycles the temperatures and thermal flows fluctuations are despised 
- during the different periods medium values are considered 
 0=++ TMAMBPL QQQ   (2)  
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where is: 
ref

PL
PL t

VhQ ××∆
=

ρ  

ei hhh −=∆  
ih  - polymer enthalpy at the injection temperature; 

eh - polymer enthalpy at the ejection temperature;  

PLρ  - polymer medium density between the injection temperature and the ejection temperature; 
reft  - cooling time of the plastic part; 

V - volume of the plastic part 
 RADCONDCONVAMB QQQQ  ++=  (3)  
where is: 

CONVQ - heat flow by convection on the mold lateral walls 
 ( )MOLDAMBpLCONV TTcAQ −⋅⋅=  (4)  

LA - mold exposed area 

pc - heat transfer coefficient, natural convection and 

MOLDAMB TT , - environment and mold temperature, respectively 

CONDQ - heat flow by conduction on the injection molding walls 
 ( )MOLDAMBfixCOND TTAQ −⋅⋅= β  (5)  

fixA - contac area mold and fixing system 
β - proportionality factor 

RADQ - heat flow by conduction on the mold lateral walls 

 















−






⋅⋅⋅=

44

100100
MOLDAMB

radLRAD
TTAQ σε  (6)  

where is: 
radσ - Stefan Boltzman constat 

ε - material emissivity 
When  the material is inside the mould cools supplying him heat, by that PLQ is always positive. The heat 
changed with the environment, can be positive or negative depending on the temperature of the mold. 

3. Constructive solution for cooling system 
An efficient system of cooling, with optimal cooling conditions, leads to a part uniform distribution of 
temperatures, minimizing the undesired effects appeared during de cooling process, the cycle time and the 
rate of rejections. The conception of an efficient cooling system is not a simple trial, because there are 
different factors that can contribute for the final intended results. Some of the factors that influence the 
cooling process are: the geometry of the part, the temperature of the mould, the shape of the cooling 
channels, the cooling fluid temperature and the speed of the flow [10,11]. It can be identified two reference 
terms for an iterative process of characterization of the mould cooling system: 

- the increase of the heat transfer rate 
- uniform temperature distribution in the molding surface   

The design of the cooling channels is performed after defining dimensions of plate form of tools. There are a 
whole range of different forms of cooling channels offered by Moldex3D Designer [12,13]. It can be applied 
to any of the offered solutions (fig.2), but can be created and irregular solutions that follow the contour of the 
finished part. 
In the case of tools for sewer arcs Ø75/45° and Ø75/90° in the first iteration is designed cooling system that 
was developed in the individual tools. It consists of the cooling channels of 8 mm diameter which are placed 
at a depth of 54 mm from the line of the opening of the tool, below the molding cavities in the form of both 
plates of the tool as well as the channel diameter of Ø 30 mm, through side pins. 
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Figure 2. Some sample of cooling channel with parametric design 

For cooling channels in the side pins, which with the help of hydraulic cylinders extracted from the finished 
part, due to their cylindrical shape of a relatively small diameter and large length, available to us was one of 
the two solutions Moldex3D Designer, which is normally used in real conditions: 

• Cooling channel type "Baffle" which is practically the hole plate divided into two chambers, inlet and 
outlet. 
• Cooling channel type "Bubbler" which practically running as a pipe located in the center of the hole, so 
that through it brings the coolant that spills on the interior of the hole, thus removing the heat more evenly 
cylindrical side panel, but in the case of channels such as "baffle"  

    
Figure 3. Parametric design of cooling chanel in the side pins 

The temperature of the mold during the injection molding cycle is variable and depends on a number of 
influential parameters: 

• temperature and types of molten thermoplastic into the mold cavity, 
• dimension of the mold cavity (area, volume and thickness of the walls of the mold cavity) 
• cooling time of the mold, 
• temperature and flow of coolant in the mold, 
• ambient temperature, 
• contact surface of the mold with a working desk of machines, 
• material and dimensions of the mold 

Measuring the temperature of the mold and finished parts was carried out using thermal imaging camera 
"FLIR". Measurements were made at the very end of the injection process (circle), i.e., immediately after the 
mold opening and just before the ejection of the molded part. The results of the temperature measurements 
indicate that there is a strong interaction between the temperature of mold and the parts (Fig.4.) The average 
temperature of the resin along running system toward the mold cavity for the fitting Ø75/45° is around 
88.4°C, as the warmest point has the temperature of 103°C. At the same time, the temperature of the molted 
part at running system is 52.4°C. Therefore, the temperature of the mold plate close to the running system are 
higher than the temperatures of the cavity surface. For comparison, Fig.5 shows propagation melt front just 
before the end of injection molding. 
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Figure 4. Injection molding tool for two parts and temperature measure 

 
Figure 5. Propagation of melt front with clamping force diagram 

4. Conclusion 
If the cooling channels are not correctly designed, the core and cavity mold wall temperature can be 
different. If there is a strong gradient in the cavity between the two halves the part may warp and distort its 
shape. So the targets that a correct cooling system has to follow are the uniformity of the wall temperature 
and a gradual reduction of the polymer temperature, in order to find a compromise between the necessity of 
reducing cycle time and allowing for the crystallization. 
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Abstract: Traditional methods of analysis and calculation of complex thermal systems are based on the 
first-law of thermodynamics. These methods use the energy balance for the system. In general, the energy 
balances do not provide any information about the internal losses. In contrast, the second-law of 
thermodynamics introduces the concept of exergy, which is useful in the analysis of thermal systems. 
Exergy is a measure for assessing the quality of energy, and allows you to determine the location, cause, 
the real size of losses incurred as well as residues in a thermal process. The purpose of this study is to 
analyze comparatively the performance of four thermal power plants from energetic and exergetic 
viewpoint. Thermodynamic models of the plants are developed based on first and second law of 
thermodynamics. The primary objectives of this paper are to analyze the system components separately 
and to identify and quantify the sites having largest energy and exergy losses. Finally, by means of these 
analysis, the main sources of thermodynamic inefficiencies as well as reasonable comparison of each 
plant to others are identified and discussed. As a result, the outcomes of this study can provide a basis 
used for plant performance improvement for the considered thermal power plants. 

Key words:  Power plant, efficiency, exergy, losses, destruction 

1. Introduction 
When two systems with different conditions interact, there is a tendency to create state of equilibrium and 
there is a possibility to perform work. If one of the systems is assumed to be surroundings and the other the 
system being studied, exergy can be defined as maximum possible work to be obtained when two systems 
come to equilibrium, assuming that heat is exchanged only with surroundings. Every system not in 
equilibrium with its surroundings can perform work, and system in equilibrium state with its surroundings, 
by definition, cannot. Exergy can be treated as the measure or distance between state of the system and state 
of surroundings. It becomes the attribute for both composition of the system and the surroundings. Exergy 
can be destroyed but it cannot be conserved. In boundary case the exergy is being completely destroyed, and 
this occurs when system spontaneously comes in equilibrium with surroundings without performing work, 
i.e. initial ability of the system to perform work gets consumed by the spontaneous process. Since no work is 
needed for spontaneous equilibrium it can be concluded that exergy can have minimum value of zero, and it 
cannot be negative. One of the main characteristics of exergy is that it can be transferred between the 
systems.  
Exergy analysis is a method that combines energy and mass conservation with second law of 
thermodynamics.  Exergy analysis method enables determination of location, cause and source of losses. 
These information can be useful in designing new energy efficient system but also for improving 
performance of existing systems. Exergy analysis provides an insight and possibility to find causes for 
thermodynamic inefficiency of the system. 
Exergy analysis method has been applied to thermal plants by numerous researchers in order to obtain 
efficiency, optimize and improve operation of such plants. Results show that most of exergy destruction 
occurs during fuel combustion, more than 80% [1,2]. Cihan et all and Ameri et all [3,4] performed exergy 
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analysis for thermal power plants and showed that exergy analysis can pinpoint components with high 
inefficiency. Kanoglu et all [5] stressed out the importance to understand energy and exergy efficiency in 
order to improve operation of power plants. Exergy concept plays an important role in creating of energy 
policy by implementing analysis for energy conversion or impact of energy systems on the environment 
[6,7]. 

2. Description of the system 
In this paper two plants for electricity production and one co-generation plant are analyzed. Plants are 
property of Republic of Serbia, and their lifespan is more than 20 years. Classical thermal power plants use 
coal as primary fuel, while combined power plant uses natural gas. In all three cases heating of the main 
condensate is done in low pressure heaters (LPH). Steam degasation is done in deaerator (DA3), after whom 
the supply water is heated in high pressure heaters (HPH). Number of low and high pressure heaters varies 
from case to case and is given in Table 1. Cogeneration plant has two additional heaters for district heating 
system, which are bypassed when the plant is in condensing operation mode. Steam boiler (SB) generates 
superheated steam with defined parameters. For heating main condensate and supply water, for district 
heating and deaerator operation steam from turbine is used (Ep1, Ep2,...). After the expansion in turbine, 
steam is completely condensed in condenser (CN). Turbine set comprises of high pressure turbine (HTP), 
medium pressure turbine (MTP) and low pressure turbine (LTP). After the expansion in high pressure 
turbine, reheating occurs, and then the expansion in medium and low pressure turbines. Technical details of 
the plants are given in table 1. 
Table 1. Plant operation parameters 

 Postrojenje 

Kostolac Kolubara TE-TO  
Novi Sad 

TE-TO  
Novi Sad 

Nominal electric output (MW) 348,5  110  117 115 
Nominal heat output (MW) - - 0 140 
Steam production (t/h) 1000  383.4  432 486 
Steam pressure at GV1 (MPa) 18,6  12.7  12.75 12.75 
Steam temperature at GV1 (ºC) 540 535 555 555 
Steam reheat pressure (MPa) 4,37 3.18 2.31 2.6 
Steam reheat temperature (ºC) 540  535 349.2 356.8 
Pump efficiency, mechanical (%) 0,98 0,98 0,98 0,98 
Generator efficiency (%) 0,96 0,96 0,96 0,96 
Low/high pressure pre-heater number 4/2 5/2 4/3 4/3 
Heater number - - 2 2 
Condensing pressure (MPa) 0.0042 0.01 0.0065 0.0061 
Cooling water temperature (ºC) 12 27 27 27 
Coolng water flow (t/h) 46800 15169 16070 7115 
Flue gasses temperature (ºC) 150 150  150  150  
Fuel Lignite Lignite Natural gas Natural gas 
Heating value (kJ/kg) 6350 6350 50000  50000  

3. Numerical simulation of operation 
For simulation purposes, software has been developed, which uses Microsoft Excel as platform with built in 
Visual Basic for Applications, so the macros had been written in VBA editor. Thermodynamic properties 
were calculated by IAPWS-IF97 (Water Steam Pro) method with VBA. 
During simulation dependence of turbine efficiency to design and constructive characteristics was taken into 
account. At the same time, turbine efficiency varies with operation and is function of mass flow rates (loads) 
and other relevant parameters. Characteristics were obtained from measurements or directly from component 
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manufacturer. There are methods in literature for calculation of turbine internal efficiency for different 
operating regimes as functions of various parameters in graphical or analytical form. The most complete one 
is given in paper by Spencer et all [8]. Method for calculation of turbine internal efficiency is given in this 
paper as well as analytical functions for efficiency correction due to regime change over for different types 
of turbines. These functions are empirically derived and based on testing turbines manufactured by General 
Electric Company. Turbine internal efficiency, for every operating regime, is calculated from correction 
factors with equation: 

 ( )∏ ε+⋅η=η
=

n

j
jioi

1

* 1  (1) 

where: *
ioη  - “zero” or normalized internal efficiency without corrections, jε  - deviation of efficiency based 

on j-th influential parameter, n - total number of corrections. “Zero” or normalized turbine efficiency is 
obtained from nominal turbine efficiency: 
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j

o
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where ioη  - turbine nominal internal efficiency. 
Corrective functions for deviation of internal efficiency are given in two basic forms [8] depending whether 
the correction is function of one or two parameters. First form of corrective function with two influential 
parameters has the form:  
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While the other form with one influential parameter is much simpler:  
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In [8] all the values for coefficients .c,a,n,n,n,c,a ijijk321oo are given. 
Flow characteristic of turbine defines its performance in changing input and output parameters. In this 
simulation model it is defined in the form of the Cone law [9]. 
Heat exchangers can be modeled with NTU (Number Of Transfer Units) method. The method is based on 
knowing the mass flow rate and enthalpies entering and leaving the heat exchanger in design regime. 
Pressure drop is also taken into account. Finally, heat transfer coefficients for every part of heat exchanger 
should be known in order to determine these coefficients in different operating regime. Since NTU method is 
complicated for implementation, alternative heat exchanger model is used in this paper which is based on 
connections between terminal temperature differences (TTD) for different loads. Total heat balance is used 
for deriving steam mass flow rate taken from the turbine. Numerical correlation was introduced by Erbes 
[10] and it is used for solving TTD in heat exchanger (entering 2t∆  and leaving 1t∆ ). 
 
3.1 Energy and exergy analysis  
Energetic performance analysis is based on first law of thermodynamics. According to first law of 
thermodynamics, the main performance criteria are commonly power output and thermal efficiency. These 
parameters are also decisive performance criteria in the economic analysis of power plants. In this analysis, 
the input and output values of the plant components can be determined using the measured/calculated 
thermodynamic variables such as enthalpy, pressure, temperature, entropy, mass flow rate and quality. For 
every individual component, the three balance equations are applied to find the work output, the heat added, 
the rate of exergy decrease, the rate of irreversibility, and the energy and exergy efficiencies. The balance 
equations are then written as follows: 
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The energy balance equation: 

)( ,, iiniouti hhmQW −⋅∑=+−
⋅⋅⋅

    (5) 

The thermal efficiency of the CHP plants can be calculated as follows: 

   
LHVm

QW

f

H

⋅

+
=η ⋅

⋅⋅

      (6) 

where, LHV is lower heating value of coal and fm
⋅

 is coal flow rate. 
Disadvantages of energy efficiency as criteria to evaluate efficiency of CHP plants was analyzed by Huang 
[14] for basic CHP plant with gas turbine. Defined energy efficiency does not take into account qualitative 
(thermodynamic, technical, economical) difference between heat and electricity. In order to eliminate these 
disadvantages "factorized" efficiency is introduced: 
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eHH
FCHP
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⋅

⋅⋅
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⋅α+⋅α
=η _       (7) 

Where α is weighing (ponderation) factor for all three forms of energy (heat, electricity and chemical energy 
of fuel). This factor is influenced by economical criteria or it can be stated by the government. Nesheim and 
Ertesvag [15] concluded that this approach  is adopted in various legislation acts in various countries and 
most often it is fe α=α . US PURPA (Public Utility Regulatory Policy Ac), gives values 1=α=α fe , and 

5.0=αH [16], so: 

   feHPURPAFCHP QWQ
⋅⋅⋅

+⋅=η /)5.0(__     (8) 

In some countries legislation weighing factor  Hα  is not considered constant but rather as ratio of efficiency 
for electricity production and efficiency for heat production seen as separate processes: 

    
SEPt

SEPe
H η

η
=α       (9) 

Generally, "factorized" efficiency represents simpler form of exergy efficiency leading to a conclusion that 
weighing factor selection can lead to ad results.  
 
3.2. Exergetic performance analysis 
Exergetic performance analysis is based on second law of thermodynamics. The results obtained from such 
an analysis can be used as a guide for diminishing the irreversibilities in the power plants and thereby 
enhancing their performances. In fact, exergy is a thermodynamic indicator that shows the transformation 
potential and convertible limit of an energy carrier to maximum theoretical work under the conditions 
imposed by an environment at given pressure and temperature [17,18].  In the scope of this exergetic 
performance analysis study, exergy efficiency and exergy destruction rate of both plant and plant component 
are determined. In addition, exergy losses per unit power output in the plants are defined and used as a new 
exergetic performance criterion.  
For stationary conditions, exergy balance for control volume is given as: 

 0)1( 0 =∑ −⋅∑ ∑ −⋅+−⋅−
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First term on the left side of equation represents exergy transfer related with heat transfer of jQ
⋅

which takes 

place in the area of temperature jT ; second term represent exergy transfer related to work 
⋅

W , while third 
and fourth term represent exergy entering and leaving the control volume. Fifth term represents exergy 
destruction due to process irreversibility. It s calculated according to Gouy-Stodola theorem 

 genD STE
⋅⋅

⋅= 0   (11) 

Fifth term incorporates exergy loss (exergy of products of combustion, wastewater in condenser, heat 
rejected to surroundings...). When applying exergy analysis it is very important to have control volume 
boundaries defined in proper manner, since heat transfer can be attributed to exergy destruction or exergy 
losses. Most acceptable way, and the one which enables partial analysis, is to treat every component of the 
system as separate control volume.  
  Total exergy of some system E  can be divided on physical exergy PHE , kinetic exergy KNE , 
potential exergy PTE  and chemical exergy CHE , i.e.:  

 CHPTKNPH EEEEE +++= . (12) 

Using the same approach total exergy of system can be expressed in specific values in the form:   

 CHPTKNPH eeeee +++=   (13) 

Physical exergy of closed system is defined as:  

 )()()( 00000 ssTvvpuue PH −⋅−−⋅+−= , (14) 

i.e. 

 )()( 000 ssThhe PH −⋅−−= . (15) 

Kinetic and potential exergy are calculated as: 

 2

2
1 Ve KN ⋅= , (16) 

 zge PT ⋅= . (17) 

Usually, in exergy analysis, kinetic and potential exergy are neglected. Chemical exergy is a component 
associated with chemical composition of the system and surroundings. Standardized values of molar 
chemical exergy for chemical elements and compunds are available in literature as function of temperature 
and pressure of the surroundings(temperature 0T  and pressure 0p ), [17].  
For mixtures containing gases other than those present in the reference tables, chemical exergy can be 
evaluated with following equation.  
 

 



 ⋅∑⋅⋅∑ +⋅+−⋅−−⋅=

−⋅⋅
,,, ln)()( kko

CH
kkooo xxTRexssThhmE  (18)  

Here, xk is the mole fraction of the kth gas in the mixture and 
−

R  is the universal gas constant. In exergy 
analyses, another significant matter which must be noticed are the reference conditions [19, 20]. 
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Fuel chemical exergy can be calculated with simple equations containing standard chemical exergies of fuel 
components. In case for hydrocarbons baHC , chemical exergy is defined as [21]:   
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For solid fuels semi-empirical formula depending of fuel composition (carbon, hydrogen, oxygen and 
sulfur), in the following form is used [22]: 
 

 S
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HCH x
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Often in literature one can find approximate values of chemical exergy as function of lower heating value, 

given as the ratio between chemical exergy and lower heating value 
LHV
eCH

=ϕ . Table 2 gives vales of ϕ  

for some fuels [23].   
 

Table 2. Ratio between chemical exergy and lower heating value for some fuels  
Fuel Natural gas Gas CO Hydrogen 
ϕ  1.04±5% 1.00±1% 0.973 0.985 

 

In exergy analysis it is very important to correctly assume parameters of the surroundings. By these 
parameters reference temperature and pressure, as well as air composition are meant. There are several 
models in literature but mostly accepted values are mbar1013p,K15.298T 00 == . Reference air 
composition is given in table 3. 

 
Table 3. Molar composition of atmospheric air [24] 
Component N2 O2 CO2 H2O (g) 

Molar share % 77.48 20.59 0.03 1.9 
 

 

3.3. Exergy efficiency 
In the exergetic performance analysis, exergy efficiency gives a measure of the performance of a system or a 
component. Exergy efficiency of the components in the investigated power plants is defined based on 
product and fuel approach given in the literature. The fuel represents the net exergy resources spent in this 
component for generating the product while the product indicates the desired purpose of including the 
component into the power plant [17]. Accordingly, exergy destruction and exergy efficiency of the main 
component in a power plant are given in Table 4. There are different definitions for exergy efficiency. They 
all have in common that it is applied for stationary conditions (steady state), where control volume of the 
system is clearly defined and all irreversibilities are taken into account.  

660



Total exergy destruction rate in the plant can be determined as sum of exergy destruction rates of 
components. 

 
Table 4. Comnonent exergy losses and component exergy efficiency 

Component Exergy loss Exergy efficiency 

Steam boiler 
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Simplest form of exergy efficiency is derived from conventional definition, based on exergy balance of 
entering and leaving streams. Conventional exergy efficiency is the ratio of leaving exergy stream and total 
entering exergy streams, where 

 
⋅⋅⋅

+= IEE outin , (21) 

Where I indicates irreversibility of the process, while the other forms of exergy are included in entering and 
leaving exergy the control volume.  
Conventional exergy efficiency is given in form: 
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Where HQE
⋅

 represents the exergy equivalence of heat, fE
⋅

entering exergy (fuel exergy), while exergy of 
electricity or mechanical work is equal to energy.  
For the whole thermal power plant, the exergy efficiency can be given as: 
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Exergetic efficiency acts as a base for comparisons among cogeneration systems (of the same type) with 
different capacities of electricity and heat production, due to the fact that the exergy quantify the difference 
in the quality of the heat produced in different temperatures. 
The other important exergetic performance criterion defined in this study is the amount of exergy loss rate 
per unit power and thermal output and it can be written as following equation [25]: 

 )/(, HQnettotalcycleD EWE
⋅⋅⋅

+=ξ  (24) 

HQE
⋅

  is the represents the exergy equivalence of heat, expressible as [26] 

 )1( 0∫ −⋅δ=
⋅

T
TQE HHQ  (25) 

Here, T is the temperature at which heat is transferred. This relation is of little practical value unless the 
functional relationship between the rate of heat transfer Q and temperature T is known. In many cases, heat 
is utilized by transferring it from the working fluid exiting the heat producing device (e.g., turbine, internal 
combustion engine) to a secondary fluid, in a heat exchanger. One can express the exergy rate of heating as 
the exergy increase of the cold fluid in the heater as [26] 

 coldcoldcoldxQ sThmEE )( 0 ∆⋅−∆⋅=∆=
⋅⋅⋅

 (26) 

where h∆   and s∆ are the enthalpy and entropy changes of the cold fluid, respectively.  

4. Discussion 
Operation parameters of plants under analysis and some of their components are given in table 1 and are 
used for both energy and exergy analysis of plant operation. By using the mathematical model and software 
developed in VBA, thermodynamic states and exergies in different points of the plant have been calculated, 
mainly at the component inputs and outputs, and then energy and exergy losses of the components were 
calculated. With equations given in table 2 exergy efficiency of each component and whole plant is 
calculated, table 5. Based on energy analysis, obtained energy efficiency is in the range 31.8% to 63.3%. it 
can be seen that the highest value of energy efficiency has the CHP plant. Energy analysis does not provide 
enough information needed for improvements in efficiency both from the whole plant and for its 
components. This is why exergy analysis is performed based on Second law of thermodynamics, since it 
provides insight in reasons for thermodynamic inefficiency of components and system. 
From table 5., comparing components and plant exergy losses, it is clear that maximum exergy destruction 
occurs in boiler and it is in the range 82.9% to 88.2% out of total losses. Losses occur due to combustion 
irreversibility. Participation of other components in total exergy destruction is significantly low, and in case 
of condenser which is the most critical component in energy analysis, is in the range 0.2% to 2.8%. 
Component exergy efficiency shows the places where further improvements can be made, which would lead 
to improving the efficiency of whole plant. 
Plant efficiency in both cases (energy and exergy analysis) shows that the best values have plants with 
possibility to transfer heat, compared to plants used only for electricity production. At the same time exergy 
loss rate per unit power and thermal output for this type of plant has the lowest value. 
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Table 5. Exergy destruction and exergy efficiency of components and system 

 

Plant 

Kostolac Kolubara 
TE-TO 

Novi Sad 
Q=0 

TE-TO 
Novi Sad 

Q=140 MW 

SB 
Exergy destruction (MW) 521.8 196.2 204.7 227.3 
Exergy destruction (%) 88.2 82.9 85.1 88.2 
Exergy efficiency (%) 46.4 45.8 45.6 45.7 

HTP 
Exergy destruction (MW) 10.3 7.7 8.13 7.8 
Exergy destruction (%) 1.7 3.3 3.4 3.0 
Exergy efficiency (%) 89.7 77.2 84.3 85.9 

MTP 
Exergy destruction (MW) 11.5 8.7 13 13.5 
Exergy destruction (%) 1.9 3.7 5.4 5.3 
Exergy efficiency (%) 91.6 86.4 79.6 80.5 

LTP 
Exergy destruction (MW) 34.9 12.1 9.5 3.8 
Exergy destruction (%) 5.9 5.1 3.9 1.5 
Exergy efficiency (%) 79.3 70.1 70.9 75.7 

Condenser 
Exergy destruction (MW) 3.1 6.6 1.5 0.4 
Exergy destruction (%) 0.5 2.8 0.61 0.2 
Exergy efficiency (%) 57.8 51.7 82.3 89.1 

Reheaters 
Exergy destruction (MW) 8.9 4.1 3.7 5 
Exergy destruction (%) 1.5 1.7 1.6 1.9 
Exergy efficiency (%) - - - - 

Plant 

Exergy destruction (MW) 591.8 236.6 240.5 257.8 
Exergy destruction (%) 100 100 100 100 
Exergy efficiency (%) 35.8 30.3 31.1 36.3 
Energy efficiency (%) 39.0 31.8 32.3 63.3 

Factorized efficiency (%) 39.0 31.8 32.3 45.9 
Exergy loss rate per unit 

power and thermal output - 1.7 2.2 2.0 1.6 

 

5. CONCLUSION 
In this paper, exergy analysis for components of four different plants is presented assuming operation 
parameters defined in table 1. The biggest exergy loss in every plant was determined in boiler, up to 88.2% 
of total exergy loss. Small part of exergy loss occurs in condenser. Obtained results show that the most 
critical component is boiler unlike the results from energy analysis where condenser is considered to be most 
critical [27]. Exergy efficiency for the whole plant ranges from 30.3% to 36.3%. Comparing to results from 
similar studies, where exergy efficiency is in the range 36-37% [28,29], it is evident that there is a good 
match in obtained results. 
 

NOMENCLATURE 

DE
⋅

 - exergy destruction (kW) 
E  - exergy (kJ) 
e - specific exergy (kJ/kg) 
f - fuel 
g - gravity of the Earth (m/s2) 

T - temperature (K) 
u - internal energy (kJ/kg) 
V - velocity (m/s) 
x - part of component in mixture (%) 
z – elevation height difference (m) 
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h - enthalpy (kJ/kg) 
LHV - lower heatig value of fuel (kJ/kg) 
⋅

m  - mass flow rate (kg/s) 
p - pressure (bar) 
s - enthropy (kJ/kgK) 

⋅

W - power (kW) 
⋅

Q - heat transfer rate (kW) 
−

R  - universal gas constant (J/molK) 
 

    

Superscripts                                                             Subscripts 

CH - chemical exergy 
KN - kinetic exergy 
PH - physical exergy  
PT - potential exergy 

ex – exergetic 
H - heating 
out - outlet 
0 - reference state 
in - inlet 
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Abstract Central heating is the most used heating system type in cities. It is a system in which the heat 
necessary for space heating is produced centrally, in the heating substation or boiler house. This paper 
presents the results when one of the apartments is switched off/disconnected from the system. It is clear 
than in this case, heat balance of the neighboring apartments will change. Obtained results indicate 
average temperature in disconnected apartment and show how much the heat losses of neighboring 
apartments will increase. 

 
Keywords: central heating, heat losses, apartment  

1. Introduction 
Main purpose of heating system is to heat up the premises where people habitat to a constant temperature, 
i.e. to regulate as much as possible the heat losses of human body by heating ambient and provide conditions 
for heat equilibrium between humans and surroundings. Adequate choice of heating system and its 
components, engineers can influence more or less each of these parameters, but the focus is n air temperature 
and mean radiant temperature of the surrounding surfaces. Central heating system is the best solution to 
tackle these problems. 
During central heating system design, heat losses are calculated in the first step taking into account heat loses 
towards outdoors and indoors (unheated corridors, basements and attic). 
We are witnessing, especially this year, that there is increased number of applications from the end-users to 
disconnect their apartments from the central heating system. It is clear that disconnecting one apartment will 
influence the heat balance of the whole system. Lowering the air temperatures during heating season will 
increase the heat losses of rooms neighboring this apartment which would lead to decrease of air temperature 
in these rooms and the chain reaction would occur. Nevertheless, if heating system is equipped with good 
control system, by changing operating parameters, fluid flow and supply temperature, there is a possibility to 
overcome most of the time these increase heat losses. 
Due to all this it is interesting to calculate maximum and average heat losses for one of these cases. The 
calculation was performed for one apartment in Niš, Serbia. Based on heat losses of the apartment and 
architectural solution, indoor temperature for unheated apartment was calculated as well as heat losses in 
changed conditions. 

2. Heat balance of disconnected apartment  
When concerning the apartment disconnected from central heating system, with air temperature tx, the 
following heat transfer occurs (figure 1): 

- Heat transfer with surroundings (outside conditions) 

 𝑄𝑥𝑜 = �𝑘𝑥𝑖 ∙ 𝐹𝑥𝑖(𝑡𝑥 − 𝑡𝑜) +�𝑎𝑙𝑠 ∙ 𝑅 ∙ 𝐻𝑘 ∙ (𝑡𝑥 − 𝑡𝑜) (1) 

- Heat transfer with unheated premises 
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 𝑄𝑥𝑛 = �𝑘𝑥𝑖 ∙ 𝐹𝑥𝑖(𝑡𝑥 − 𝑡𝑛) (2) 

- Heat transfer with heated premises  
 𝑄𝑥𝑔 = ∑𝑘𝑥𝑖 ∙ 𝐹𝑥𝑖�𝑡𝑥 − 𝑡𝑔�. (3) 

Heat balance in this case can be presented as:  
 

 �𝑄𝑥𝑖 = 0 (4) 

or 

 �𝑘𝑥𝑖 ∙ 𝐹𝑥𝑖(𝑡𝑥 − 𝑡𝑖) + �𝑎𝑙𝑠 ∙ 𝑅 ∙ 𝐻𝑘 ∙ (𝑡𝑥 − 𝑡𝑖) = 0 (5) 

 �(𝐴𝑥𝑖 ∙ 𝑡𝑥 − 𝐴𝑥𝑖 ∙ 𝑡𝑖) = 0 (6) 

where  
 

 𝐴𝑥𝑖 = 𝑘𝑥𝑖 ∙ 𝐹𝑥𝑖 + 𝑎𝑙𝑠 ∙ 𝑅 ∙ 𝐻𝑘 (7) 

following the temperature of unheated apartment is: 

 𝑡𝑥 = �𝐴𝑥𝑖 ∙ 𝑡𝑖 �𝐴𝑥𝑖�  (8) 
 

 
 

Figure 1. Heat balance of disconnected apartment 
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3. Results and discussion 
For illustration, the apartment E1 in multistory residential building in Branka Krmasnovića street in City of 
Niš is selected. The useful floor area of the apartments 63.1 m2, and this apartment is in line with other two 
apartments, and beneath and above has the identical apartments. 
During calculation, the following assumptions, not influencing the final result, are made: 

- Temperature in lobby is constant and has the value of +5oC 
- Indoor temperature of all rooms is equal (open doors) 
- Control of the heating system allows maintaining indoor design temperature increased for 2oC  

 

 
Figure2. Floor plan of the apartment E1 

 
Outside walls are masonry insulated with 5cm of mineral wool. The fenestration is of classical type. Heat 
losses of this apartment under design conditions (ts=-14.5oC) are 4421W, while for average outside winter 
temperature (ts=+5.15oC) are 2153W. 
Heat balance of this apartment when it is disconnected from the heating system are calculated for both design 
outdoor temperature (-14.5oC) and average outside winter temperature (+5.15oC) and are given in tables 1 
and 2 respectively. 
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Table 1. Heat balance for ts = -14.5 oC 

Surfaces Area k ti ∑kF ∑kFti tx Qi 

 
m2 W/m2K oC W/m2 WK/m2 oC W 

PS 12.52 3 -14.5 37.57 -544.71 
 

915 
PSv 17.44 

 
-14.5 48.50 -703.26 

 
1181 

ZS 17.02 0.65 -14.5 11.06 -160.39 
 

269 
VUh 2.00 2.3 5 4.60 23.00 

 
22 

ZUh 25.16 0.75 5 18.87 94.35 
 

91 
ZU1 13.64 2.55 20 34.77 695.44 

  ZU2 20.27 1.61 20 32.64 652.76 
  TV 63.10 1.4 20 88.34 1766.80 
  POD 63.10 1.4 20 88.34 1766.80 
  

    
364.69 3590.78 9.85 ∑Qi =2478 

       
56.06% 

 
Table 2. Heat balance for ts = +5,15oC 

Surface Area k ti ∑kF ∑kFti tx Qi 

 
m2 W/m2K oC W/m2 WK/m2 oC W 

PS 12.52 3.00 5.15 37.57 193.46 
 

373 
PSv 17.44 

 
5.15 48.50 249.78 

 
482 

ZS 17.02 0.65 5.15 11.06 56.97 
 

110 
VUh 2.00 2.30 5 4.60 23.00 

 
46 

ZUh 25.16 0.75 5 18.87 94.35 
 

190 
ZU1 13.64 2.55 20 34.77 695.44 

  ZU2 20.27 1.61 20 32.64 652.76 
  TV 63.10 1.40 20 88.34 1766.80 
  POD 63.10 1.40 20 88.34 1766.80 
  

    
364.69 5499.36 15.08 ∑Qi =1201 

       
55.78% 

Based on obtained results, heat losses for average winter temperature are app. 49% of heat losses for winter 
design temperature in regular case, i.e. when the apartment is connected to heating system. 
In case when apartment is disconnected from the central heating system, based on heat balance equation the 
indoor air temperature for winter design conditions would be +9.85oC. In this case, heat losses neighboring 
the apartment will increase for total of 2478W, which are heat losses for disconnected apartment. Heat losses 
for the apartment in this case are 56.06% compared to case when the apartment is heated. For average 
outside winter temperature, the air temperature in disconnected apartment has the value of +15.08oC, heat 
losses have the value of 1201W and would be 55.78% compared to the same conditions when the apartment 
was heated. The obtained results show that heat losses of the unheated apartment are significant and do not 
change significantly with outside conditions. 
During heating season, this apartment would have an daily energy consumption, for 14h operation, around 
16.8kWh, and for the whole heating season (181 days for City of Niš) around 3043kWh. 

4. Conclusion 

Based on obtained results and conducted analysis, the following can be concluded: 
- Heat losses of disconnected apartments are not negligible since they account for 56% of heat losses 

when the same apartments are heated  
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- Disconnecting individual apartments has significant impact on neighboring apartments increasing 
their eat losses 

- If there is no reserve in heating capacity or lack of control system, temperature within these 
apartments would decrease 

- Due to lowering temperature of boundary walls, neighboring apartments would be more 
uncomfortable  
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Abstract: 
 
Drying is one of the most necessary process and technology in today’s world and it is used, among other 
things, for food processing. The basic goal is to process the food for consumption by increasing its shelf life, 
and in order to achieve this moisture must be removed from raw material as moisture, which is the main 
promoter of biological activity and spoilage of the fresh products. The conventional drying has also a 
negative impact on the environment and climate, providing the basis for heat pump drying development to 
ensure sustainable practice within the food industry. Heat pump drying is a relatively new technology 
developed at NTNU. It unifies the drying and heat pump cycles in which the heat pump is used to recycle 
energy, for reheat the air during drying the raw material. By recycling the heat from the dryer exhaust, energy 
is saved and the total energy input to the system is drastically reduced. In this work a laboratory heat pump 
dryer is applied for drying green peas. The drying air was set on temperature regimes of 45°C, 35°C and 
15°C with different levels of relative humidity. Therefore, many drying tests were performed and each test 
was done. The drying of green peas was conducted in fluidized bed mode. The results have shown that 
higher temperatures increase the rate of moisture removal from the green peas.  

Introduction 
 
New drying technologies should fulfill the objective of economical profitability, which is mostly dependable 
on energy efficiency due to the trend of increasing energy cost and cost of resources used to produce that 
energy, mostly carbon based fuels. Currently, as a process drying consumes up to 50% of the total amount of 
energy used in industrial purposes. One of the relatively new technologies that fulfill all  requirements is heat 
pump drying (HPD). The conventional dryers consume large amounts of energy and have an equivalent 
contribution to the emission of greenhouse gas (GHG) to the atmosphere. 
This work covers the experiments green peas drying on a pilot scale heat pump dryer. Heat pump dryers have 
been known to be energy efficient when used in conjunction with drying operations. The principal advantage 
of heat pump dryers emerge from the ability of the heat pumps to recover energy from the exhaust gas as 
well as their ability to control the drying gas temperature and humidity. Many researchers have demonstrated 
the importance of producing a range of precise drying conditions to dry a wide range of products and 
improve their quality. The main components of the single stage heat pump system are the expansion valve, 
evaporator, internal and external condenser and compressor as illustrated in figure 1. After flowing through 
the evaporator and condenser of the heat pump the dry and warm air is ready to flow into the drying chamber 
in which the material, which is to be processed, is being placed. The simplified heat pump dryer has two 
separated loops with common heat exchangers. The drying air loop (abcd) contains the air cooler (EVA), 
heater (CON), blower and drying chamber. The refrigerant loop (12341) main components are the expansion 
valve (THR), evaporator (EVA), condenser (CON) and a compressor (COM). The fluid of the heat pump and 
drying air loops are coupled through the common evaporator and condenser to recover the exhaust energy. 
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Figure 1. Principle of operation in a simplified heat pump dryer 

Principle of heat pump drying 
 
Figure 2 illustrates the isentropic and non-isentropic saturated vapor compression heat pumps with dry 
expansion evaporator and drying channels. Figure 2 shows the main components: A – compressor, B – three 
way valve, C – external condenser, D – drying channel with air heater, E – liquid receiver, F – expansion 
valve, G – drying channel with air cooler.Also, Figures 4a and4b show the layout and the state points in the 
cycles in a log pressure versus enthalpy diagram, respectively. From state point 1 the saturated vapor is 
isentropic and non-isentropic compressed to super-heated vapor to points 2i and 2, respectively. Then, the 
vapor flows through the condensers changes phase to saturated liquid and is collected in the receiver. The 
saturated liquid leaves the receiver at point 3 and it is throttled to a liquid and vapor mixture at point 4. Then, 
the mixture flows through the evaporator and becomes saturated vapor at point 1 to be compressed again. 

  
Figure 2. The isentropic and non-isentropic saturated vapour compression heat pumps indicating the 

corresponding specific enthalpy differences in each process 
 

Advantages: 
• Heat pump drying (HPD) offers one of the highest specific moisture extraction ratio (SMER), often 

in range of 1.0 to 4.0, since heat can be recovered from moisture-laden air. 
• Heat pump dryers can significantly improve product quality by drying on low temperatures.  
• A wide range of drying conditions typically -20°C to 100°C (with auxiliary heating) and relative 

humidity 15 to 80% (with humidification system) can be generated. 
• Excellent control of the environmentfor highvalue products and reduced electrical energy 

consumption for low-value products. 

Fluidized bed and product quality 
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Fluidized bed dryers (FBD) are used extensively for the drying of wet particulate and granular materials that 
can be fluidized, and even slurries, pastes, and suspensions that can be fluidized in beds of inert solids. They 
are commonly used in processing many products such as chemicals, carbohydrates, foodstuff, biomaterials, 
beverage products, ceramics, pharmaceuticals in powder or agglomerated form, healthcare products, 
pesticides and agrochemicals, dyestuffs and pigments, detergents and surface-active agents, fertilizers, 
polymer and resins, tannins, products for calcination, combustion, incineration, waste management 
processes, and environmental protection processes. Fluidized bed operation gives important advantages such 
as good solid mixing, high rates of heat and mass transfer, and easy material transport. 
Some advantages of fluidized bed drying are the high rate of moisture removal, high thermal efficiency, ease 
of control and low maintenance cost. The high rate of moisture removal is due to the large interfacial surface 
area which is in order of 3000 to 45000 m2/m3 in the fluidized bed. This is also the reason for very high rates 
of heat transfer achieved in fluidized beds. 

Experimental design 
The experiments were conducted in a heat pump drying system with a fluidized bed. Each batch of raw 
material placed inside the drying chamberhad a mass of 1000 grams. The green peassamples were dried at 
three values of drying air temperature and three values forthe relative humidity. The temperatures were 45°C, 
35°C and 15°Cand each temperaturewas fixed tested at relative humidityof 60%, 40% and 20% with 
exception of 45°C as previously mentioned. This resulted in a design of eight drying tests. The details of 
experimental conditions and setup for all eight tests are presented in Table 1. 
The frozen green peas were mixed and homogenized to form a large batch that was partitioned into eight 
uniformbatches of green peas to be dried according to the mentioned design. One drying test took 3 hours to 
complete. During the drying of all tests the drying chamber was taken out every 20 minutes period to 
measurethe change in mass. Relatively small masses of dried product samples werealso extracted at every 60 
minute interval, which makes 3 extractions every test. The extracted material was put in small vessels whose 
mass was determined previously, and then the total mass of vessel with extracted sample was measured, after 
which they were put into preheated oven for 24 hour drying period. The drying oven was set at a temperature 
of 105°C and for 24 hours. The already known mass of the empty vessel and total mass of vessel with the 
product allows us to calculate the mass of extracted product. The product was dried in the fluidized bed with 
the air velocity kept at approximately 1 m/s.  

Table 1.  Experimental conditions and setup for all eight heat pump drying tests 
Test Number Temperature [°C] Relative humidity [%] 

1. 45 40 
2. 45 20 
3. 35 60 
4. 35 40 
5. 35 20 
6. 15 60 
7. 15 40 
8. 15 20 

The drying chamber and supporting cabinet 
The drying chamber is placed inside the isolated wooden cabinetmade of plywood with styrofoam insulation. 
The cabinet's dimensions are 0.8x0.8m in cross section with height of 1.5m.The drying chamber is made of 
plexiglas and it is easily locked and unlocked in central base. The chamber is inserted in the drying loop but 
separated from outdoors by a sampling access door located in the front of the cabinet. The door is opened 
and closed using two external locks. There are two inlet and outlet tubes connecting the cabinetand chamber 
to the drying loop. The inlet tube is connected to the central base of the cabinet and to the cylindrical 
chamber containing the green peas. The chamber exhaust flows through the outlet tube that is positioned at 
the upper part of the cabinet. During the process of moisture removal the green peas contained in the 
cylindrical chamber is in a fluidized by controlled air flow.  
A Mettler Toledo scale (XP 600 2M DeltaRange with an accuracy of 0.1 g) was used for measuring the mass 
of each batch of green peas the whole drying chamber containing the raw material. The density was 
measured based on standard determination of both mass and volume. Moisture content was measured with 
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the use of a Mettler Toledo HB43-S moisture analyzer and the water activity was determined using the Aqua 
Lab CX-2 device. 
A color meter, model X-RITE 948 Spectrodensitometerwas used for measuring the color components such as 
brightness, red-green and yellow-blue. 

Results and discussion 
 
Table 2 shows the values of moisture content on dry basis calculated for tests 1 and 2 done with temperature 
of 45°C and relative humidity of 40% and 20%. The development of moisture content on dry basis follows 
the kinetic measurements at time intervals of 20 minutes over a period of three hours. It is obvious that test 2 
with the lowest relative humidity is the one with the lowest moisture content after this drying time. The 
experimental data for these tests are plotted in Figure 3. 
 

Table 2.  Development of the moisture content on dry basis for tests 1and 2 

Moisture content on dry basis [%] 
Elapsed time [min] Test 1 Test 2 

0 323.19 323.19 
20 180.58 170.84 
40 119.64 114.6 
60 84.34 81.76 
80 63.06 61.57 
100 49.77 48.88 
120 40.88 40.12 
140 34.66 33.6 
160 30.17 29.5 
180 26.66 24.8 

 

 

Figure 3. Development of water content on a dry basis for test 1 and 2 
 
Table 3 shows the development of moisture content on dry basis for tests 6, 7 and 8 done with temperature of 
15°C and relative humidity of 60%, 40% and 20%. Test number 8 is the one with lowest moisture content 
and it is the same test in which the drying air had the lowest relative humidity. The experimental data for 
these tests are presented in Figure 4. 
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Table 3.  Development of moisture content on dry basis for tests 6, 7 and 8 
Moisture content on dry basis [%] 

Elapsed time [min] Test 6 Test 7 Test 8 
0 323.19 323.19 323.19 
20 295.13 252.98 229.07 
40 252.43 195.68 183.16 
60 210.71 160.85 153.15 
80 180.45 131.19 126.62 

100 154.08 111.38 106.01 
120 132.84 95.68 92.64 
140 110.92 79.73 78.42 
160 97.93 70.46 69.83 
180 86.67 62.21 61.96 

 
 

 

Figure 4. Development of moisture content on dry basis for tests 6, 7 and 8 
 
Conclusions 
 
This work focus on heat pump drying of green peas at varying conditions. The tests and measurements were 
done using three sets of temperatures combined with two and three relative humidity modes, respectively. 
The results have shown that the temperature of the drying air has the highest influence on products moisture 
content. 
There is also a significant influence of the relative humidity of the drying air on the final product’s moisture 
content. We can see that the tests with 45°C inlet air have faster moisture removal but also that Test 4 and 
Test 5 with 35°C inlet air 40% and 20% of relative humidity is approaching the value of the test 1. On the 
other hand the set of tests with 15°C have high values of moisture content and it is obvious that for that low 
temperature not even changes in relative humidity can increase moisture removal rate. 
Overall, test 2 produced the dried green peas with lowest moisture content. In terms of color a higher 
temperature regime influenced the most drastic change in the color properties of the final product but still the 
values remained relatively close between tests. The biggest difference that can be noticed is the similarity of 
values for Test 1 to Test 4, and also the similarity in results of color for Test 5 to Test 8. 
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Abstract: The paper presents an application of Particle swarm optimization for the optimal design 
parameters of an combined heat and power plant (CHP). The objective function is defined as the sum of 
the operational cost rate, which is related to the fuel expense, and the rate of capital cost, which stands for 
the capital investment and maintenance expenses. 

Keywords: Combined heat and power plant (CHP), Particle swarm optimization, minimization problem 

1. Introduction 
Designing efficient and cost-effective energy systems is one of the most challenging tasks for energy 
engineers. The gas turbine combined heat and power (CHP) plants are widely used in various industries. 
In order to design an optimal gas turbine CHP plant, Kwak et all [1] used a thermoeconomic method called 
modified productive structure analysis. The thermodynamic modeling (simulation) of a CHP system is done 
in [2]. For optimization purposes, it is necessary to specify the physical and cost models of the installation as 
well as the objective function to be minimized.  
In order to define the objective function it is necessary to consider the equation that the behavior of the 
system (physical model), the equations for calculating the capital costs of the components (economic model) 
and the equations of state used to calculate the thermodynamic properties (thermodynamic model). For 
finding the best process configurations used heuristic methods with thermodynamic targets and mathematical 
optimization methods. Heuristic methods for gas turbine integration and for a process design are presented in 
researches done respectively by Chou et all [3] and Nishio et all [4]. 
Mathematical methods for finding solutions, which give good values for several targets simultaneously, are 
presented by Hui et all [5] and Iyer et all [6]. 
In this paper, we use the thermodynamic simulation of an integrated combined heat and power plant (CHP) 
shown in Figure1. Then by introducing an objective function which presents the total cost of the plant in 
terms of dollar per second, and a set of design parameters, the optimal design parameters were obtained by 
the Particle swarm optimization. The developed model was applied to for existing CHP processes described 
in [2]. 
The design parameters of the plant were chosen for the optimization in this paper are: compressor pressure 
ratio( rc ), compressor isentropic efficiency (ηAC), gas turbine isentropic efficiency (ηT), combustion 
chamber inlet temperature (T3), and turbine inlet temperature (T4). 
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Figure 1. Combined heat and power system [2] 

2.  The thermodynamic model 
The relations of thermodynamic modeling are as follows: 
Air compressor: 
 𝑇2 = 𝑇1{1 +� �

1
𝜂𝐴𝐶

�𝑟𝑐
𝛾𝑎 − 1
𝛾𝑎

− 1�� 

�̇�𝐴𝐶 =  �̇�𝑎𝐶𝑝𝑎(𝑇2 − 𝑇1) 

(1) 

Air pre-heater: 
 �̇�𝑎(ℎ3 − ℎ2) = �̇�𝑔(ℎ5 − ℎ6) 

𝑝3
𝑝2

= (1 − ∆𝑝𝐴𝑃𝐻) 

(2) 

Combustion chamber: 
 �̇�𝑎ℎ3 + �̇�𝑓𝐿𝐻𝑉 = �̇�𝑔ℎ4 + (1 − 𝜂𝐶𝐶)�̇�𝑓𝐿𝐻𝑉 

𝑝4
𝑝3

= (1 − ∆𝑝𝐶𝐶) 

(3) 

Turbine: 
 

𝑇5 = 𝑇4 �1 − 𝜂𝑇 �1 − �
𝑝4
𝑝5
�
1−𝛾𝑔
𝛾𝑔 �� 

�̇�𝑇 = �̇�𝑔𝐶𝑝𝑔(𝑇4 − 𝑇5) 

(4) 

Cpa and Cpg present the specific heats of air and combustion products and they are temperature-dependent 
parameters that were obtained using the mole fraction of components in the gas mixture. 
The heat recovery steam generator (HRSG): 
 �̇�𝑠(ℎ9 − ℎ8) = �̇�𝑔(ℎ6 − ℎ7) 

�̇�𝑠�ℎ9 − ℎ8𝑝� = �̇�𝑔(ℎ6 − ℎ7𝑝) 
(5) 

 𝑝0
𝑝6

= (1 − ∆𝑝𝐻𝑅𝑆𝐺) (6) 

The air and fuel mass rates can be determined ( �̇�𝑎and �̇�𝑓) by considering the net power output relation, 
𝑊𝑛𝑒𝑡 = 𝑊𝑇 −𝑊𝐴𝐶 and the energy and mass balance equations in combustion chamber in forms of 
 �̇�𝑎ℎ3 + �̇�𝑓(𝐿𝐻𝑉) = �̇�𝑔ℎ4 + (1 − 𝜂𝐶𝐶)�̇�𝑓(𝐿𝐻𝑉) (7) 
 �̇�𝑎 + �̇�𝑓 = �̇�𝑔 (8) 
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3. Objective function 
The objective function is defined as the sum of the operational cost rate, which is related to the fuel expense, 
and the rate of capital cost, which stands for the capital investment and maintenance expenses. Thus, the 
objective function (F) represents the total cost rate of the plant in terms of dollars per unit of time: 
 𝐹 = 𝑐𝑓�̇�𝑓𝐿𝐻𝑉 + ��̇�𝑘 (9) 

Because the amounts of ultimate products (net power and process steam) are fixed, the objective function is 
to be minimized to obtain the values of optimal design parameters. For calculating the rate of operating cost, 
we have 
 �̇�𝑓 = 𝑐𝑓�̇�𝑓𝐿𝐻𝑉 (10) 

where cf=0.003 $MJ-1 presents the regional cost of fuel (methane) per unit of energy, �̇�𝑓 is the fuel mass 
flow rate , and LHV=50000kJ kg-1 is the lower heating value of methane. 
For purpose of this paper we used the cost functions listed in Table 1. Detailed explanation of this cost 
function is done in [7][8][9]. 
 
Table 1. The equations for calculating the prices of components 
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where mv, mPS and mp present mass flows of air, combustion products and steam (kg/s), r is compression 

ratio, PTiGTik ηηη ,,   are efficiency coefficients of compression, gas turbine and steam turbine, konKU QQ
⋅⋅

,  
present the amount of heat exchanged in economizer and in the capacitor (kW). Pp is power of pump (kW). 
For calculating the prices of those components the constants and factors are given in Table 2. 
 
 
 
Table 2. Constants and factors for calculating the prices of those components [7][8][9]. 

Components Prices of components 

Compressor );//($1.7111 skgc =  ;9.012 =c  

Combustion chamber );//($08.4621 skgc = ;995.022 =c  
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);(018.0 1
23

−= Kc  ;4.2624 =c  

Gas turbine 
);//($34.47931 skgc = ;92.032 =c  

);(036.0 1
33

−= Kc  ;4.5434 =c  

Economizer ;)//($6570 8.0
41 KkWc = );//($2127642 skgc = );//($4.118443 skgc =  

Air Pre-heater );/($2290 2.1
51 mc =  )./(18 2 KmkWU =  

 
To convert capital investments in cost-per-second, we can write 
 

)/$(
3600

sUS
N

CRFZZ kk
⋅

⋅⋅=
⋅ ϕ  (11) 

where is kZ  - the price of  kth component in US$, CRF  - Capital recovery factor, ϕ  - factor which takes 
into account the maintenance of components (1.06÷1.1), N  - number of working hours per year. The value 
of CRF se is obtained from the equation: 
 

1)i1(
)i1(iCRF n

n

−+
+⋅

=
 

(12) 

In order to minimize the objective function (Equation (9)) is necessary to achieve a feasible set of design 
parameters. Some physical and technical constraints related to the design of CHP units were considered. The 
list of these constraints and the reason of their application are given in Table 3. 
 
Table 3. The list of constraints and the reason of their application 

Constraints Reason of application 
T4≤1550 Material temperature limit 
𝑟𝑐 ≤ 16 Commercial availability 
ηAC≤0.9 Commercial availability 
ηT≤0.92 Commercial availability 
T7≥400K To avoid formation of sulfuric acid in exhaust gases 

T8p=T9-15K To avoid  evaporation of water in the HRSG economizer 
 
In addition to the above the following usual inequality constraints are also satisfied in heat exchangers, 
which are mostly obtained from conservation of energy: T3>T2, T4> T3, T6>T2, T6>T9, T7p>T9+ΔTpinch,min. 
In this work, Particle swarm optimization was used to minimize objective function. 
The objective function is considered a restricted D-dimensional minimization problem as follows: 
 

min𝐹(𝒙𝒊),𝒙𝑖 = (𝑥1, 𝑥2, … , 𝑥𝐷) 
in our case  D=5, because we optimize five parameters : compressor pressure ratio( rc ), compressor 
isentropic efficiency (ηAC), gas turbine isentropic efficiency (ηT), combustion chamber inlet temperature 
(T3), and turbine inlet temperature (T4). 
The values of thermodynamic parameters for the system components used in this paper are: Cpg=1,17 and 
Cpa=1,004. 
The specific heat capacity was calculated by Rosario-Messina method [10]: 

 
[ ]molK/J)T(lna)T(c

5

0i

i*
ip ∑ ⋅=

=        

where
0

*

T
TT = , and ia  coefficient ([10]). 
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4. Particle swarm optimization 
 
Particle swarm optimization is a population based stochastic search algorithm that is the most recent 
developments in the category combinatorial meta-heuristic optimization. It was first introduced by Kennedy 
and Eberhart in 1995 [11], as new heuristic method inspired by the social behavior exhibited by flocks of 
birds flying across an area looking for food. 
The brief description of Particle swarm optimization method (PSO) is next:  A swarm consisting of “n” 
particles is initialized at random in a certain space and the co-ordinates of each particle represent a possible 
solution and every particle is flying at a certain velocity.  By each fly- iteration particles approach to the 
optimum solution. In each iteration k, particles update themselves by the optimal solution found by a particle 
itself (pbest ) and by the current optimal solution found by the swarm( gbest).  
In the last years, PSO has been successfully applied in many research and application areas. One of the 
reasons that make PSO so attractive is that it needs few parameters to adjust.  
The position of ith particle of the swarm can be represented by a D-dimensional vector  𝒙𝑖 = (𝑥1, 𝑥2, … , 𝑥𝐷). 
The velocity (position change per generation) of the particle xi can be represented by another D-dimensional 
vector 𝒗𝑖 = (𝑣1,𝑣2, … , 𝑣𝐷). The best position previously visited by the ith particle is denoted as 𝒑𝑖 =
(𝑝1,𝑝2, … , 𝑝𝐷). If the topology is defined such that all particles are assumed to be neighbors and g as the 
index of the particle visited the best position in the swarm, then pg becomes the best solution found so far, 
and the velocity of the particle and its new position will be determined according to the following two 
equations: 
 𝒗𝑖𝑘+1 = 𝑤𝑖𝒗𝑖𝑘 + 𝑐1𝑟1�𝒑𝑖𝑘 − 𝒙𝑖𝑘�+ 𝑐1𝑟1�𝒑𝑔𝑘 − 𝒙𝑖𝑘� (13) 

 𝒙𝑖𝑘+1 = 𝒙𝑖𝑘 + 𝒗𝑖𝑘+1 (14) 
r1 and r2 are random variables in the range [0,1], c1 and c2 are acceleration coefficients regulating the 
relative velocity toward global and local best [12,13]. Inertia weight w is the parameter controlling the 
dynamics of flying. It is used to balance the global and local search abilities. A large inertia weight is more 
appropriate for global exploration of new areas, and the small inertia weight is more suitable for local search. 
Several variants of Inertia Weight was introduced by many researchers which can increase the capabilities of 
PSO. A review of 15 relatively recent and popular Inertia Weight strategies and compares their performance 
on five optimization test problems in PSO is given in [14].  
One of the linearly descending inertia weights applied in this work is: 
 𝑤𝑖 = 𝑤𝑚𝑎𝑥 − �

𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

𝑖𝑚𝑎𝑥
� (15) 

wmax and wmin are the initial and final values of the inertia weight, respectively, and imax is the maximum 
number of iterations. 
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Figure 2. Graphical representation of PSO 

 

5. Results and conclusion 
 
Particle swam optimization method is very simple, easily completed and it needs fewer parameters, which 
made it fully developed. The methodology presented for particle swarm optimization is general and can be 
applied to other practical design problems, provided that we have appropriate objective functions. 
In this paper, Particle swarm optimization is used to determine the optimal set of design parameters of an 
combined heat and power plant (CHP). 
The objective function used in this paper representing the total cost of the plant in terms of dollar per second 
was defined as the sum of the operating cost related to the fuel consumption and the capital investment for 
equipment purchase and maintenance costs. 
The obtained numerical values of the optimum design parameters are presented in Table 4. 
 
Table 4. The optimum design parameters 

Decision variable Optimum design values 
rc 6,5932 
T4 1464,3 
ηAC 0,8507 
ηT 0,8807 
T3 999,6706 
F 0,4686 

 
The minimization of the cost function by means of the PSO algorithm is shown in Figure 3. The values of 
fitness function during PSO are plotted against position of personal best position, best position during 
iterations and global best position (global minimum). 
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Figure 3. Change of fitness value during PSO 

 
Figure 4-8 illustrate the values of the optimization criteria during the calculation. 
 

  

Figure 4. Change of parameter rc  during PSO 
 

Figure 5. Change of parameter ηAC during PSO 
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Figure 6. Change of parameter T4 during PSO Figure 7. Change of parameter ηT during PSO 
 

Figure 7. Change of parameter T3 during PSO 
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Abstract: Improvement of process involves improving the quality of the process, technical and economy 
quality, namely: technical improvement in terms of its utility characteristics and values; and economy in 
terms of reducing its price - the cost of production and exploitation. In this paper the dependence of the 
technical and economy characteristics of the closed-cycle cooling system is shown. The analysis has been 
done for 110MW coal-fired power plant with mechanical draught wet cooling towers system. It has been 
shown that with certain investments, it is possible to significantly increase the efficiency of the reference 
plant with a favorable period of amortization of the invested funds. 

Keywords: cooling tower, fill hydraulic load, energy efficiency, investments. 

 

1. Introduction 
Increasing efficiency in all production processes has become an imperative, with special emphasis on 
improvement in energy efficiency and resource conservation. Any increase of energy efficiency, no matter 
how small it seemed to be, leads to great economic savings. In order to make the best access consideration to 
the improvements of energy efficiency it is necessary to adequately consider the technology process and link 
it with the technique and science [1]. The modern development of the economy and the industry means 
consideration of technological progress and the introduction of an increasing volume of better tools and 
finding new technological processes that will speed up and improve the production process. Scientific 
research is one of the key factors for the development of all processes. In the near future research work will 
be based on finding adequate solutions to the problem of the lack of sufficient cooling water. In fact, today in 
the world between 60-80% of the water is used for cooling, primarily in thermal power plants. For the 
purposes of drinks is used only 2-6% of water [2]. 
Which cooling system is applied in thermal power plants depends on the amount of available water, i.e. of 
the location of the power plant. Power plants use basically two types of cooling systems: open-cycle and 
closed cycle [3]. The open-cycle system is used if the plant is built on the large natural water body, while 
closed-system system is used for lack of water - the fresh water quantity requirement is only 5 % of the open 
cycle system. Closed-cycle cooling systems transfer waste heat from circulating water to atmospheric air. 
The recirculation-type cooling systems in actual appliance are: cooling lakes, cooling pools and cooling 
towers [4]. Closed cycle cooling systems with cooling towers are mostly in use in a modern world, except 
Russia and Ukraine, where cooling lakes are also in use. This is the reason for great interest for cooling 
towers developing and accomplishment. 

Dry cooling towers are not suitable for appliance in thermal power plants which are generating power larger 
than 200 MW. If location conditions are not fulfilling amount of additional water needed for evaporating 
systems, (amount of evaporated water is similar to amount of condensed steam), dry cooling towers are only 
known solution for removing heat from a steam cycle. This is a reason for possible appliance of those 
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cooling towers at the large coal basins with larger amount of coal than available additional water for 
evaporating systems. Wet, natural draught cooling towers are suitable for appliance in large power basic 
blocks. Due to their technical and economical characteristics, wet, mechanical draught cooling towers are 
suitable for elastic operation for large and low capacities. Investments in cooling tower with natural draft is 
6-9$ / kW while the cooling towers with forced draft investments are smaller 5-8 $ / kW. Cooling towers 
with forced draft are used for smaller installations while in the case of power plants 150-200MW is justified 
the use of cooling towers with a natural draft [5].  

Cooling towers are relatively simple devices with an extremely complex process, as seen from the 
hydrodynamic and thermal point of view, with the input parameters that are largely beyond the control of 
change: either directly as a change in the parameters of atmospheric air, either through feedback to the plant 
from which the heat is removed. 

In the cooling tower, temperature of cooling water depends on the parameters of atmospheric air and 
hydraulic load. Due to the daily changes in temperature of the cooling water there is changing of conditions 
of the condenser which causes a change in its capacity and condensing pressure. This leads to daily changes 
in the degree of utilization of the block, or the energy efficiency of the plant [6].  

2. The thermodynamic model of reference of the chosen power plant 
Considered 110 MW power plant has a closed cycle type cooling system with mechanical draught cooling 
towers. Eight of ten designed cells are in function. Additionaly, there is already a concrete structure for two 
more cooling tower cells, so that the TPP "Kolubara A" would work with a system of 12 cooling towers. 
Required financial investments for these two additional cells are related to the filling system, system for 
spilling water and fans.  

In this paper, the reasonableness and economic feasibility of repairing and putting into operation of existing 
cooling tower cells No.9 and 10 is analyzed. The results of a calculation when the plant is in operation with 8 
cooling towers and when in function are 10 cooling tower are compared, together with necessary investment 
and payback period, and period of amortization invested assets calculation.  

The cooling water flow rate through the condenser is 4000 [kg/s]. The boiler produces steam pressure 127,5 
bar at a temperature of 535 ° C. The pressure in the condenser is 0,075 bar at design conditions. Figure 1 
gives a simplified schematic view of the plant. 
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Figure 1. Schematic view of the plant  

3. Mathematical model 

The cooling characteristic of the cooling tower is represented by the Merkel Equation [7]: 

 ∫ −
=

2

1

''

t

t

wxv

hh
dtc
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VB

 
(1) 

The Merkel Equation primarily says that at any point in the tower, heat and water vapor are transferred into 
the air due (approximately) to the difference in the enthalpy of the air at the surface of the water and the main 
stream of the air. Thus, the driving force at any point is the vertical distance between the two operating lines. 
And therefore, the performance demanded from the cooling tower is the inverse of this difference.  

For technical calculations can be considered with sufficient accuracy that unsaturated moist air obeys the 
laws of a mixture of ideal gases [8]. 

Criteria equations do not include changing the surface of liquid, so in the absence of exact methods it is 
common use of the purely empirical formulation. In [7] empirical formula is given as 

 ( ) ( )]//[, 3
1 kgkghmkgqwA nm

xv ρβ =  (2) 

A, m, n are constants and value of this constants are: 

A = 1050,  

m = 0.53 and   

n = 0.39  

Solving the Merkel integral and using geometrical parameters of the cooling tower, the following equation 
can be written: 

 2 2
, , , , ,0.045 0.03 0.785 0.045 0.785 40 0

2 2
w w w w

w out w in w out w out w in in
xv xv

c Gc c Gc
t t t t t h

V Vλ β λ β
    

+ + + − + − + + + + =         
 (3) 

Solution of this equation is temperature of the water on the outlet of the cooling tower, as function of 
atmospheric air parameters, inlet water temperature, flow rate of the water and air flow rate. This dependence 
gives an opportunity for overall consideration of the influence of different parameters on the outlet water 
temperature, thus on the overall energy efficiency of the power plant. 

For the simulation of the power plant cold end operation, the simulation model developed by authors and 
described in [8, 9, 10] is applied. This model provides a modular structure so that a plant model quickly can 
be adapted to represent various power plant configurations. The mathematical model of the proposed 
thermodynamic problem formulation is created as a type of steady state simulation. Flowsheeting 
formulation (given all input information, determines all output information) was developed by applying the 
conservation laws for mass and energy balance [11, 12]. 

According to this model, condenser heat balance equation can be written as following  

688



 ( ) ( ), ,c w w w in w out c s cQ m c t t m h h= − = −   (4) 

Condensing temperature (i.e. condensing pressure) depending on the cooling water temperature can be 
calculated from: 
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4. The results of the calculation 

In the thermal power plant with a closed system of cooling water, temperature of cooled water depends on 
the parameters of atmospheric air and hydraulic load of the cooling tower fill pack. Temperature of cooling 
water affects on operating conditions of the condenser which causes a change in its capacity and condensing 
pressure. Change of the condensation pressure leads to changes in the energy efficiency of the plant. The 
calculation results includes the atmospheric air temperature change from 10°C to 38°C and two hydraulic 
loads, corresponding to 8 and 10 operating cooling tower cells. 

Hydraulic load of the fill pack q [kg/m2s] is defined as quantity of water that spills over 1 [m2] cross-
sectional of fill pack (gross cross-section of the tower in the area where the fill is placed) in a unit of time 
[7]. Depending on the number of cooling tower cells in operation, there is different hydraulic load of the fill 
pack. 

Table 1. The value of the hydraulic load in relation to the number of cooling towers in operation 

Number of operating cells Hydraulic load of fill q [kg/m2s] 
8 3.85 
10 3.077 

 

As it can be seen from Table 1, with increasing number of cooling towers reduces the hydraulic load of each 
cell. Smearing the same amount of water through the greater cross section of the fill pack, increases the 
contact surface of the water to be cooled and the air which cooling is done. Thereby reducing hydraulic load 
leads to better conditions of heat and mass transfer, and the end result is lower water temperature at the outlet 
of the tower.  

In Table 2 and Figure 2, the dependence of the cooling water temperature leaving cooling tower on the 
temperature of the atmospheric air for different values of the hydraulic load is given. It is obvious that 
reducing the hydraulic load decreases the temperature of the cooling water, at any temperature of the 
atmospheric air. In Figure 2 the results are given in the form of diagrams.  

Table 2. Values of temperature of cooled water depending on the temperature of the atmospheric air and the hydraulic 
load 

Number of cells 10=st [°C] 20=st [°C] 28=st [°C] 34=st [°C] 38=st [°C] 
8 29.4 30.75 32.12 37.2 38.01 
10 28.2 28.65 30.22 36.6 37.1 
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Figure 2. Changing the temperature of cooled water, depending on the hydraulic load 

Knowing the size of the cooling surface of the condenser, steam flow rate through the condenser, the flow 
rate and temperature of the cooling water, for the constant load of turbine unit, the dependence of the 
condensation pressure as a function of temperature of cooling water for the condenser of this reference plant 
and hydraulic load is obtained. The results are shown in Table 3 and in Figure 3. 

Table 3. Condensing pressure 

The temperature of the atmospheric air 
Number of 

cooling towers 
10 [°C] 20 [°C] 28 [°C] 34 [°C] 38 [°C] 

Condensing pressure kp  [bar] 
8 0.083 0.091 0.1 0.125 0.131 
10 0.075 0.08 0.09 0.12 0.125 

 

 
Figure 3. Characteristics of condensator 
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Table 4 shows the results of this analysis. The results show that there are deviations from the designed 
condenser pressure which is pk=0.075 [bar]. Change of condensation pressure is lower when we have less 
hydraulic load or when we have a larger number of cooling towers in operation. Also, with the increase of 
atmospheric air temperature increases this difference. For lower values of atmospheric air temperature there 
are lower pressure changes. 

Table 4. Change of condenser pressure 

The temperature of the atmospheric air 
Number of 
cooling towers 

10 [°C] 20 [°C] 28 [°C] 34 [°C] 38 [°C] 
 kp∆  [bar]. 

8 0.008 0.016 0.025 0.05 0.056 
10 0 0.005 0.015 0.045 0.05 
 

Figure 4. shows the condensation pressure change depending on the temperature of atmospheric air and the 
number of cooling towers in operation.  

 

 
Figure 4. Change of the condensing pressure depending on the temperature of atmospheric air and number of 

cooling towers 

 
As noted in reference [13] with the increase of pressure in the condenser for 1 kPa, total energy efficiency of 
the power plant is reduced by 1.0 - 1.5%. In this particular case, it was assumed that the increase in pressure 
in the condenser of 1 kPa, efficiency decreases by 1.5%. The results are shown in Table 5. Designed value of 
the degree of utilization (efficiency), at a pressure of 0.075 bar is η = 35%. Lower efficiency is adopted 
because of low caloric coal used in power plant.  

 

Table 5. Change of the total efficiency 

The temperature of the atmospheric air 
Number of 
cooling towers 

10 [°C] 20 [°C] 28 [°C] 34 [°C] 38 [°C] 
η [%] 

8 33.8 32.6 31.25 27.5 26.6 
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10 35 34.25 32.75 28.25 27.5 
 

Table 5 shows that there are deviations from the projected designed value of the total efficiency of this plant. 
Increasing of the atmospheric air temperature leads to total efficiency decreasing. This decrease is less 
pronounced in the case of reduced hydraulic load, i.e. in the case of 10 cells in operation. This is especially 
noticeable at high temperatures of atmospheric air. It means that the plant with a smaller hydraulic load 
works 1.5% more efficient than plant with higher hydraulic load under the same other operating conditions. 

 

5. Economic analysis 

The economic justification for the putting in operation two more cooling towers (the installation would 
function with ten instead of the current eight cells) was done. This is particularly important because of 
energy efficiency increasing up to 1.5% in the case of ten operating cells. The economic justification of such 
investments was done using the following elements [14]: 

o Nominal power 110 MW 

o The annual number of hours in operation 6000h 

o The degree of time utilization for nominal power 0.65 

o Specific investments in cooling tower 6,4 euro/kW 

o Interest on funds invested 8% 

o The price of the energy produced at power plant 4,11 euro cent/kWh 

 

In these conditions, it is 

• Annual energy production: 

w = 0.65 x 6000 x110  = 429 000 000 kWh 

• Additional production due to increased total efficiency by 1,5% 

∆w = 0.015 x w = 6435 000 kWh 

• The economic effect of this additional production: 

C = 0.0411x 6435 000 =264478,5 EUR 

• Own consumption of electricity in the block 110MW is 10450kW 

Sp=10450*4,5=47025EUR 

• Investment in two additional cooling towers, power of 13 MW each: 

T = 2x13000 x 6,4 x (1 + 0.08) = 179712EUR 
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• On the basis of these elements, the amortization period of investment is: 

t = (T + Sp)/ c=( 179712 + 47025 )/ 264478,5 = 0,86 years 

From this analysis it can be concluded that the payback period of the invested funds is quite short, less than a 
year. Therefore putting in function two existing cooling towers, already constructed in the surroundings of 
the plant will lead to significant gains in terms of the efficiency of the entire system.  

Economic analysis indicates that for a short period of time and with certain investments we can get more 
energy efficient power plants. Capital investments in the construction of facilities that are energy efficient 
are gain for investors and have social effects too. If some country has power plants which are energy 
efficient that leads to economy efficiency. 

6. Conclusion 

In this paper, the opportunity for energy efficiency increase of the coal fired power plant by small 
investments in its cooling system is proposed and analyzed. By increasing the number of cooling towers in 
operation, significant increase in total efficiency of the plant can be achieved. Payback period of the 
investments necessary for this solution is less than one year, according to our analysis. 

Future research will be based on the evaluation the economic feasibility of the construction for two 
additional cooling tower cells, at the same power plant. It should be noted that these additional cooling 
towers already have concrete foundation. We expect positive results and that will increase the total efficiency 
of the plant at acceptable payback period of the invested funds. 

Nomenclature 
βxv – the volumetric mass transfer coefficients 

[kg/m3h(kg/kg)] 

ρ  – Density, in [kg m–3]. 

Subscripts 

in – Inlet 

out – Outlet 

w – Water 

c – Condenser 

 

 

 

 

 

 

h – Specific enthalpy of moist air [kJkg-1] 

h” – Specific enthalpy of saturated air[kJkg-1] 

G – Water flow rate [kgs-1] 

q1 – Fill hydraulic load [kgm-2s-1] 

V – Fill volume [m3] 

c – Specific heat, [kJkg-1K-1] 

p – Pressure, [Pa] 

t – Temperature, [ºC] 

w – Air velocity [m/s] 

 – Mass flow [kg/s] 

F – Cross-sectional area [m2] 

Q – Condenser capacity [kJ/h] 
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Cooling Tower 
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Abstract: For the purpose of cooling in the adhesive factory ''Chemise doo '' in Aleksinac, 350 kW 
mechanical draught wet cooling tower was designed and built. Dimensioning of the cooling tower was 
done according to parameters of the atmospheric air higher than the standard recommendations given in 
the literature. This was done to ensure the smooth functioning of the cooling process, and therefore 
adhesive production in the examined plant during the hottest periods of the year. In this paper, the reasons 
for the deviation from the recommendations and analysis of operation of the cooling tower in the summer 
and winter season is given. 

Keywords: cooling tower, parameters of the atmospheric air, cooling water 

 

1. Introduction 
Cooling towers are a very important part of many chemical plants. They represent a relatively inexpensive 
and dependable means of removing low grade heat from cooling water. Cooling towers are heat exchangers 
that are used to dissipate large heat loads to the atmosphere. All cooling towers that are used to remove heat 
from an industrial process or chemical reaction are referred to as industrial process cooling towers [1]. 
Applying recirculation cooling system up to 98% savings in water consumption can be achieved. Payback 
period depends on the capacity of the plant, the cost of equipment, automation etc. [2] 

 
Figure 1. Closed Loop Cooling System 

In general, the design solution of cooling systems with wet cooling towers depends on the power and type of 
plant, thermodynamic parameters, techno-economic conditions, cost of equipment and other. The required 
tower size will be a function of: cooling range, approach to wet bulb temperature, mass flow rate of water, 
wet bulb temperature, air velocity through tower or individual tower cell and tower (fill pack) height. 
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2. Cooling tower theory and calculation 
The cooling of the water is carried out in direct contact with atmospheric air due to convection and 
evaporation of water in the moist air. Since a cooling tower is based on evaporative cooling the maximum 
cooling tower efficiency is limited by the wet bulb temperature of the cooling air. In practice, the actual 
temperature of water cooling is higher than wet bulb temperature for (5 -10) K.  

 
Heat is transferred from water drops to the surrounding air by the transfer of sensible and latent heat. 
The cooling characteristic of the cooling tower is represented by the Merkel Equation [4]: 

 
 

(1) 

The Merkel Equation primarily says that at any point in the tower, heat and water vapor are transferred into 
the air due (approximately) to the difference in the enthalpy of the air at the surface of the water and the main 
stream of the air. Thus, the driving force at any point is the vertical distance between the two operating lines. 
And therefore, the performance demanded from the cooling tower is the inverse of this difference.  
For technical calculations can be considered with sufficient accuracy that unsaturated moist air obeys the 
laws of a mixture of ideal gases. 
The absolute air humidity (ω) can be calculated as: 

 
 

(2) 

The relative humidity (φ) of an air-water mixture can be calculated as: 

 
 

(3) 

The enthalpy of moist and humid air includes the enthalpy of the dry air - the sensible heat – and the 
enthalpy of the evaporated water - the latent heat. Specific enthalpy of moist air on the tower inlet can be 
expressed as: 

  (4) 

where: 
h - specific enthalpy of moist air (kJ/kg) 
ha - specific enthalpy of dry air (kJ/kg) 
x - humidity ratio (kg/kg) 
hw - specific enthalpy of water vapor (kJ/kg) 
t - dry bulb air temperature (ºC) 
The saturated vapor pressure can be calculated by different methods. In this paper, the IAPWS-97 method is 
used [5, 6].  
Determination of the volumetric heat and mass transfer coefficients is done for the cooling devices in which 
water is sprayed through nozzles (Fig. 3) or in the form of drops is flowing on the grid. Size of surface 
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cooling, which refers to the active volume unit is changed in this case, depending on the amount of water 
entering the cooler and air speed, which is reflected in the value of the heat and mass transfer coefficients. 
Criteria equations do not include changing the surface of liquid, so in the absence of exact methods it is 
common use of the purely empirical formulation. In [4] empirical formula is given as 

 ( ) ( )]//[, 3
1 kgkghmkgqwA nm

xv ρβ =  (5) 

Where 
q1 - specific mass flow rate [kg/ m2s], 
w – air velocity 
A, m, n are constants and value of this constants are: 
A = 1050,  
m = 0.53 and   
n = 0.39  
For the analytical solution of this integral, it is necessary to find appropriate dependence of specific enthalpy 
of saturated air and temperature. The parabolic dependence is chosen: 

 '' 20.019 1.575 40h t t= − + ,[kJ/kg] (6) 

Solving the Merkel integral, the following equation can be written: 
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where 
''
1,2,mh - specific enthalpy of saturated air at inlet, outlet and mean temperature 

1,2h  - specific enthalpy of saturated air at inlet and outlet temperature 
Fan power consumption 
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Thermal analysis should be done as a control in the case of determining the temperature of cold water, 
depending on various atmospheric conditions. In that case, the following equation can be written, as a result 
of Merkel integral solution [7]: 
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 (9) 

Solution of this equation is temperature of the water on the outlet of the cooling tower, as function of 
atmospheric air parameters, inlet water temperature, flow rate of the water and air flow rate. This dependence 
gives an opportunity for overall consideration of the influence of different parameters on the outlet water 
temperature. 
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3. The choice of the atmospheric air parameters 
For thermal calculation of the cooling tower, the folowing atmospheric air parameters are necessary: 

– Dry bulb temperature, ta [°C] 
– Relative humidity, ϕ [%] or 
– Wet bulb temperature, twB [°C]. 

Mostly used recommendation for value of the air temperature for designing of cooling towers is mean air 
temperature for three hottest months (June, July, August in our climate zone). The explanation for this 
recommendation is that very high wet bulb temperatures (24-26ºC) appear in a very short time (0.1-0.2%) 
[8]. Some other authors recommend cooling towers design according to the "worst case scenario" - highest 
geographic wet bulb temperatures. This temperature will dictate the minimum performance available by the 
tower. As the wet bulb temperature decreases, so will the available cooling water temperature [9].  
In our opinion, both recommendations are not appropriate solutions. In the first case, in the hot summer 
months, the cooling capacity will decrease and due to lack of appropriate cooling the whole process in the 
industrial plant could be threatened. In the other case, the investments and operating costs will be too high.  
We have decided to find a solution that will be appropriate for both, performances and costs point of view. A 
first criterion is to ensure a continuous production process i.e. adequate cooling under all atmospheric 
conditions. The second criterion is to ensure energy efficient operation during the less harsh atmospheric 
conditions. 
In order to meet these two criteria, the climatic parameters for the specific geographic area are considered. 
The temperature regime of the region in which the factory is located shows all the characteristics of 
continental climate. Mean monthly and mean annual air temperature, extreme values of air temperature and 
mean number of days with characteristic values of air temperature, for the period from 2005 to 2012, is 
shown in Table 1, [11]. 
The mean relative humidity, absolute minimum and the number of days when the relative humidity was 
≤30%, ≤50% and ≥80% are shown in Table 2. Most of the values show that the relative humidity decreases 
from winter to summer months and then rises again from the summer to winter. A small increase in relative 
humidity was recorded in May and June because they are the months with the highest rainfall. Monthly 
relative humidity ranges from 62% (July and August) to 85% (December), while the average annual value is 
71%.  
Table 1. Average monthly and yearly air temperature, air temperature extremes, and average number of days within 
specified values of air temperature 
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Table 2. Average monthly and yearly relative humidity, absolute minimum of relative humidity, average number of days 
within specified values of relative humidity  

 
The most important data in the selection of design parameters of atmospheric air are values for summer 
months (June, July, and August) 2005-2012.  
The average dry bulb temperature, relative humidity and wet bulb temperature statistic for summer period 
2005-2012 is given in Table 3. 
 Table 3. Average values  

Month June July August 

Dry bulb temperature [ºC] 21.3 23 18.6 

Mean 21 

Relative humidity [%] 67 62 62 

Mean 64 

Wet bulb temperature [ºC] 17.3 18.1 14.4 

Mean 16.7 

The average maximum dry bulb temperature, relative humidity and wet bulb temperature statistic for 
summer is given in Table 4. 
 Table 4. Average maximum values  

Month June July August 

Dry bulb temperature [ºC] 26.6 29.3 28.8 

Mean 28.3 
Relative humidity, mean [%] 64 

Wet bulb temperature [ºC] 21.6 24 23.6 
Mean 23 

According to this climate statistics, the dry bulb temperature 29ºC and relative humidity 64% i.e. wet bulb 
temperature 23 ºC was adopted as designed atmospheric air parameters.  
 

4. Analysis of the cooling tower performances 
For the cooling towers of this type and capacity and the cooling zone width (i.e. the water temperature 
difference on inlet and outlet of the tower), the recommended values of air speed amounts to 2-5 m/s. These 
recommendations by the standards meet the requirements of stability in work and efficiency of the cooling 
process in the tower.  
Fill pack material is TYPE MBV-312 from manufacturers and characteristics of this type of material are: 
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− Dimension:1200x300x300mm 
− The contact surface for heat exchange: 240 m2/m3 
− Maximum capacity (hydraulic load of fill): 30t / m2h 

  
Figure 2 Fill pack MBV-312 and drift eliminator MBV-130 

According to calculations, with air velocity of 3 m /s, dimensions of fill are 1.8 x 1.8 x 0.9 m. Designed 
cooling tower is built and put into operation in November 2014. The energy efficiency of the cooling system 
in the adhesive factory is tested during the winter and especially during the very hot summer in 2015. 
Required cooling water parameters, necessary for undisturbed production process are provided in any season, 
together with savings in energy demand during the seasons with lower ambient air temperature [10]. 

  
Figure 3. Cooling tower in factory "Chemis d.o.o" 

The cooling tower performances during the three month winter and three month summer period is analyzed, 
according to meteorological data obtained from republic Hydrometeorological Service of Serbia [9]. For the 
calculation of the cooling water outlet temperature, the mean daily atmospheric air dry bulb temperature in 
every 5 days and mean monthly relative humidity is used, as it is shown in Table 5 and Table 6. 
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 Table 5. The mean daily atmospheric air dry bulb temperature in every 5 days 
SUMMER 

 I II III IV V VI 
June 

T [ºC] 20.8 23 22.3 18.5 15.3 17.5 
R.H. [%] 67 67 67 67 67 67 

July 
T [ºC] 23.5 26.5 20 28 27 25.5 

R.H. [%] 62 62 62 62 62 62 
August 

T [ºC] 25.5 27.5 27 28.3 26.3 25.3 
R.H. [%] 62 62 62 62 62 62 

 Table 6. The mean monthly relative humidity 
WINTER 

 I II III IV V V 
June 

T [ºC] 3.3 4.6 7 4.8 -2 -3.8 
R.H. [%] 85 85 85 85 85 85 

July 
T [ºC] 1 9 6 10 0.5 8 

R.H. [%] 84 84 84 84 84 84 
August 

T [ºC] 5 -2 4.5 3.2 10 7 
R.H. [%] 79 79 79 79 79 79 

In Figure 4 and 5, the relevant climate characteristic of the site is given for the 2015 winter and summer, 
having on mind that this cooling tower is in operation until the end of 2014.  

 
Figure 4. Three month temperature for winter 2014/15 

 
Figure 5. Three month temperature for summer 2015 
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Using designed value of air flow i.e. air velocity and mean atmospheric air temperature and relative 
humidity, the change of cooled water temperature at the outlet of the cooling tower is obtained. The results 
are shown in Figure 6 and Figure 7, for the winter and summer period 2015. 
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Figure 6 The change of cooled water temperature, summer 2015 
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Figure 7. The change of cooled water temperature, winter 2014/15 

As it can be seen, during the winter period, due to favorable atmospheric conditions, temperature of the 
cooling water is always under the limit of 35ºC. During the critical period of three hottest summer months, at 
the designed air velocity of 3 m/s, temperature of the cooled water was near to designed value, the highest 
value was 35.9 ºC. It means that, even in the season with atmospheric conditions above the average value for 
the specific geographic region, this cooling tower can provide continuous operation of the reference plant. 
Figure 8 shows a comparison of the results obtained in the winter and summer mode, with the required value 
of the cooling water temperature 35 ºC. Although deviations from the reference value is not large (less than 1 
ºC), there is a possibility for improvement of cooling tower efficiency, by regulation of air flow rate and fan 
power. The objective of regulation is to achieve the required temperature of water and energy savings. 
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Figure 8. Winter/summer mode and designed value comparison 
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In winter mode, the atmospheric air temperature is low enough to achieve adequate cooling capacity of the 
cooling tower. Since the lower the temperature of the cooling water is not needed for the production process, 
there is a possibility for energy saving.  
The reduction of air flow leads to an increase in cooled water temperature. Weather conditions during the 
cold period gives opportunity for lower air flow rate, thereby achieving satisfactory water temperature with a 
lower fan power consumption. Figure 9. shows cooled water temperature at different air flow rates.  
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Figure 9 Cooled water temperature at different air flow rates, winter 2014/15 

In summer, the temperature increase of the atmospheric air aggravates the conditions of cooling in the 
cooling tower, which results in higher temperatures of the cooled water leaving the tower. Required water 
temperature of 35 ºC can be achieved by increasing the air flow rate. This increase was possible due to an 
increase in fan power consumption. With cooling tower dimensioning according to higher wet bulb 
temperature, this increasing in power consumption is relatively low - with 25% increase of power 
consumption compared to designed value, the required temperature of the cooling water is achieved, as it is 
shown in Figure 10. 
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Figure 10. Cooled water temperature at different air flow rates, summer 2015 

The flow is directly proportional to the speed, while the pressure is proportional to the square of the velocity. 
From the standpoint of energy savings, the most important is that the power consumed is proportional to the 
third gear. Thus, for example, 75% of the speed of products 75% of the flow, but it has only about 42% of 
the force, necessary for full flow. When the flow is reduced to 50%, power consumption is only 12.5%, [12]. 
Thus, regulation of air flow rate in winter mode generates energy savings, while in summer mode the desired 
temperature of the cooling water is achieved, regardless of the harsh atmospheric conditions. Figure 11. 
shows the power consumption in percent during the different period of the year, the referent value is power 
consumption for 15 kg/s air flow rate. 
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Figure 11. Fan power consumption during the year, for 35 ºC cooling water temperature 

 
5. Conclusion 
350 kW industrial cooling tower was dimensioned according to atmospheric air parameters higher than 
standard recommendations, in order to ensure required cooling water temperature during the hottest period of 
the year. Designed cooling tower is built and put into operation in November 2014. The efficiency of the 
cooling system in the adhesive factory is tested during the winter and especially during the very hot summer 
in 2015. Required cooling water parameters, necessary for undisturbed production process are provided in 
any season, together with savings in energy demand during the seasons with lower ambient air temperature. 
By regulation of air flow rate in winter mode great energy savings are achieved, while in summer mode the 
desired temperature of the cooling water is achieved, regardless of the harsh atmospheric conditions. 
 

Nomenclature 
 

Latin symbols 
h – Specific enthalpy of moist air [kJkg-1] 
h” – Specific enthalpy of saturated air[kJkg-1] 
G – Water flow rate [kgs-1] 
q1 – Fill hydraulic load [kgm-2s-1] 
H – Fill height [m] 
V – Fill volume [m3] 
c – Specific heat, [kJkg-1K-1] 
p – Pressure, [Pa] 
t – Temperature, [ºC] 

Greek symbols 
λ – air/water flow rate ratio [-] 
βxv – the volumetric mass transfer coefficients 

[kg/m3h(kg/kg)] 
ρ  – Density, in [kg m–3]. 

Subscripts 
in – Inlet  
out – Outlet 
w – Water 
a – Air 
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Abstract:  This paper deals with  a  plant from process  industry that is controlled using an 

algorithm of practical tracking.  Since the mathematical model of the plant is continuous and a 

digital computer is used as a controller, the overall system becomes a  hybrid control system.  

The criterion and control  algorithm that ensures the practical tracking with vector settling time 

are given. Based on this algorithm  the simulation was carried out, while the results of 

simulation confirmed the proposed theory. 

Keywords: Algorithm, Process Industry, Practical Tracking, Settling Time. 

1. Introduction 

Generally, we distinguish two concepts of tracking, Lyapunov and practical tracking concept. Both concepts 

have been introduced by Grujić, Lyapunov in the references [5] through [10] of the paper [1]  and practical 

tracking concept in [1] (for continuous-time systems) and in [2] (for discrete systems). Later, the practical 

tracking concept was developed in the papers [3,4] done by the same author. Further contributions to the 

theory of practical tracking were given in [5] for continuous, in [6] for discrete and in [7] for hybrid systems. 

In several papers, the applications of different algorithms and kinds of practical tracking are given. Some of 

them are: for continuous systems in [8,9,10], for discrete systems in [6,11], and for hybrid systems in [7,12].  

Lyapunov tracking concept requires the existence of ∆ neighborhood of an initial desired output ydo, such 

that for each initial yo from that neighborhood, the real output y(t) of the object converges to the desired 

output yd(t) as time increases infinitely.  

Differently from the Lyapunov tracking concept,  the practical tracking concept takes into account all 

technical and construction constraints, as well as the object behavior is observed over prespecified (finite or 

infinite) time interval τ ,τ
+

∈ℝ , where +

ℝ denotes the set of positive real numbers. This concept starts with 

three groups of sets (prespecified or determined): (i) time sets [0, [,R
τ

τ=  
s

R  and 
r

R , 
( ) ( ) ,

,  
s r

R R
τ

⊂ =
i i

; 

tracking, settling and reachability time sets respectively, (ii) sets of permitted output errors:  the set of initial 

error 
I

E , the set of actual error 
A

E and the set of final error 
F

E , such that 
F I A

E E E⊆ ⊂  is valid (using 

these sets we define a desired quality of tracking over the corresponding time sets), and (iii) group of sets: 

the set of desired outputs ydS , the set of admitted disturbances 
z
S  and the set of realizable controls 

u
S  (using 

these sets we take into account technical and construction constraints of a real object). The sets of the output 

errors are defined as time invariant sets and they are closed connected to the neighborhood of the zero output 

error. Based on the time sets and the set of desired outputs ydS , we transform the sets of the output errors to 

the adequate sets of admitted real output (initial ,  0
I

Y t = ,actual ( ) ,A
Y t t R

τ
∈  and final ( ) ( ) ( ) ,

,  ,
F s r

Y t t R∈ =
i i

) 

as 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }, , : ,

d d
Y t y t E y y t y t e t e t E  = = − ∈ i i i

 where the index 
( )i

, depending on the time t, can 

be one of 
, ,I A F

. 

Practical tracking is achieved if there exists the control 
u

u S∈ , that the system real output ( )y t  to transfer 

from a set of initial output 
I

Y  to a set of final output ( )F
Y t  during (prespecified or determined) time τ , so  
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that the system real output must not leave the set of the instantaneous output ( )A
Y t . At the same time 

disturbances should belong to the set 
z

S . 

Depending on the desired quality of tracking, we recognize three kinds of practical tracking: i) tracking,  ii) 

tracking with the settling time and  iii) tracking with the reachability time. As a special kind of  tracking,  

exponential practical tracking, is also defined [5,6,7].  In this paper we consider practical tracking with 

vector settling time. 

The tracking properties are dynamic properties which are related to the output space, or equivalently, to the 

output error space, where  the output error is the key signal for control synthesis. Therefore, related to 

tracking, we use the fundamental control principle - the principle of the negative output feedback. 

A controlled object is a real physical system, the dynamical behavior of which is mathematically described 

by differential equations. However, its controller might be continuous-time or discrete - digital. If a digital 

computer is used as the controller, then it is connected to the object and the object forms a hybrid control 

system. There is an interaction between two different dynamical systems: continuous-time object (plant) and 

digital computer (controller). From the viewpoint of hybrid control, the overall system is the hybrid control 

system, see Figure 1.  

                          

plant

interface

controller

D/AA/D

( )y t

( )y k ( )u k

( )u t

( )z t  

Figure 1.  Hybrid  system 

The interaction between the controller and the plant is via the interface (consisting of A/D and D/A 

converters), and it occurs only at discrete k-th instant, which could be synchronous or asynchronous.  We 

assume that k-th instants are synchronous. The controller receives data from the plant about its k-th outputs, 

states and disturbances. Based on this information, at each instant k the controller calculated the new control 

u(k) and via D/A converter acts to the plant.  

 

2. Problem statement  

We consider a nonlinear stationary system (called plant), which consists of an object together with all 

sensors and actuators, and whose mathematical model is described by a vector ordinary differential equation 

(1), as 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

, ,..., ,

,

f x t x t x t z t Bb u t

y t g x t z t

α  =    

=   

ɺ

                                              (1) 

where  n

x∈ℝ , p
z∈ℝ , m

u∈ℝ  and r

y∈ℝ   are the state, disturbance, input and output vector, respectively. 

The vector functions 
( )1

:
n p n

f
α + ×

× →ℝ ℝ ℝ , :
n p r

g × →ℝ ℝ ℝ and :
m m

b →ℝ ℝ describe the system’s 

internal dynamics, output and control function, respectively. All these functions satisfy the usual smoothness 

properties. In the above equation n m

B
×

∈ℝ  denotes the matrix that describes influence of the control function 

to the internal dynamics of the system.  Indexes  , , ,  and n m p r α belong to the set of natural numbers, 

, , , ,n m p r α
+

∈ℤ , where relation n m r≥ ≥  is always satisfied.  
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In order for the plant (1) to achieve practical tracking (PT), the following assumptions must be valid: (A1) 

each component of the output vector ( ) r

k
y t ∈ℝ  is measurable at every instant 

n
k Z∈ , (A2) all components 

of the disturbance vector ( )kz t , the state vector ( )kx t  and the vectors 
( ) ( ) ,  1,...,
i

k
x t i α= , are measurable or 

in some another way are known at every instant 
n

k Z∈  (see [6,7] for details),  (A3) the vector functions: of 

the internal dynamic ( )f i , of the output ( )g i  and of the control ( )b i are well defined. There exits inverse 

function of the function ( )b i  and it is unique, (A4) there exist the matrices m n

C
×

∈ℝ and  r m

D
×

∈ℝ such that 

( )det 0CB ≠  and ( )det 0
T

DD ≠ , respectively. 

2.1. Definitions of practical tracking 

We give definitions of some kinds of PT. The similar definitions are given in [6] and [7].   

Definition 1. [PT]  The plant (1) controlled by 
u

u S∈  exhibits PT with respect to ( ) ( ){ }, , , ,p I A yd zn Y Y S Si i  if 

and only if for every ( ) ( ),d yd zy z S S ∈ × i i  there exists ( )
u

u S∈i   such that ( )0 0
;

I d I
y Y y E∈   implies 

( ) ( ) ( ) ( )0
; ; ; , , .

d A n
y k y y u z Y k k Z ∈ ∀ ∈ i i i          (2) 

Definition 2. [PT with vector settling time]  The plant (1) controlled by 
u

u S∈  exhibits PT with the vector 

settling time (see Figure 2.) ( )0s
n e  with respect to ( ) ( ) ( ){ }, , , , ,p I A F yd zn Y Y Y S Si i i  if and only if for every 

( ) ( ),d yd zy z S S ∈ × i i  there exists ( )
u

u S∈i   such that ( )0 0
;

I d I
y Y y E∈   implies both 

( ) ( ) ( ) ( )0
; ; ; , ,

d A n
y k y y u z Y k k Z ∈ ∀ ∈ i i i       (3) 

and 

( ) ( ) ( ) ( ) ( )0 0
; ; ; , , ,d F s py k y y u z Y k k n e n  ∈ ∀ ∈   1 1i i i .                (4) 

( )0AY

( )F sY n

( )F pY n

( )A pY n

( )dy i

sn pn0

( )y i

( )0IY

 
Figure 2.  PT with vector settling time 

Definition 3. [PT with vector reachability time]  The plant (1) controlled by 
u

u S∈  exhibits PT with the 

vector reachability time (VRT) ( )0r
n e  with respect to ( ) ( ) ( ){ }, , , , ,p I A F yd zn Y Y Y S Si i i  if and only if for every 

( ) ( ),d yd zy z S S ∈ × i i  there exists ( )
u

u S∈i   such that ( )0 0
;

I d I
y Y y E∈   implies both 

( ) ( ) ( ) ( )0
; ; ; , ,

d A n
y k y y u z Y k k Z ∈ ∀ ∈ i i i       (5) 

and 

( ) ( ) ( ) ( ) ( )0 0
; ; ; , , ,d d r py k y y u z y k k n e n   = ∀ ∈   1 1i i i .                (6) 
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Definition 2. and 3. are given in regard to the “vector time”, in sense that the settling 
si
n and reachability 

ri
n time for each i − th component of the output vector 

r

y∈ℝ can be different, but all of these times make 

the vector time 
s

n and 
r
n .  

 

3. Criterion and control algorithm of PT with vector settling time 

Below we give criterion and control algorithm of PT with vector settling time. Similar theorems, that  

represent criterion and control algorithm of PT with vector settling time, are given and proven in [6,7]. The 

criterion and algorithm from [6,7] are more general than those similar ones that are given here, and they are 

used aggregate functions. In some way, the criterion and algorithm which are given here by Theorem 1. and 

2., respectively, are only their special case. The Theorems 1. and 2. are given without proofs.   

 

Theorem 1.[Criterion of PT with vector settling time]  In order for the plant (1) controlled by ( )
u

u S∈i  to 

exhibit PT with the vector settling time ( )0 ]0, [
s p

n e n∈ 1   with respect to ( ) ( ) ( ){ }, , , , ,p I A F yd zn Y Y Y S Si i i  it is 

sufficient that the control ( )u i  ensures: 

( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0
; ; , , ; ,  ; ; ,d s d n I dy ze k e y u z M k n e s e k k e y z Z E S S∆   = −     ∀ ∈ × × ×       i i i i i        (7) 

and that for every { }1,2,...,i r∈   

  ( )

0 0

0

1 0

0

0

, , \

;

0, ,

i iEF i

i Ii Fi

si si

i si i

i

i Fi

si

e e e
e E E

n n

n e

e
e E

n

µ

 −
∀ ∈ 

 
∈

 
∀ ∈ 

 

                    (8) 

( )2 0
; 0

i si i
n eµ =         (9) 

( )
( ) ( )

( ) ( )

1 0 0

0

2 0 0

; , [0, [
; ;

; , [ , [.

i si i si i

i si i

i si i si i p

n e k n e
k n e

n e k n e n

µ

µ
µ

 ∈
= 

∈
       (10) 

hold. 

 

Theorem 2.[Algorithm of PT with vector settling time] Let the assumptions A1 - A4 hold and let 

( ) ( ){ }:
u m M

S u u u k u= ≤ ≤1 1i  , with the control function 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( )

( ) ( )

11

1 0 1

0

, ,..., , 1; ,    

, , ,

T T

k k k k k k s k

d n I dy z

b u CB Cf x t x t x t z t D DD e M k n e s e

k e y z Z E S S

α
−

−

− −

   = + ∆ + −  

∀ ∈ × × × 

ɺ

i i

 (11) 

The plant (1) exhibits PT with vector settling time ( )0 ]0, [
s p
n e n∈ 1  with respect to 

( ) ( ) ( ){ }, , , , ,p I A F yd zn Y Y Y S Si i i  if for every { }1,2,...,i r∈  the following: 

  ( )

0 0

0

1 0

0

0

, , \

;

0, ,

i iEF i

i Ii Fi

si si

i si i

i

i Fi

si

e e e
e E E

n n

n e

e
e E

n

µ

 −
∀ ∈ 

 
∈

 
∀ ∈ 

 

                    (12) 

( )2 0
; 0

i si i
n eµ =         (13) 
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( )
( ) ( )

( ) ( )

1 0 0

0

2 0 0

; , [0, [
; ;

; , [ , [.

i si i si i

i si i

i si i si i p

n e k n e
k n e

n e k n e n

µ

µ
µ

 ∈
= 

∈
       (14) 

hold.   

 

Remark 1. If the coefficient (function) ( )
i

µ i is variable, ( )0; ; .
i si i
k n e constµ ≠ , the conditions  (8) and (12) 

are changed and  become  ( )

( )0 0

0
1

0

0
0

0

, , \ ,

; ;

0, , .

i iEF i

i Ii Fi
k

si si

i si i

j
i

i Fi

si

k e e k e
e E E

n n
j n e

k e
e E

n

µ

−

=

 −
 ∀ ∈ 
  ∈
 

∀ ∈ 
 

∑  

 

For other kinds of practical tracking:  PT and PT with vector reachability time the criterion  and algorithm 

are changed, being expressed with the following remarks:  

Remark 2. In the case of PT in the sense of Definition 1.,  the coefficient  ( ) ( ) ( )1 2i i i
µ µ µ= =i i i  from (8) 

and (12) becomes  ( ) 0 0

0 0
, , ,  

i iEA i

i p i n i Ii

p p

e e e
n e k Z and e E

n n
µ

 −
= ∀ ∈ ∀ ∈ 
  

. 

Remark 3. In the case of PT with vector reachability time ( )0 ]0, [
r p
n e n∈ 1  in the sense of Definition 3., the 

coefficient ( ) ( ) ( )1 2i i i
µ µ µ= =i i i  from (8) and (12) becomes ( ) 0

0 0
; ,

i

i ri i i Ii

ri

e
n e  e E

n
µ = ∀ ∈ . 

From the viewpoint of the control system, the eq. (7) is the state equation and the eq. (11) is the output 

equation.  

 

4. Mathematical model of the object 

For simulation of control algorithm in this paper we have used an object from process industry [8], that is 

shown in Figure 3. It consists of two tanks:  VL1 and VL2  with the water flowing through. Cold water of 

constant temperature .
c

constϑ =  flows through valve V1 into the tank VL1. Then, through the valve V2, it 

flows into the tank VL2, where it is mixed with  warm water of variable temperature .

h
constϑ ≠ , which, via 

the valve V3, flows into the tank VL2, as well. The valves V1,V2 and V3 are actuated using pneumatic 

servomotors M1,M2 and M3.  

 
Figure 3. Model of the controlled object 
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These motors via electropneumatic transducers EP1,EP2 and EP3 are controlled using voltages 
1 2
,u u  and 

3
u , 

so that the control vector is [ ]1 2 3
, ,

T

u u u u= . As the states of the system [ ]1 2 3
 , ,

T

x x x x= , the tank levels 

1 1
H x=  and  

2 2
H x=  as well as the temperature of  warm water 

3
xϑ =  in tank VL2 are selected, so that the 

state vector is [ ] [ ]1 2 3 1 2
 , , , ,

T T

x x x x H H ϑ= = , with nominal value 

[ ]1 2
 , ,

T

N N N N
x H H ϑ=

o

0.8 m,0.4 m,50 .
T

C =    All the states are measured, the 
1 1
x H=   and 

2 2
x H=  via 

level transmitters TH1 and TH2 and the state 
3
x ϑ=  using temperature transmitter TT1. This system is 

influenced by disturbances, where disturbance vector [ ]1 2 3
, ,

T

z z z z= , the change of the pressures of cold 

1 1
P z=  and warm 

2 2
P z=  water and change of temperature of the warm water 

3h
zϑ = are chosen as 

components, so that the disturbance vector is [ ]1 2
, ,

T

h
z P P ϑ= , with nominal value 

[ ]1 2
, ,

T

N N N hN
z P P ϑ=

5 5 o
10  Pa, 10  Pa, 80 

T

C =   . All components of disturbance vector, using appropriate 

sensors or transmitters, are also measured. The output vector [ ]1 2 3
, ,

T

y y y y= is the same as the states, 

[ ]1 2 3
, ,y x x x x= =  and the nominal value 

N
y = [ ]1 2

, , .

T

N N N
H H ϑ  Using the above given variables, a 

mathematical model of the object, according to [8], is  

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ).

      ɺx t =h x t ,z t +B x t ,z t u t

y t = x t
      (15) 

It is easy to show that, by replacing ( ) ( )f x,x,z = x - h x,zɺ ɺ , the system (15) becomes the same as the system 

(1), so that the algorithm which is given in Theorem 2. can be applied here.  In this case, the system (15) is 

given as 

( ) ( )

11 12

2 4

2 22 23

2

32 33

1 2 3

0
2

0

0

,

1

d

2

3

0
x b b u

C A g
x x b b u

A
x b b u

0

y t x x x

 
     
     − +     
          

 

=

ɺ

ɺ

ɺ

T

=

1

2

3

           (16) 

where the elements of the matrix  ( )B x,z  are: 

( ) ( )

( )

1 1 1 1 2 2 1 2 2

11 1 12 1 2 22 1 2

1 1 2

1 3 3 1 2 2 3 1 3 3 3 3

23 2 32 1 2 33 2

2 2 2 2 2

2
;  2 ;  2 ;

2 2
;  2 ;  ;

d d d

d d cN d

C w k C w k C w k
b z b g x x b g x x

A A A

C w k C w k x C w k z x
b z b g x x b z

A A x A x

ρ

ϑ

ρ ρ

= = − − = −

− −

= = − =

 

and with the following values: 2

1
0.04mA = , 2

2
0.06mA = , 4 2

4
2.54 10 mA

−

= ⋅  - the areas of the cross section 

of tanks VL1 and VL2  and the area of the cross section of output orifice; 5

1 2
10 Pa 1bar

N N
P P= = = - the 

nominal pressures of the cold and warm water respectively; 0 0 0
20 C,  80 C,  50 C

cN hN N
ϑ ϑ ϑ= = = - the 

nominal temperatures of  cold, warm and water mixed in tank VL2, respectively;  
1 2

0.8m,  0.4m
N N

H H= = - 

the nominal water level in tanks; 
1 3

w w= =  2 2

2
0.721 10 m,  1.27 10 mw

− −

⋅ = ⋅ - gradients of the flow area of the 

valves 
1 3 2
,  and V V V respectively; 

1 3
k k= =

3 3

2
1.7 10 m/V,  2 10 m/Vk

− −

⋅ = ⋅ - the gain coefficients for each 

pneumatic servomotor; 
1 2

0.8
d d

C C= = - discharging coefficient without dimension; 3
1000kg/mρ = - the 

water density and   2
9.81m/sg = - the acceleration of gravity. 
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5. Simulation results 

In this section we give the results of simulation of algorithm of PT with vector settling time which is given in 

Theorem 1. i.e. by equations (11) - (14). At the start of simulation (as is described in section 1),  the PT 

approach requires the necessary sets to be defined, that take into account all technical and construction 

constraints of the real object. In our case, for the object (16) ,  the following sets are adopted: 

 

• the time sets,  the time of tracking  150 [s]τ = ,  the sampling time (adopted on the base of linearized 

model of the object (16)) 0.1 [s]T = ,  so that the discrete time of tracking 1500
p

n =  and the set of 

PT [0, [ [0,1500[
n p

Z n= = . Furthermore, in PT with the vector settling time we adopt discrete time 

for which each component of the output vector reaches the desired value. In our case the vector of 

settling time is [ ]1000,500,750
T

s
n = and consequently,  the set of settling time is [ , [

s s p
Z n n= 1 in the 

sense 
s

k Z∈1 , for each i-th component means [ , [
si p

k n n∈ .  

• the sets of permitted output errors: initial 
I

E , actual 
A

E  and final 
F

E errors: 

( ) ( ){ }
( ) ( ){ }
( ) ( ){ }

0 0
: 0.04, 0.03, 4.0 0.04,0.03,4.0

: 0.05, 0.03, 4.0 0.05,0.03,4.0

: 0.02, 0.02, 2.0 0.02,0.02,2.0

T T

I

T T

A

T T

F

E e e

E e e

E e e

= − − − ≤ ≤

= − − − ≤ ≤

= − − − ≤ ≤

      (17) 

where the initial error 
0
e

 
is ( )0

0.04,0.02,3.5
T

e = − .  These sets define the desired quality of 

tracking. 

• Below we define the third group of sets,  that consists of :  the set of desired output ydS , the set of 

permitted disturbances 
z
S  and  the set of realizable controls 

u
S . The admitted domain 

y
D  changes 

of the output  vector y  for  object (16)  over the tracking time set 
n

Z
 
is defined as 

 ( ) ( ){ }0 0
: 0.65m 0.25m 40 C 0.95m 0.55m 60 C

T T

yD y y= ≤ ≤ ,                  (18) 

so  that the set of desired outputs ydS  can be defined, as  

( )

1.6

1

1

1.5

2

2

4
sin

20

6
: 1 cos

10

5
.

t
N

N

t
N

yd d d N

N

H
H t e

H
S y y t H t e

t

τ

τ

π

τ

π

τ

ϑ
τ

−

−

   
+   

   
     

 = = + −   
    

  
 −     

                  (19)
 

 

Based on  the above defined time sets and the set ydS , we transform the sets of the output errors to 

the adequate sets of admitted real output ( ) ( ),  and 
I A F

Y Y t Y t , using mapping function  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ } ( ) , ,

, , : , ,  
d d I A F

Y t y t E y y t y t e t e t E  = = − ∈ = i i i i

, so we obtain  

( ) ( ){ }0 0
: 0.76,0.37,46 0.84,0.43,54

T T

I
Y y y= ≤ ≤  

0.75 0.85

: 0.37 0.43 ,

46 54

A
Y y w y w

    
    

= + ≤ ≤ +    
    

    

        (20) 
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1.6

1

1.5

2

4
sin

20
0.78 0.82

6
: 0.38 0.42  where 1 cos

10
48 52

5
.

t
N

t
N

F

H
t e

H
Y y w e w w t e

t

τ

τ

π

τ

π

τ

τ

−

−

  
  

                 = + ≤ ≤ + = −               
      

 −
 
 

 

 The set of the admitted disturbances  
z
S

 
for this object is defined as 

( ) ( ){ }0 0
: 0.8bar 0.8bar 70 C 1.2bar 1.2bar 90 C

T T

z
S z z= ≤ ≤ ,               (21) 

and the set of realizable controls 
u
S  is defined as 

 { }:  where 10[V] and 10[V].
u m M m M

S u u u u u u= ≤ ≤ = − =1 1               (22) 

In this case (based on given data) each component of the initial output error 
0i

e  does not belong to the set 

\
Ii Fi

E E , 
0

\
i Ii Fi
e E E∉ , so according to eq. (12), the coefficient ( )0;

i si i
n eµ   belongs to the interval 

[ ]min max
, ,

i i i
µ µ µ∈ where ( )min 0

/
i i iEF si

e e nµ = − , and 
max 0

/
i i si

e nµ =  so we select the value 

( )min max
0.5

i i i
µ µ µ= + . In our case, we obtain: 5

1
3 10 ,µ

−

= ⋅
5

2
3 10µ

−

= ⋅ and 3

3
3.3 10µ

−

= ⋅  and matrix M as  

{ } { }5 5 3

1 2 3
diag , , diag 3 10 ,3 10 ,3.3 10 .M µ µ µ

− − −

= = ⋅ ⋅ ⋅                                        (23) 
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The results of simulation of the algorithm that is given by eqs. (11)-(14), over the time sets 
n

Z  and  
s

Z ,  

with respect to the sets (17) - (22) and the matrix (23) are given in Figure 4. MATLAB program has been 

used for simulation  

 

6. Conclusions 

In the paper we consider practical tracking of nonlinear time-invariant hybrid system, that is formed from 

continuous plant and digital computer. A thermal object from process industry which is described in detail in 

section 4 is used as the plant. The criterion and control algorithm that ensures PT with vector settling time 

are given. The tracking properties are realized with respect to the prespecified sets of the times, of the 

permitted outputs and of the errors, of the admitted disturbances and of the realizable controls. The 

simulation results have shown that the output error tends to the finally desired value without oscillation and 

without changing the sign with respect to the initial sign, confirming the proposed theory.  

 

Nomenclature 

In this paper we have used some notations, as follows: , ,

+

ℝ ℤ ℤ - the sets of real, natural and integer 

numbers; ( ) ( ) ( ) [ ]1 2
, ,...,

r

k d k k r
e t y t y t e e e= − = ∈ℝ - vector of the output error at the instant of time 

k
t kT= , 

so that ( ) ( ) ( )k k
e t e kT e k e= = = ; t R

τ
∈ - continuous time; 

n
k Z∈ - discrete time; T +

∈ℝ - sampling time; 

]0, ],
p p

n n
+

= ∞ ∈ℤ - discrete time of tracking, 
p

n Tτ = ; [0, [
n p

Z n= - discrete time set of tracking;  

[ , [
s s p

Z n n 1= , [ ]1 2
, ,...,

T r

s s s sr
n n n n

+

= ∈ℤ - discrete time set ot settling time; , 1...
si
n i r

+

∈ =ℤ - settling time 

for each componnet of system; ( ) { }: 1,0,1
i

sign e → −ℝ - function of sign, 

( ) ( ) ( ) ( )1 2
, ,...,

T
r

r
s e sign e sign e sign e=   ∈  ℝ - vector whose elements are signs of each elements of output 

error vector e ;
( ) ( ) ,

,  
A FiE

e =
i i

- the minimum or the maximum of the output error in the sense 

( ) ( ) ( ) ( ){ }0 0 0
, 0 0, 0 , 0

im i i iM iiE
e e e e e e= < ∨ = ∨ >

i

 where the error ( )( )min :
im i i i
e e e E= ∈

i

 and  

( )( ) ( ) ,

max : ,  
iM i i A Fi
e e e E= ∈ =

i i
; ( ) { }0 1 2

, , , ,...,

r r

s r
M k n e diag µ µ µ

×

= ∈ℝ - diagonal matrix whose elements 

are the function ( )0
, , :

i si i n s
k n e Z Zµ × × →ℝ ℝ ; ,

m M
u u ∈ℝ - the minumum and maximum of realizable and 

permitted  control over the time set 
n

Z ; [ ]1,1,...,1
T

1 = - the unity vector of appropriate dimension.     
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Abstract: This paper presents a nonlinear model of asymmetric hydraulic cylinder and fast switching on-
off solenoid valves. Furthermore, the electrical, magnetic, mechanical, and fluid sub-systems, as well as 
control techniques, are studied. The switching on-off valves are under pulse width modulation mode 
control. The PI controller based on pulse width modulation is investigated. The control cylinder position 
is simulated using the Matlab software. 

Keywords: Pulse Width Modulation, Control, Hydraulic, Cylinder, Servo system. 

1. Introduction 
Hydraulic systems offer many benefits in terms of small cost. Electro-hydraulic actuators are widely used in 
industrial applications. They can generate very high forces, exhibit rapid responses and have a high power to 
weight ratio compared with their electrical counterparts [1,2]. Many industrial applications such as 
manipulators, manufacturing, welding and sheet metal cutting machinery, drilling platforms, plastic injection 
machines, cranes and fire vehicles need position control systems. Hydraulic actuators can be classified into 
symmetric and asymmetric actuators. The asymmetric group includes: hydraulic cylinder with rod on one 
side and symmetric group includes: rod less hydraulic cylinder and double rod hydraulic cylinder. The 
accuracy of a position system determines the kind of hydraulic module used, and according to the required 
accuracy the hydraulic control valves can be selected. 
The general classification of the hydraulic valves may be divided into conventional control valves and 
proportional control valves. The conventional models become inappropriate and have limited scope if one 
requires a precise and fast performance. 
Also, electro-hydraulic control valves used to control and convect the hydraulic flow are categorized into 
two types. The first type is servo valves, with high control accuracy and linear behaviour, yet expensive and 
with complex structure. The second one is the fast switching on-off solenoid valve with simple structure and 
reasonable cost, but presenting the intrinsic nonlinear performance. 
Pulse width modulation (PWM) technique, which is widely used at present in areas such as communication 
electronics and motor speed control, was first proposed by Reeves (1938, 1939, 1942) and further developed 
by Jackson (1950) [3]. It was first used in power amplifiers and power sources. The use of PWM in hydraulic 
control systems has become attractive because it enables the use of relatively inexpensive servo valves and 
even solenoid valves in place of expensive servo valves; it is easily adapted to digital computers, and it 
eliminates the stick-slip motion and clogging of metering passages due to silting in servo systems with 
slowly moving loads. Thus, PWM is availed (able) to linearize this valve type to behave similarly as a servo 
valve. PWM signal as an input causes the valve to fluctuate between open and closed states to pass the oil 
through the valve, and if needed, be transmitted into the cylinder [4,5]. Valves energized by PWM have 
comprehensive industrial applications. 
This paper is organized as follows: In Section 2, the dynamic model of hydraulic servo system with 
asymmetric actuator is presented, considering electrical-magnetic, fluid and mechanical subsystems along 
with the cylinder model. PWM control valve strategies based on PI controller are performed in Section 3. 
Section 4 is dedicated to the simulation of the system. 
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2. Mathematical model of hydraulic servo system 
The hydraulic servo system with a asymmetric hydraulic cylinder is presented in Fig. 1. It is composed of a 
hydraulic cylinder with rod on one side, designated as 1.0 and two single solenoid operation 3/2 way 
hydraulic valves designated as 1.1 and 1.2. These valves are used for cylinder supply and position control. 

 
Figure  1. Hydraulic servo system scheme 

The model of the hydraulic servo system is divided into four parts: magnetic circuit, solenoid armature 
motion, hydraulic system and position motion. 
Consider first the magnetic circuit. The derivative of the magnetic flux is determined by Faraday's law as: 

 
N

iRv
dt
d s −=
φ  (1) 

where vs is the solenoid voltage, i is the current, R is the winding resistance and N is the number of turns. 
This equation assumes that fringing and leakage flux are negligible, as are eddy currents. 
It is assumed that the cross-sectional area of the air gap A which relates to the flux  and the flux density B at 
the air gap applies uniformly for the steel path so that: 

 
A

B φ
=  (2) 

The flux density is linked to the magnetic field intensity in the air and the steel. In the air, magnetic field 
intensity is computed by: 

 
0µ

BH a =  (3) 

where µ0 is the permeability of air. In the steel, the magnetic field intensity Ha is linked to the flux 
density B through a nonlinear function )(BfH s = . 

The combination of the magnetic fields in the air and the steel gives us the magnetomotive force: 
 ssa LHgHMMF +=  (4) 
where g is the length of the air gap and Ls is the length of the steel magnetic circuit. 
The last equation is required to close the loop and obtain the current  in the magnetic circuit by: 

 
N

MMFi =  (5) 

The motion of the solenoid moving part, the armature, is generated by a combination of magnetic, hydraulic  
and mechanical forces: 

 
dt
dxCxKFPAAB

dt
xdm vsss ++++= 00

0

2

2

2

2µ
 (6) 
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where A0 is the supply orifice area, Ps is the hydraulic circuit supply pressure, Fs0 is the spring preload, Ks is 
the return spring rate and Cv is the damping rate. 

 
Figure  2.Simulink model of equation (6)  

To complete the hydraulic circuit, the control pressure must be computed. This pressure is a function of the 
oil flow in the circuit qs and qex and the piston position xp as: 

  (7) 

where β is the oil bulk modulus and Api is the value of the piston area in cylinder chambers  i=1,2. The value 
of the piston are in chambers are different, because of rod on one side. 
The supply flow is computed as: 

  (8) 

where Pci is the control pressure in cylinder chambers  i=1,2 and K0 is the flow coefficient. The exhaust flow 
is computed as 

  (9) 

The piston's equation of motion is: 

  (10) 

where Mp is the net actuator mass and Fl is the external load. 

3. PWM control 
In order to better explain the PWM control, a separate block is formed in Simulink, whose scheme is shown 
in Fig. 3. The command signal is connected to the first input block for comparison. In order to illustrate the 
principle of operation of the block, Fig.4, a sine wave signal is connected to the first input.  

 
Figure 3. The simulink block model for the formation of PWM signal 
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The periodic triangular signal is connected to the second input of the block for comparison. The frequency of 
the periodic signal will be the frequency of the output PWM signal. The choice of frequency is a compromise 
between accuracy and speed: the higher frequency allows more filling value of the command signal, the 
lower frequency means a finer control of pulse width. 
The block for comparison compares two inputs. As long as the value of periodic signal is less than the 
command, the output value of the block is one, and when this condition is not met the exit value is zero. In 
this way we get a signal at the output with a frequency equal to the frequency of the periodic signal at the 
entrance, and its duration within a period proportional to the size of the command signal. The output signal is 
a logic signal, which means that it has a value of 1 or 0. 
If T denotes the period of PWM signal, and with Td the time at which the signal has the value of one, then 
the size of  

 
T
T

d d=  (11) 

called filling factor and is expressed as a percentage. The essence of the PWM control makes proportionality 
between the filling factor d and command signals. 
If the command for control solenoid valves is denoted by uk, then the signal within one period can be 
represented as: 

 [ ]%100%,0d where
for0
for24

∈




>
≤

=
dTtV
dTtV

uk  (12) 

PWM control is an extremely non-linear phenomenon. To simplify, it is possible to replace the PWM 
amplitude modulation using the equal area [2]. The idea is that a PWM signal whose amplitude is constant 
and the width variable, replaces the constant width and variable amplitude.  For the delivered energy to be 
the same in both cases at one time, it is necessary that the areas under the signal are equal: 

 ∫∫ =
T

A

T

k dttudttu
00

)()(  (13) 

where the value of amplitude uA can be calculated. 

 
Figure 4. The principle of the PWM signal formation 

This amplitude modulated signal is linear and well studied in theory and application. Its transfer function is a 
given element to hold the first row (sample-and-hold). These two signals will be dynamically equivalent if 
the sampling frequency is determined by the PWM interval, at least twice the highest frequency in the 
spectrum of the system to which it applies. 
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4. Simulation results 
The simulation of the proposed PWM control was performed in Matlab simulink. The objective of the servo 
system was to position the hydraulic cylinder piston xp  so that it followed a time-varying set point xset . An 
electronic controller compared the command and set point to generate a PWM control signal at a rate of 50 
Hz. We employed a discrete-time PI control law.  

 ( )pset
I

p xx
z
K

Kdutycycle −







−

+=
1

 (14) 

Parameters of hydraulic cylinder, valves, PWM and PI controller were: A=0.00008, A0=0.00000258, 
Ap=0.0005, Cv = 8.4853, Fso=2, Fi=1, KI=253080, Kp=38000, Ks=900, Ls=0.05, Mp=1, N=200, Ps=682001, 
R=2, 9105.1 ⋅=β , 00000125.00 =µ . 

The first test was in the domain of a positioning problem. The simulation was performed with a step response 
from 0.002 m to 0.01 m after 1 s. Fig. 5 shows the results of positioning of the cylinder piston. 

 
Figure 5. Diagram of the cylinder piston position 

Fig. 6 shows positioning errors from the first test. 
The second test was in the domain of a tracking problem.  The task was to achieve the Xset value that was 
changed in the sine wave function. Fig.7 shows the results of positioning of the cylinder piston by tracking 
the Xset value. 
Fig. 8 shows positioning errors from the second test. 

 
Figure 6. Positioning errors from the first test. 
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Figure 7. Diagram of the cylinder piston position 

 
Figure 8. Positioning errors from the second test. 

4. Conclusions 
Electro-hydraulic actuators are widely used in industrial applications. Many industrial applications need 
position or tracking control systems. The accuracy of a position system determines the kind of hydraulic 
module used, and according to the required accuracy the hydraulic control valves can be selected. This paper 
dynamically presents a nonlinear model associated to the fast switching on-off solenoid valves and 
asymmetric hydraulic cylinder. The switching on-off valves are under pulse width modulation mode control. 
The PI controller based on pulse width modulation is investigated and all the advantages of the proposed 
control algorithm are presented by computer simulation using the Matlab software. 
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Abstract: In this paper a HVAC control system in one automated educational classroom is optimized 
with several advanced computationally intelligent methods. Controller development and optimization has 
been based on developed and extensively tested mathematical and simulation model of the observed 
object. For the observed object cascade P-PI HVAC controller has been designed and conventionally 
tuned. To improve performance and energy efficiency of the system, several metaheuristic optimizations 
of the controller have been attempted, namely genetic algorithm optimization, simulated annealing 
optimization, particle swarm optimization and ant colony optimization. Efficiency of the best results 
obtained with proposed computationally intelligent optimization methods has been compared with 
conventional controller tuning. Results presented in this paper demonstrate that heuristic optimization of 
advanced HVAC controller can provide improved energy efficiency along with other performance 
improvements and improvements regarding equipment wear. Not only that presented methodology 
provides for determination and tuning of the core controller, but it also allows that advanced control 
concepts such as anti-windup controller gain are optimized simultaneously, which is of significant 
importance since interrelation of all parameters of control system has important influence on the stability 
and performance of the HVAC system as a whole. Based on the results obtained, general conclusions are 
presented indicating that metaheuristic computationally intelligent optimization of HVAC control systems 
is a feasible concept with strong potential in providing improved performance, comfort and energy 
efficiency. 

Keywords: HVAC system, control, controller optimization, computational intelligence 

1. Introduction 
Nowadays it is very common that public buildings (business centres, schools, university buildings, etc.) are 
equipped with several or even large number of different systems such are surveillance systems and energy 
management systems, air conditioning, security systems, fire protection systems, and even systems of 
protection against earthquakes or wind gusts. Those systems are now realized in the world as an integral part 
of individual buildings and are commonly integrated at the level of harmonization of all functional aspects of 
executing global strategy of so called "intelligent buildings" [1]. 

In order to have a rational energy consumption, one classroom in higher education institution 
building of Faculty of Mechanical Engineering in Belgrade has been equipped in such manner to ensure high 
comfort for users by controlling of heating, ventilation and air conditioning (HVAC). This classroom of 40 
m2, which is used primarily for university lectures, is constructed with three inner walls and one outer wall. 
Observed control system is aimed at controlling temperature of this classroom. Components taken into 
consideration for creating mathematical model of the observed HVAC system are electrical pre heater, boiler 
heater, recuperate, valve and room. All impact for temperature changing has been taken in consideration. 

In this paper computational intelligence is used for optimization of HVAC control system. For that 
purpose, developed mathematical and simulation model has been used, and several metaheuristic 
methodologies have been considered, namely genetic optimization, simulated annealing, particle swarm 
optimization and ant colony optimization.  

Obtained results have been compared with manual tuning of the controller which has been done on 
the basis of vast experience and theoretical recommendations. Subproblem of heating in winter regime is 
considered regarding control and cascade P-PI controller has been designed. Optimal parameters of system 
have been searched in terms of energy efficiency, dynamic characteristics and equipment wear. 
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2. Mathematical model of the system 
The design of successful controllers for HVAC systems primarily depends on the availability of 

proper dynamic models of the systems and mathematical equations that describe its behaviour [2][3][5]. The 
complexity of an HVAC system with distributed parameters, interactions, and multivariable quantities makes 
it extremely difficult to obtain an exact mathematical model in order to improve control quality [6][7][9]. 

Focus in this paper is placed on mathematical modelling of the HVAC system and simulation of the 
presented model. The major components considered in the system can be divided in two groups: a zone 
model (classroom) and components of the HVAC system [8]. The functional schematics of the AHU with 
considered components are presented in Figure 1. Detailed mathematical descriptions of every component 
shall be given below. 

 

 
Figure 1. Schematic representation of air conditioning system 

 
First, mathematical model of all components of the AHU is given and then model of the classroom. 

HVAC system components that have been taken into consideration for system modelling are: electrical 
preheater, water heater, recovery unit, mix valve and room [10].  

Mathematical description of the electrical preheater can be written as: 

 𝑚1 ∙ 𝑐𝑝 ∙ �̇�1 + 𝑚 ∙̇ 𝑐𝑝 ∙ 𝑇1 = �̇� ∙ 𝑐𝑣𝑇0 + 𝑄𝑔𝑟̇  (1) 

where are m1 is mass of air in the preheater, cp is specific heat capacity of the air, T1(t) is temperature of the 
air after the preheater, T0(t) is temperature of the outside air, �̇� is mass flow of the air through the AHU and 
𝑄𝑔𝑟̇  is power of the electrical preheater. 

Mathematical model of the heat recovery unit is based on assumption that the air flow through the 
AHU is constant. Hence, only the law of energy conservation is needed to find the mathematical model of 
the temperature changes through the heat recovery unit. From this law the following equations can be 
derived [2]: 

 𝑚𝑟 ∙ 𝑐𝑝 ∙ �̇�2 = 𝑚 ∙̇ 𝑐𝑝 ∙ (𝑇1 − 𝑇2) + 𝐻𝑟 ∙ 𝐴𝑟(𝑇𝑤𝑎 − 𝑇1) (2) 

 𝑚𝑟 ∙ 𝑐𝑝 ∙ �̇�𝑤𝑎 = 𝑚 ∙̇ 𝑐𝑝 ∙ (𝑇𝑖 − 𝑇𝑤𝑎) +𝐻𝑟 ∙ 𝐴𝑟(𝑇𝑤𝑎 − 𝑇1), (3) 

where mr is the mass of the air in the heat recovery unit, T2(t) is temperature of the recuperated air, Ti(t) is 
temperature of the room air (returned air), Twa(t) is temperature of the waste air and HRAR is the resulting 
heat transmission number of heat recovery unit. 

By combining (2) and (3) it is obtained: 

 �𝑚𝑟
�̇�
�
2
∙ �̈�2 + �2 ∙ 𝑚𝑟

�̇�
+ 𝐻𝑟∙𝐴𝑟∙𝑚𝑟

�̇�2∙𝑐𝑝
� ∙ �̇�2 + �1 + 𝐻𝑟∙𝐴𝑟

�̇�∙𝑐𝑝
� = 𝑚𝑟

�̇�
∙ �1 + 𝐻𝑟∙𝐴𝑟

�̇�∙𝑐𝑝
� ∙ �̇�1 + 𝑇1 + 𝐻𝑟∙𝐴𝑟

�̇�∙𝑐𝑝
∙ 𝑇𝑖 (4) 

 Mathematical model of the heating coil (GR2, Figure 1) describes how the temperature both in the 
water and the air are changing passing through this component. The mathematical model is based on the 
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assumption that both the air flow and the water flow through heating coil are constant. The following 
equation is dynamic heat balance for the air in the heating coil: 

 𝑚𝑔 ∙ 𝑐𝑔 ∙ �̇�𝑤0 = 𝑚𝑤 ∙̇ 𝑐𝑝𝑤 ∙ (𝑇𝑤𝑖 − 𝑇𝑤0) + 𝐻𝑔 ∙ 𝐴𝑔(𝑇𝑤0 − 𝑇2) (5) 

and the corresponding heat balance equation for the water is: 

 𝑚𝑣𝑔 ∙ 𝑐𝑝 ∙ �̇�4 = �̇� ∙ 𝑐𝑝 ∙ (𝑇2 − 𝑇4) + 𝐻𝑔 ∙ 𝐴𝑔 ∙ (𝑇𝑤𝑜 − 𝑇2) (6) 

where mg is total mass of the heating coil (including water), mvg is mass of air in heating coil, �̇�𝑤 is mass 
flow of water through coil, cpw is specific heat capacity of water, cg is resulting specific heat capacity of 
heating coil, Two(t) is water temperature from the coil exit, Twi(t) is water temperature from coil entrance, 
T3(t) is temperature of air after heating coil and HgAg is resulting heat transmission number of the heating 
coil. 

By rearranging (1) it is obtained: 

 𝑚𝑔 ∙ 𝑐𝑔 ∙ �̇�𝑤𝑜 + �𝐻𝑔 ∙ 𝐴𝑔 + �̇�𝑤 ∙ 𝑐𝑝𝑤� ∙ 𝑇𝑤𝑜 = �̇�𝑤 ∙ 𝑐𝑝𝑤 ∙ 𝑇𝑤𝑖 + 𝐻𝑔 ∙ 𝐴𝑔 ∙ 𝑇2 (7) 

and further by combining (6) and (7):  

 �̈�4 + � �̇�
𝑚𝑣𝑔

+ 𝐻𝑔∙𝐴𝑔+�̇�𝑤∙𝑐𝑝𝑤
𝑚𝑔∙𝑐𝑔

� ∙ �̇�4 + �̇�
𝑚𝑣𝑔

𝐻𝑔∙𝐴𝑔+�̇�𝑤∙𝑐𝑝𝑤
𝑚𝑔∙𝑐𝑔

∙ 𝑇4 = 

 =  �̇�∙𝑐𝑝−𝐻𝑔∙𝐴𝑔
𝑚𝑣𝑔∙𝑐𝑝

∙ �̇�2 + ���̇�∙𝑐𝑝−𝑚𝑤𝑔∙𝑐𝑝𝑤�∙𝐻𝑔𝐴𝑔
𝑚𝑣𝑔∙𝑚𝑔∙𝑐𝑝∙𝑐𝑔

+ 𝑚𝑤∙�̇�∙𝑐𝑝𝑤
𝑚𝑣𝑔∙𝑚𝑔∙𝑐𝑔

� ∙ 𝑇2 + 𝐻𝑔∙𝐴𝑔∙�̇�𝑤∙𝑐𝑝𝑤
𝑚𝑣𝑔∙𝑚𝑔∙𝑐𝑝∙𝑐𝑔

∙ 𝑇𝑤𝑖 (8) 

Temperature in the classroom is controlled by the three port valve with continuous drive (Y3, Figure 
1). The heat balance for the water in the three-way valve can be written as: 

 𝑇𝑤𝑖 = (1 − 𝑥) ∙ 𝑇𝑤𝑜 + 𝑥 ∙ 𝑇𝑐, (9) 

where x is relative valve position and Tc represents central heating flow temperature. 
The classroom is an integral part of the Automatic Control Department at Faculty of Mechanical 

Engineering in Belgrade. It is designed for teaching purposes and it has the area of 40 m2. One side of the 
classroom is exposed to open space and other three sides are bounded with offices. The envelope of the 
building is made of a porous brick with thickness of 200 mm. Windows are double glazed, thus the overall 
ratio of glass to the exterior walls is 50 %, where the total area of exterior walls is 20 m2. The analysed 
building is located in Belgrade, Serbia.  

Controlled variable is the room air temperature. It assumed that air pressure is constant and that room 
air temperature field is homogenous. Disturbances affecting temperature are also taken into account, such as 
people, lights, walls and windows loses, etc. With these assumptions energy balance equation is: 

 �̇�𝑖 + 𝐻𝑢∙𝐴𝑢+𝐻𝑠∙𝐴𝑠+�̇�∙𝑐𝑝
𝑚𝑧∙𝑐𝑝

∙ 𝑇𝑖 = �̇�𝑑+𝐻𝑢∙𝐴𝑢∙𝑇𝑢+𝐻𝑠∙𝐴𝑠∙𝑇𝑜+�̇�∙𝑐𝑝∙𝑇4
𝑚𝑧∙𝑐𝑝

 (10) 

where Ti is current air temperature, HuAu and  HsAs define heat transfer through inner and outer walls 
respectively, mz is mass of air in the room, �̇�𝑑 are disturbances originating from lights, people, etc. and Tu is 
temperature in areas surrounding room. 

3. HVAC controller concept and modelling 
In contemporary HVAC systems various control techniques are used, from classical to modern 

[11][12][13]. However, in commercial applications cascade PID controllers are dominant, where instead of a 
single conventional PID controller two cascade PID controllers are interconnected and used together in order 
to obtain superior dynamic performance. 

3.1. Cascade control strategy 
Cascade control is used when there are several measurement signal and one control value. Cascade 

control is especially useful when there are a lot of the time delay between the control signal and the output 
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size or object which has a large time constant and is considered a good choice for regulation of temperature 
and humidity in air premises. Cascade control is particularly suitable in cases where it is desired to quickly 
regulate the building, for example in a large hall that in the short term fill or empty with premises users. 
They are not desirable large thermal fluctuations, and due to the large volume of rooms in such cases, a small 
quantity of air changes. The regulation of these facilities is very difficult for the main reason that control 
system only works on fresh air.  

In cascade control there are two interconnected PID controllers, where the first one controls the input 
of the second PID controller. Outer PID controller acts as a regulator of the outer loop, which controls the 
primary physical parameters such as water level, or speed. The other controller acts as a regulator of the 
inner loop, which reads the output from the controller on the outer feedback loop, that can receive changes 
that occur much faster, such as flow velocity and acceleration. Cascade control can be used when there are 
several signals that are measured and only one controlled variable. This is especially useful when there are 
significant influences of the dynamics of the system, for example large transport delay or large time 
constants between the control value and the size of the variable in the process, as is the case in the HVAC 
systems. It can be mathematically proven that the system responds faster and better when using cascade PID 
controllers. Therefore, in the considered HVAC system cascade PID controller has been applied. Figure 2 
shows the structural difference between ordinary and cascade PID controller. 

 
 

 
Figure 2. a) classical PI controller; b) cascade P-PI controller 

 
 

The most common additional (inner) regulator is PI controller which controls supply air temperature. 
The main (outer) regulator, which regulates temperature in the room space, is most often selected to be a 
simple P controller. Such control system is called P-PI cascade control system. Cascade control operates in 
such manner that in case of the occurrence of deviations of controlled values, thaey are not controlled 
directly but rather the desired value of the additional controller is changed instead. The main reason for 
applying cascade controller is faster internal feedback loop, which detects disturbances much faster than 
external feedback. The result of such strategy is that it causes very quick action of the executive device.  

The governing equation for the outer (master) P controller is: 

 𝑇𝑢𝑧 = 𝑇𝑢𝑛 + 𝐾𝑝 ∙ 𝜀 = 𝑇𝑢𝑛 + 𝐾𝑝 ∙ (𝑇𝑧 − 𝑇𝑖), (11) 

where Tuz is desired insertion air temperature i.e. desired value for inner (slave) controller, Ti is room air 
temperature and Tz is desired value of room temperature.  
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With previous elaborations, energy balance equation is: 

 𝑚𝑧 ∙ 𝑐𝑣 ∙ �̇�𝑖 + ��̇� ∙ 𝑐𝑣 + 𝐾𝑠𝑧 ∙ 𝐴𝑠𝑧 + 𝐾𝑢𝑧 ∙ 𝐴𝑢𝑧 + 𝐾𝑝 ∙ 𝐴𝑝� ∙ 𝑇𝑖 = �̇� ∙ 𝑐𝑣 ∙ 𝑇𝑢 + 𝐾𝑠𝑧 ∙ 𝐴𝑠𝑧 ∙ 𝑇0 + 

 𝐾𝑢𝑧 ∙ 𝐴𝑢𝑧 ∙ 𝑇𝑢𝑧 +  𝐾𝑝 ∙ 𝐴𝑝 ∙ 𝑇𝑝 + 𝑍, (12) 

where mz is mass of the air in the classroom, Ti(t) is current temperature of the room air, KuzAuz is resulting 
heat transmission number of the inner walls, KszAsz is resulting heat transmission number of the outside wall, 
KpAp is the resulting heat transmission number of the floor, Tu(t) is supply air temperature, Tus(t) is 
temperature of the surrounding rooms, Tp(t) is temperature of the floor and Z(t) is disturbance which is 
caused by people inside the classroom, lights, etc. 

Inner (slave) PI controller is described with: 

 𝑌 = 𝐾𝑝 ∙ 𝜀 + 𝐾𝑖 ∙ ∫ 𝜀 ∙ 𝑑𝑡,      𝜀 = 𝑇𝑢𝑧 − 𝑇𝑢 (13) 

where Υ is control voltage for three port valve. 

3.2. Anti windup control  
Problem of switching control modes from one to another mode arises in situations when the practical 

requirements of the management of the process have to be taken into account as well as physical limitations.  
When executive element has been saturated, for example, the regulator valve is in the state of 

complete openness (or closedness), the controller should stop sending control signals to the valve because 
it’s already in saturation and cannot deliver to the process more than the maximum value which is achieved. 
If this is not done, the calculated value at the output of the controller will continue to grow. The 
controller/regulator sends a signal to the process that constantly increases (or decreases), while the process 
receives the signal that is constant, because the valve is in saturation.  

That is called reset windup and has to be stopped. There are a several different methods which are 
enable to remove windup, and are called antiwindup strategies [14].  

Anti windup control strategy has been implemented in observed system, for the same reason. That 
further complicates controller tuning since antiwindup gain needs to be set along with other cascade 
controller gains. Nevertheless, proposed strategy of computationally intelligent optimization allows that anti-
windup gain is easily adjusted along with other controller parameters, which is important step towards 
complete automated tunning of the controller in such manner that wider set of demands is fullfilled.   

4. Simulation of system behaviour and initial controller tuning 
The components of air conditioning systems described in the previous section were used to build simulation 
models in Matlab Simulink software [4], which is shown in Figure 3. 
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Figure 3. Simulation model in Matlab/Simulink environment 

 
 

Developed mathematical and simulation model has been used to verify the parameters of the real 
system, for initial suboptimal setting of the controller and finally for the optimization of all controller 
parameters. It could also be used to further develop and test new potentially more sophisticated control 
algorithms. Verification of the model creates conditions for further development of the model and for the 
inclusion of modelling summer air conditioning mode. 

Following parameters have been adopted in the simulation model: 
 

a) Characteristics of the pre-heater 
m1= 0.37;    mass of air in the preheater [kg] 
cv= 1012;    specific heat capacity of air [J/kg×K] 
T0= 273+5;    input temperature of air chamber (output temp.) [K] 
�̇�= 1.33/4;    mass flow of air through air chamber (max. 1.33[kg/s] ) 

 
b) Heat recovery unit parameters 

KrAr= 337;    coefficient of through passage×surface of heat recovery unit [W/K] 
mr= 1;    air mass in heat recovery unit (assumption) 

 
c) Heater parameters 

KgAg= 2.5×80;   coefficient of through passage×surface of heater [W/K] 
mvg= 0.5;    mass of air into the heater  
mw= 2;    water mass into the heater  
mc= 5;    mass of the heater (metal) 
mg= mw+mc;    mass of heater including mass of water  
cw= 4181.3;    specific heat capacity of water 
cc= 385;    specific heat capacity of heater (just metal) 
cg= (mw×cw+mc×cc)/mg;  specific heat capacity of heater including water 
𝑚�̇� = 0.311;   mass flow of water through the heater [kg/s] 

 
d) Room parameters  

KszAsz= 86;    coefficient of through passage×surface of outer barrier/wall [W/K] 
KuzAuz= 75;    coefficient of through passage×surface of inner barrier/wall [W/K] 
KpAp= 78;    coefficient of through passage×surface of floor [W/K] 
mz= 226;    mass of air in the room [kg] 
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Tuz= 291;    temperature in surrounding rooms [K] 
Tp= 283;    floor temperature [K] 

 
e) Controller parameters 

Coefficients for calculation depending of added air from desired temperature of room, which have also 
been used for initial setup of P operation of “master" regulator 
𝑎 = �̇�𝑐𝑣 + 𝐾𝑢𝑧𝐴𝑢𝑧 + 𝐾𝑠𝑧𝐴𝑠𝑧 + 𝐾𝑝𝐴𝑝 ; 
𝑏 = �̇�𝑐𝑣; 
𝑞 = 𝐾𝑢𝑧𝐴𝑢𝑧𝑇𝑢𝑧 + 𝐾𝑠𝑧𝐴𝑠𝑧𝑇0 + 𝐾𝑝𝐴𝑝𝑇𝑝; 
Tswitch= 2500;   moment when PID controller is switched on 

 
Based on previous elaboration, vast experience with similar systems and also based on extensive 

simulation experiments, initial parameters of P-PI controller have been selected. Best results have been 
obtained for the values of parameters Kp = 7 for proportional P gain of P master controller and Kp = 0.5 V/K 
and Ki = 0.01V/s for proportional and integral gains of PI (slave) of regulator. Figure 4. shows time changes 
of desired (reference) temperature in the classroom and response of system with cascade P-PI controller. 
Control signal of cascade regulator is shown in Figure 5. 

 

 
Figure 4. System response with experimentally suboptimally tuned cascade control 

 

729



 
Figure 5. Control signal of cascade controller 

5. Computationally intelligent optimization of HVAC controller  
As it has been demonstrated in this case and well documented in everyday practice reports, tuning of 

PID controllers is often difficult and long lasting procedure, while widely accepted Ziegler–Nichols 
procedure does not guarantee optimal closed loop performance which makes its application being fairly 
limited. Therefore, the computationally intelligent metaheuristic optimization techniques have been proposed 
as an alternative mean of tuning HVAC controllers, providing simple and robust approach, so it was used 
here as an alternative to the experimental controller parameter adjustment.  

Offline controller optimization has been performed, as it is presented in Figure 6. To perform 
computationally intelligent controller optimization, fitness function has been defined which minimizes 
cumulative absolute controller error: 

 𝐽 = ∑ |𝑒𝑖|𝑁
𝑖=1 = ∑ |𝑟𝑖 − 𝑦𝑖|𝑁

𝑖=1 , (15) 

where r is reference variable – desired room temperature, y is controlled output – measured room 
temperature, e is control error and N is number of patterns.  

Several metaheuristic methodologies have been considered: genetic algorithms, simulated annealing, 
particle swarm optimization and ant colony optimization. 

 
 

730



 
Figure 6. Computationally intelligent optimization of cascade P-PI controller 

 
 
Genetic algorithms (GAs) [15] are one of the evolutionary computational intelligence techniques, 

inspired by Darwin’s theory of biological evolution. GAs provide solutions using randomly generated bit 
strings (chromosomes) for different types of problems, searching the most suitable among chromosomes that 
make the population in the potential solutions space. Genetic optimization is an alternative to the traditional 
optimal search approaches which make difficult finding the global optimum for nonlinear and multimodal 
optimization problems. Thus, GAs have been successful in solving combinatorial problems as well as in 
many control applications such as parameter identification and control structure design. 

Simulated annealing (SA) [16] is a probabilistic technique for approximating the global optimum of 
a given function. It is an optimization method similar to the physical process of heating up a solid until it 
melts, followed by cooling it down until it crystallizes into a perfect lattice. Specifically, it is a metaheuristic 
method for approximate global optimization in a large search space. It is often used when the search space is 
discrete (e.g., all tours that visit a given set of cities). As with other optimization methods used, with the SA 
the solutions were chosen randomly and evaluated by the same fitness function as in the case of the GA 
algorithm and adopted if the fitness of the new solution was less than the previous one. 

Particle swarm optimization (PSO) [17] shares many similarities with evolutionary computation 
techniques such as Genetic Algorithms (GA). The technique is derived from research on swarms such as bird 
flocks and fish schools. System is initialized with a population of random solutions and searches for optima 
by updating generations. However, unlike GA, PSO has no evolution operators such as crossover and 
mutation. In PSO, the potential solutions, called particles, fly through the problem space by following the 
current optimum particles. Each particle keeps track of its coordinates in the problem space which are 
associated with the best solution (fitness) that has been achieved so far. The fitness value is also stored. Best 
fitness value is taken as final solution. 

Ant Colony Optimization (ACO) [18] is suited for finding solutions to different optimization 
problems. Colony of artificial ants cooperates to find good solutions, which are an emergent property of the 
ant’s cooperative interaction. Based on their similarities with ant colonies in nature, ant algorithms are 
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adaptive and robust and can be applied to different versions of the same problem as well as to different 
optimization problems. The main traits of artificial ants are taken from their natural model. These main traits 
are that artificial ants exist in colonies of cooperating individuals, they communicate indirectly by depositing 
pheromone, they use a sequence of local moves to find the shortest path from a starting position to a 
destination point, they apply a stochastic decision policy using local information only to find the best 
solution, etc. Since the optimal solution can only be found through the global cooperation of all the ants in a 
colony, it is an emergent result of such cooperation.  

 
 

 
Figure 7. Comparation of performance of HVAC control system with experimentally suboptimally tuned 

parameters and after computationally intelligent optimisation  

 
In considered case, performance of all computationally intelligent metaheuristic methods have been 

dependent on selection of parameters, which have been carefully selected by performing several consecutive 
simulation experiments for each of them. For example, for applied genetic algorithm with real coding 
population of 50 has been selected, elitism of 5, while range of gains i.e. search space has been determined 
on the basis of experience.  

Also, scattered crossover function has been applied and all individuals except for elite has been 
subject to adaptive feasible mutation. Individuals have been randomly selected by roulette wheel selection. 
Genetic algorithm has demonstrated good convergence with selected parameters.  

By comparing the results of all aplied methods, each of them executed in several consecutive runs 
over the same search space, the overall best solution has been selected. All of the optimization methods were 
well suited for the problem and managed to improve intial tuninng, but there was no significant differences 
among them regarding suitability for this particular problem. Values of proportional gains of outer (master) 
and inner (slave) controllers and value of integral gain of slave controller before computationally intelligent 
optimization (initial suboptimal experimentally tuned values) and values obtained as best outcome of several 
advanced optimization techniques have been presented in Table 1. Also, corresponding values of fitness 
function have been shown representing cumulative absolute error.  

 
 
Table 1. Controller parameters before and after CI optimization  
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 KP  
master 

KP  
slave 

KI  
slave 

Cumulative absolute  
error (fitness) 

Initial (experimentally, 
suboptimal)  7.0 0.5 0.01  3034 

CI optimized 17.0 0.61  0.031 2778 
 
 
 Comparison of performance of initially tuned control system, which has been obtained by 
experimental-simulation tuning by using expert experience on the performance of similar systems, and 
performance of optimized system by computationally intelligent methodologies, is presented in Figure 7. It is 
easily noticeable that although initially suboptimally tuned system obtaines very good performance, 
computationally optimized controllers demonstrated clearly improved performance.  
 

4. Conclusions  
Mathematical model of air conditioning system in winter regime of a classroom is presented, which 

was used as a basis to develop and validate reliable simulation model. On the basis of theoretical 
recommendations cascade P-PI controller has been developed with anti windup component. Initial controller 
parameters have been selected on the basis of careful experimental tuning process and by using vast 
experience in HVAC controller adjustments, in order to obtain good dynamic characteristics, settling time 
and precision, with aim to provide control signal that provides minimal energy consumption. Obtained result 
has been very good and its further improvement was a challenging task. 

Basic conclusion that can be drawn from Figure 7. is that application of advanced computationally 
intelligent optimization provided controller gains that ensure superior performance which also leads to 
energy efficiency increase, while at the same time component wear is reduced since aperiodic response 
without overshoot is provided. 

It is worth mentioning that computationally intelligent optimization is capable of simultaneous 
attainment of other goals since optimization criterion (15) could be almost arbitrary complex, and could 
include multicriteria optimization. Results obtained here indicate that computationally intelligent 
optimization is a very feasible concept for HVAC controller optimization, even when requirements are 
demanding and initial tuning is extremely good, while on the other hand in our case several advanced 
metaheuristic optimization methods (SA, PSO, ACO) did not demonstrated significant difference in 
comparison to performance referent real coded genetic algorithms. 
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Abstract: This paper presents the results of the authors in thermal vision based mobile robot control. The 
most important segment of the high level control loop of mobile robot platform is an intelligent real-time 
algorithm for human detection and tracking. Temperature variations across same objects, air flow with 
different temperature gradients, reflections, person overlap while crossing each other and many other 
nonlinearities, uncertainty and noise put challenges in thermal image processing and therefore the need of 
computationally intelligent algorithms for obtaining the efficient performance from human motion 
tracking system. The main goal was to enable mobile robot platform or any technical system to recognize 
the person in indoor environment, localize it and track it with accuracy high enough to allow adequate 
human-machine interaction. The developed computationally intelligent algorithms enables robust and 
reliable human detection and tracking based on neural network classifier and autoregressive neural 
network for time series prediction. Intelligent algorithm used for thermal image segmentation gives 
accurate inputs for classification. 

Keywords: Thermal vision, mobile robot platform control, thermal image processing, neural network 
classification, time series prediction. 

1. Introduction 
In the next few years, personal service robots are expected to become part of our everyday life, playing an 
important role as our appliances, servants and assistants. The future of smart homes points clearly towards 
the ambient intelligence paradigm. We expect to build an intelligent environment that discovers and adapts 
itself automatically to the user’s needs. In this environment, service robots are completely integrated in the 
home and it is easy to imagine scenarios in which robots and smart home systems cooperate. Unfortunately, 
the road toward ambient intelligence is full of obstacles [1,2]. As research robots move closer towards real 
applications in populated environments, these systems will require robust algorithms for tracking people to 
ensure safe human–robot cohabitation. These robots will need to be able to track human motion to avoid 
colliding with them, to acquire a sufficient understanding of the environment, to be aware of different 
situations, to detect and track people with minimum instruction and with high quality and precision and also 
to be able to make decisions based on their perception of human state in order to become functional 
collaborators [1,2,3]. Most vision-based people recognition systems concern non-mobile applications e.g., 
surveillance or identity verification systems, where detection of persons can be solved easily by background 
subtraction methods that cannot be applied to mobile systems. Existing vision-based people recognition 
systems on mobile robots typically use skin color and face detection algorithms. However these approaches 
assume the frontal pose of a person and require that the person is not too far from the robot. Thermal vision 
helps to overcome some of the problems related to color vision sensors since humans have a distinctive 
thermal profile compared to non-living objects.  
There are many algorithms focusing specifically on the thermal domain for human tracking in robotics. The 
thermal-based algorithms are inspired in the biological processes of many animals and insects, which are 
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affected by the presence of thermal energy in their environment. Indeed, diverse types of thermo-receptors 
are found in nature, which aid animals and insects in hunting, feeding and survival. Now, in computer vision, 
the unifying assumption in most methods is the belief that the objects of interest are warmer than their 
surroundings. Indeed, some animals can see in total darkness, or even see colors beyond the visual spectrum, 
that humans have never seen. Thermal infrared video cameras detect relative differences in the amount of 
thermal energy emitted/reflected from objects in the scene. As long as the thermal properties of a foreground 
object are slightly different (higher or lower) from the background radiation, the corresponding region in a 
thermal image appears at a contrast from the environment [4,5,6].  
The system we have developed to solve the person-following task uses computational intelligence for 
solving different problems of robot vision. The robot will use information provided by a thermal camera to 
detect human and to track him. The information about position of the person in the scenario will then be sent 
to a motion controller that controls motors of the mobile robot platform in order to follow target. The thermal 
vision system will detect the presence of people around the robot by using human detection and tracking 
algorithm developed in this paper. The developed algorithm has three main parts, image segmentation part, 
classification part and tracking part. Previous research of the authors [5,6,7] has shown that full potential of 
intelligent methodologies used for classification of ROI-s in robot vision can be achieved only if reliable and 
robust segmentation is done. Variation in temperature across the same objects, air flow with different 
temperature gradients, person overlap while crossing each other and reflections, put challenges in thermal 
imaging segmentation. Therefore these problems need to be handled intelligently in order to obtain the 
efficient performance from motion tracking system. 
After segmentation is done neural network classifier determines whether segmented ROI is human or not 
based on features extracted from binary segmented image and centre of mass is calculated.  Aside that, in 
this paper application of neural networks for human tracking is presented. Vision module of mobile robot 
consists of  segmentation, classification and tracking part and it provides the coordinates of a person in scene 
with respect to the forward direction of the robot so that robot platform can unobtainably track a person. 

2. Mobile robot platform 
For development of reliable mobile robot platform that is capable of tracking people based on thermal image 
National Instruments Robotics Starter Kit 1.0 known as DaNI robot has been combined with FLIR E50 
thermal camera [5,6]. Thermal camera could not be directly connected to On-Board Controller (Single Board 
RIO) of DaNI Robot, nor could the complex segmentation and classification algorithms be implemented 
directly to low level control algorithm, so additional Off-Board personal computer was used for thermal 
vision image processing and high level control. Functional scheme of the Thermal Vision-Based Person-
Following Robot Platform is shown in figure 1. 

 
Figure 1. Principle layout of Thermal Vision-Based Person-Following Robot Platform 

Acquired thermal image is segmented and segmented objects are then classified in thermal vision module in 
order to detect human. Segmentation and classification algorithms are two main parts of Thermal vision 
module, a part of High level control system of mobile robot platform. After person was detected, simple 
estimation algorithm that uses average human height as a reference estimates relative position for the 
following task. Coordinates are then sent to low level controller that uses conventional PID controllers for 
wheel velocities. 
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3. Thermal image processing 
Typical image processing module consists of four main parts, image acquisition, image segmentation, image 
understanding and application specific feature extraction (Figure 2). The vision module developed in this 
paper consists of the same four parts, but each part is specific since we were using thermal image. Image 
segmentation aside main image segmentation algorithm has image pre-processing and post-processing of 
segmented image. Image understanding is done in order to detect human in the scene and human coordinates 
can be extracted. The core of the image understanding is neural network classifier that detects human based 
on extracted features from segmented objects. 

 
Figure 2. Computer vision block diagram 

Thermographic cameras detect radiation in the infrared range of the electromagnetic spectrum (roughly 9–14 
µm) and produce images of that radiation, called thermograms. Since infrared radiation is emitted by all 
objects above absolute zero according to the black body radiation law, thermography makes it possible to see 
one's environment with or without visible illumination. The amount of radiation emitted by an object 
increases with temperature; therefore, thermography allows one to see variations in temperature. When 
viewed through a thermal imaging camera, warm objects stand out well against cooler backgrounds; humans 
and other warm-blooded animals become easily visible against the environment, day or night.  
The robot was operated in an unconstrained indoor environment (a corridor and a hallway at our Faculty). 
Persons taking part in the experiments were asked to walk in front of the robot while the robot was in 
stationary position and while it performed person following (using information from the implemented 
tracker). In our experiments the visible range on the image was equivalent to the temperature range from 
17.3 to 38.2oC and one of predefined six color palettes has been chosen. The thermal camera can detect 
infrared radiation and convert this information into an image where each pixel corresponds to a temperature 
value. The blue color corresponds to low temperature and high temperature corresponds to yellow color that 
is a combination of red and green color in RGB image [5,6] (see Fig. 3).  

   
Figure 3. Thermal image and pixel values for selected area 

The segmentation algorithm that was used in this research [5,6] was based on thresholding method and the 
problem was boiled down to determining possible region of interests in real world scenarios, where there are 
obstacles in front of the person, two persons are overlapping when moving close to one another and reflexion 
is possible to occur. For adequate segmentation algorithm also high noise that occurs in thermal image must 
be taken into consideration. Since the problem of segmentation of thermal image needs involving some 
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intelligent and heuristic optimization algorithm the authors have decided to implement genetic algorithm 
(GA) for this purpose [5,6]. The segmentation results are shown in figure 4. 

 
a)    b)   c)   d) 

Figure 4. Thermal image (a), Segmentation results with manualy determined threshold (b), fuzzy segmentation results 
(c) and GA optimized threshold 

 
4. Neural network classification 
Feature-based classification (Figure 5) is most common for image understanding. From segmented objects 
we can extract many features, like hight, width, colour, or same shape descriptors, that can help us in 
classification. 

 
Figure 5. Block diagram of feature-based classification 

For human detection in this research neural network classifier is developed, and its architecture is shown in 
figure 6. It is a two layer feed forward neural network where neurons in hidden layer have sigmoid activation 
function, while in output layer neurons have "softmax" function. Based on authors expert knowledge, 5 
parameters are used as classifier inputs, object height h, width w and first 3 Hu moments of inertia [8]: 

 

𝐼1 = 𝜂02 + 𝜂20 
𝐼2 = (𝜂20 − 𝜂02)2 + 4𝜂112  

𝐼3 = (𝜂30 − 𝜂12)2 + (3𝜂21 − 𝜂03)2. 
(1) 

 
Figure 6. Neural network classifier for human detection 

Training, testing and validation is done with more than 3000 manually labeled objects, where 70% randomly 
selected data sets were used for training, 15% randomly selected data sets were used for testing and 15% 
randomly selected data sets were used for validation. For training, the back propagation scaled conjugate 
gradient algorithm that updates weight and bias states according to Levenberg-Marquardt optimization was 
used, while the mean squared error was used as a performance measure during training. Training, testing and 
validation  results are shown in figure 7 via confusion matrices. 
 .  
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Figure 7. Neural network classification results 

Neural network trining was finihed after 90 iterations and it shows good classification results with accuracy 
higher than 89%. It is possible to achieve higher accuracy by inserting additional neurons into hidden layer, 
or by advanced training set selection. Classificator output is probabillity that analized object whose features 
we have extracted belongs to a class named "human" and "non-human".  
 
5. Neural network for time series prediction 
According to capability to learn about its environment through an iterative process of adjustments applied to 
its synaptic weights and thresholds, nonlinear autoregressive neural network - NAR is the most 
straightforward network in time series prediction [9,10]. Nonlinear autoregressive - NAR method is derived 
from the linearly autoregressive - AR method to solve many real life applications, in which many 
nonlinearities usually appear.  
In order to acquire training data and later to validate recurrent network, indoor human motion was captured 
by presented mobile robotic system. The frame rate of the used camera is 60 frames per second (fps) and 
each thermal video frame was processed in order to extract information for reconstruction of human motion 
with respect to camera coordinate system. The state of the person is presented in Cartesian coordinates X, Y, 
Z and three dimensional velocity. The purpose of training network is to forecast the human trajectory and its 
X, Y and Z coordinates in real time. The developed estimator is based on feed forward topology of the NAR 
NN with Levenberg-Marquardt method of training. The NN had ten hidden neurons and two delays as 
presented in Fig. 3.  

 
Figure 8. NAR NN topology 

The system is able to detect and track multiple persons. The performance of the tracking system here 
depends heavily on the intensity of interaction between persons. The tracker tends to easily lose the track in 
such cases but it recovers quickly from tracking failures [13]. Future work would include incorporating 
adaptive segmentation algorithm and action recognition as well as other sensors in thermal vision-based 
mobile robot platform. 
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6. Conclusion 
This paper presented a scientific achievements of the authors in the field of mobile robotics and people 
tracking system thermal vision. The system uses a robust and fast image segmentation method and neural 
network based classifier. Based on features extracted from the processed thermal image classifier determines 
whether the segmented object is human or not. The results indicate good detection performance and 
consistent tracking in the case of single persons independently from current light conditions and in situations 
where no skin color is visible.  
In this work we have demonstrated the performance of tracking system using the results obtained from the 
NAR Neural network and based on the video sequences where experimental results showed us that NAR 
Neural networks give good results, NN made predictions accurately and reliably an it can work directly with 
raw inputs and data. Using that fact and characteristic of the NN that they are able to learn the dynamic 
model in real time, NN can be easily implemented in human tracking algorithm in order to have more robust 
and reliable tracking result. The system is also able to detect and track multiple persons. 
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Abstract: Short-term prediction is very important for advanced decision making in district heating 
systems. As a popular data driven method, artificial neural networks (ANNs) are often used for 
prediction. The main idea is to achieve quality prediction for a short period in order to reduce the 
consumption of heat energy production and increased coefficient of exploitation of equipment. To 
improve the short term prediction accuracy, this paper presents a kind of improved ANN model for 1 to 7 
days ahead prediction of heat consumption of energy produced in small district heating system. Historical 
data set of one small district heating system from city of Niš, southeastern Serbia, was used. Particle 
swarm optimization (PSO) is applied to adjust ANN weights and treshold values. In this paper, 
application of feed forward artificial neural network for short-term prediction for period of 1, 3 and 7 
days, of small district heating system, is presented. Comparasion of prediction accuracy between regular 
ANN and improved ANN model was done. The comparasion results reveal that improved ANN model 
have better accuracy than that of ANN ones. 

Keywords: short-term prediction, feedforward artificial neural networks, particle swarm optimization, 
small district heating system, energy efficiency, heat load, heat demand 

1. Introduction 
District heating companies are responsible for the delivery of heating energy produced in the central plant to 
the consumer through a hot water system. At the same time, they are expected to keep the cost of produced 
and delivered heat as low as possible. That is why we have a growing need for optimizing the production of 
heating energy through better prediction and management needs of consumers. Modern enterprises for the 
production and distribution of heating energy are faced with new challenges. Many consumers choose to be 
excluded from the district heating system and change it with decentralized individual heating system. 
It should be noted that the most important part of the price of district heating is price of heat production. By 
optimizing the production of heating energy price can be reduced. However, this goal cannot be met without 
a detailed analysis of the profile of user requirements. The goal is to determine a set of typical profiles of 
heat demands that will suit the typical consumer group. By obtaining such a profile requires annually, long-
term optimization of supply heating energy can be achieved. Also a daily requirement profile for short-term 
optimization is required. 
District heating systems can be characterized by a reduction in energy consumption, increasing energy 
efficiency and reducing the generation of pollution. This means that the optimal operation of the district 
heating system has significant economic potential, as discussed in [1]. 
In order to improve economic efficiency in the work of the district heating system, it is first necessary to 
realize the prediction of heat consumption for the target part. Economic governance consumption of district 
heating and planning is deeply dependent on accurate prediction. 
Prediction of heat consumption can be broadly classified as evaluation and time-dependent prediction. There 
are long-term, mid-term and short-term predictions. In this paper, we are dealing with short-term prediction. 
Short-term prediction shows a period of several days or hours in advance to on a daily basis and manages the 
planned district heating system. 
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This prediction is particularly important for transient heating in which unlike the standard heating regime 
does not take place continuously throughout the time period specified heating. So it is very important to 
achieve quality prediction for a short period in order to reduce the consumption of thermal energy production 
and increased coefficient of exploitation of equipment. This gains more importance due to the fact that 
district heating systems in Serbia, by definition, interrupt. Heating is not being continuously but starts in the 
morning and turned off in the evening. 
There is various statistical prediction techniques explained in [2] that can be applied to short-term prediction. 
That is why today widely used method with supervisory learning such as support vector machine (SVM), 
support vector regression (SVR), Artificial neural network (ANN) and partial least squares (PLS). In [3] the 
method of SVR, PLS and ANN used for short-term prediction of heat consumption of district heating Korean 
city Suseo. In [4] artificial neural network (ANN) used to predict one hour in advance of the thermal load, 
including different types of days such as public holidays, Saturdays and Sundays as input variables. 
Most of research in area of artificial neural network application for short-term load prediction is related on 
short-term prediction of electrical load. On the other hand, compared with above, there are not great number 
of scientific papers and research dealing with short-term heat load prediction for district heating 
systems.These papers show that ambient temperature together with social component described customer 
needs and behavior has the greatest influence on heat response from customers and needs for heat energy 
delivered from heat source. ([5]-[8]) 
In this paper we used a modelling techniques such as "black boxes" ("black box") based on artificial neural 
networks (ANN) to predict the thermal energy power on the heating source, in the city of Nis, Serbia 
Southeast region. As input variables we take time, previous consumption data over power on the heat source 
and the outside temperature with the aim of prediction for one week in advance. 
Artificial neural networks are capable to learn heat load features which have to be analyzed in detail. 
Problem appears because of lack of comparable results on different models. That is why it is necessary to 
provide comparative analysis of features for different models because of application in real time.  

 

2. Artificial neural networks  
Neural networks, or artificial neural networks (ANN) as they are often called, refer to a class of models 
inspired by biological nervous systems. The models are composed of many computing elements, usually 
denoted neurons, working in parallel. The elements are connected by synaptic weights, which are allowed to 
adapt through a learning process. Neural networks can be interpreted as adaptive machines, which can store 
knowledgethrough the learning process. Artificial neural networks are a collection of mathematical models 
that simulate some of the observed properties of biological nervous system and withdrawing similarities with 
biological adaptive learning. They made up of a large number of interconnected neurons which, like 
biological neurons, are associated with their relationships, which include bandwidth (weight) coefficients, 
which are similar to the role of synapses. 
Learning is realizing in biological systems by regulating synaptic connections linking the axons and 
dendrites of neurons. Learning through examples of typical event is achieved through training or discoveries 
accurate data sets input-output algorithm that train repetition adjusting bandwidth (weight) ratios of 
connections (synapses). These links stored knowledge necessary to solve specific problems. 
Most neural networks have some kind of rules for "training", which are the coefficients of connections 
between neurons are adjusted based on the input data. In other words, neural networks "learn" over the case 
(such as children learn to recognize a specific subject, object, process or development through appropriate 
examples) and have the ability for generalization after learning data.  
The most used training algorithm also presented in this paper is back-propagation algorithm. Representation 
of three layer feed forward network is presented in Figure 1. 
Great potential of neural network is ability to do parallel data processing, during the calculation components 
that are independent of each other. Neural networks are systems composed of a number of simple elements 
(neurons) that process information in parallel. Functions that are neural networks able to handle the specific 
structure of the network, the strength of connection and data processing are performed in neurons. 
The application of artificial neural networks to short-term prediction yields encouraging results. 
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Figure 1. Feedforward neural network architecture with backpropagation learning algorithm 

The ANN approach does not require explicit adoption of a functional relationship between past load or 
weather variables and predicted load. Instead, the functional relationship between system inputs and outputs 
is learned by the network through a training process.  
ANNs have some advantages over other prediction models, which make them attractive in prediction tasks. 
First, ANNs have flexible nonlinear function mapping capability as mentioned above, that can aproximate 
any continous measurable function with arbitrarily desired accuracy. Second, being nonparametric and data 
driven method, ANN impose few prior assumptions on the underlying process from which data are generated. 
Third, ANNs adaptive in nature. The adaptivity implies that network because of generalization capabilities 
remain accurate and robust in a non-stationary environment whose characteristics may change over time.  
In this paper, feed forward artificial neural network with back-propagation algorithm used for heat load short 
prediction. 

3. Particle swarm optimization  
Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by 
Kennedy and Eberhart in 1995 [9], as a new heuristic method inspired by the social behavior of bird flocking 
or fish schooling.  
PSO shares many similarities with evolutionary computation technique such as Genetic Algorithms (GA). 
The system is initialized with a population of random solutions and searches for optima by updating 
generations. But, unlike GA, PSO has no evolution operators such as crossover and mutation. In PSO, 
potential solutions, called particles, fly through the problem space by following the current optimum 
particles.  
Compared to GA, the advantages of PSO are that PSO is easy to implement and there are few parameters to 
adjust. PSO has been successfuly applied in many areas: function optimization, artificial neural network 
training, fuzzy system control and other areas where GA can be applied.  
In the basic particle swarm optimization, particle swarm consists of “n” particles, and the coordinates of each 
particle represent a possible solution called particles associated with position and velocity vector in 
dimensional space. PSO algorithm used in this paper is shown ion Figure 2. 
At each iteration particle move to the optimum solution, through its current velocity, personal best solution 
obtained by themselves so far and global best solution obtained by all particles. 
The position of ith particle of the swarm can be represented by a D-dimensional vector xi  = (x1, x2,..., xD). The 
velocity (position change per generation) of the particle xi can be represented by another D-dimensional 
vector v i = (v1, v2,..., vD). The best position previously visited by the ith particle is denoted as pi = (p1, p2,..., 
pD).   If the topology is defined such that all particles are assumed to be neighbors and g as the index of the 
particle visited the best position in the swarm, then pg becomes the best solution found so far, and the 
velocity of the particle and its new position will be determined according to the following two equations: 
 𝑣𝑖𝑘+1 = 𝑤𝑣𝑖𝑘 + 𝑐1𝑟1�𝑝𝑖𝑘 − 𝑥𝑖𝑘� + 𝑐2𝑟2�𝑝𝑔𝑘 − 𝑥𝑖𝑘� (1) 
 𝑥𝑖𝑘+1 = 𝑥𝑖𝑘 + 𝑣𝑖𝑘+1 (2) 
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w is the parameter controlling the dynamics of flying; r1 and r2 are random variables in the range [0,1];  
c1 and c2  are acceleration coefficients regulating the relative velocity toward global and local best. 
Recently, there have been significant research efforts to apply evolutionary computation techniques for the 
purposes of evolving one or more aspects of artificial neural networks. Evolutionary computation 
methodologies have been applied to three main attributes of neural networks: connection weights, network 
architecture and network learning algorithms. There are several papers reported using PSO to replace the 
backpropagation algorithm in ANN. It showed PSO is promising method to train ANN. It is faster and gets 
better results in most cases.  
PSO has several advantages for exploring the hyperspace global optimum, especcialy the fast convergence. 
In order to improve its capability of global search and avoid local minima PSO is applied to adjust 
structures’ weights and threshold values. 
A gradient based training algorithm for neural networks have a strong ability in the aspect of local optima 
search, but their capability of finding the global optimal solution is quite weak.  

 

 
Figure 2. Flow diagram ilustarting the particle swarm optimization algorithm 

A three layer feed forward neural network with back-propagation training algorithm is constructed for model 
initialization and for comparasion. Then all of the weight and treshold values of the network are regarded as 
particles’ position and PSO algorithm is applied to optimize network parameters. The flow diagram of the 
PSO ANN model is ilustrated on Fig. 3.  
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Mean absolute percentage error (MAPE) is utilized to assess the prediction accuracyand is described as 
follows: 

𝑀𝐴𝑃𝐸 = 1
𝑛

× ∑ (�𝑦𝑝𝑟𝑒𝑑,𝑖−𝑦𝑑𝑎𝑡𝑎,𝑖�
𝑦𝑑𝑎𝑡𝑎,𝑖

𝑛
𝑖=1 ) 

where 𝑦𝑝𝑟𝑒𝑑,𝑖 is predicted value of heat load, 𝑦𝑑𝑎𝑡𝑎,𝑖 is a real heat load value and n is number of testing data 
set. 
The fitness function is defined as follows: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = �(�𝑦𝑝𝑟𝑒𝑑,𝑖 − 𝑦𝑑𝑎𝑡𝑎,𝑖�
𝑘

𝑖=1

) 

where k is the number of the training data set. 

 
Figure 3. The flow chart of PSO-ANN prediction model 

4. Neural Network application 
For the purpose of research for this paper, Toplification system of Faculty of Mechanical Engineering of 
University of Niš (TSFME) is considered. This system is owned by Faculty of Mechanical Engineering 
University of Niš and used on commercial basis for heating educational institutions, student centre and one 
small residential campus.  
TSFME can be categorized as a small district heating system for heating different types of customers with 
different regime of heating needed. 
In the boiler room of TSFME, there are three hot water boilers with temperature regime 130/70°C, where 
two of them are TE-110 V produced by „MINEL-Kotlogradnja“ with power Q=8700kW, and third one, 
installed later, UT-H 8200 produced by „LOOS“ with power Q=8200kW. Combined burners for gas and 
crude oil produced by „SAACKE“ type SKVG-A 102-30, were used for fuel combustion in boilers 2 and 3. 
They are connected with gas inlet by gas ramps with adequate regulation, mesaurement and safety equipment. 
Boiler 1 has burner just for crude oil combustion. Primar fuel is natural gas and alternative fuel is crude oil. 
Three pumps were used for cold end protection of boilers gathered in one recirculation system.  
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Distribution of heat energy is realized over four branches: for Faculty of Mechanical Engineering, for 
Faculty of Electronics and Student center, for Technical highschools, and for residential campus "Nikola 
Tesla".Water circulation to customers are managed by circulation pumps separately for each of four branches.   
There are totally ten heat substations connected to TSFME.   
All ten substations are indirect type, designed for temperature regime 130/80°C on primar side and 90/70°C 
on secundar side.  
Heat substations in residantial campus „Nikola Tesla“ are equiped with heatmeters on primar Circulation 
through secundar circle is provided by work circulation pumps. Beside working pumps on each circulation 
circle bound reserve pumps are mounted. Regulation is done by combi valves on primar side controlled by 
control unit based on external temperature sensor information.  
For the purpose of this paper, the real measured data from winter season 2014-2015 were used, from the heat 
source TSFME, and one branch for residential campus. In observed period, natural gas was used as a fuel. 
For the predicted period, the last week of March 2015 is chosen, precisely from 23-29. March 2015. 
For the observed period, one of four heat substations from residential campus was considered and data for 
heat load and consumption was used.  
Selected neural network is a feedforward neural network with one hidden layer and backpropagation learning 
algorithm. The hidden layer has 20 neurons. The input vector has 10 inputs which are respectively given in 
Table 1.  and the output is power on the heat substation, expressed in kW. 
In order to realize neural network and perform certain conclusions to predict heat load on the heat source in 
interrupt and transient regimes, it is first necessary to perform rearrangement of inputs or input vectors. 
Table 1. Main parameters for ANN and PSO ANN  

Main parameters Values 
Input vector 
heat load for 5 past days 
ambient temperatutre for 3 past days 
ambient temperature for predicted day 
hours 

10 

Number of hidden neurons 20 
Number of epochs in ANN 200 
The initial weight value 0.9 
The final weight value 0.4 
acceleration coefficient c1  2 
acceleration coefficient  c2   1.9 

Since we are talking about interrupt heating regime from 5 o’clock in the morning to 21 o’clock in the 
evening every day, it is important to organize past data on adequate way.  
The objective of optimization of heating is to manage to reach lower heat load on the heating source with 
lower temperature of input water. On that way, fuel consumption would be lower and most important 
objective would be fulfilled – satisfaction of consumers with appropriate temperature in their premises. 
The important fact is that just for predicted 23.-29. March 2015 during 6 days, there were 21 hours without 
heating energy delivering and where heat load on the heating source was zero, because of high ambient 
temperature, and just one day heating process without stopping. These facts make worse preconditions for 
good optimization. For the predicted period, minimum ambient temperature was 6 degrees and maximum 
temperature was 22 degrees. An average temperature for predicted period was 12 degrees.  
The main parameters used in improved ANN model are also given in Table 1. 
The prediction results ilustrate that the optimized ANN model is more effective than traditional ANN model. 
It is noted that the proposed model needs the knowledge of related weather and historical energy 
consumption data.  

746



Figure 4. respectively show the simulation results of feedforward neural network and improved PSO neural 
network that realizes the prediction of 1, 3 and 7 days in advance. The obtained results are satisfactory.  

 

 

 
Figure 4. Simulation results and comparasion of real load, PSO-ANN and ANN predicted for 1, 3 and 7 days 

By comparing the results obtained with real data show that with great certainty can be used to correctly and 
accurately predict. Better results were obtained for shorter predicted period, which can be corrected by 
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modifying selected neural network or by selecting another type of neural network that will realize the 
simulation with a smaller percentage of average error, or a larger set of data. 
It is important to point out that despite the fact that the average error is smallest for the shortest prediction, it 
can be concluded that the error is relatively uniform for all three periods of prediction. It was 3.4% and 3.7% 
for the prediction of 1 day in advance, 3.5% and 3.77% for prediction of 3 days in advance and 5.3% and 
5.55% for prediction of 7 days in advance. 
Chosen prediction period is a period where there was stopping of delivery heating energy and good results 
were obtained. That is of high importance because of the fact that managing and planning heat load and 
consumption is the most important thing for transient regimes and regimes where big oscillations of ambient 
temperature are during the day.  
It is very interesting to point out how large average error is after interruption period where peak is hard for 
prediction. That is why prediction error is the largest in those situations. In Figure 4, it is shown that error at 
5 o’clock on the afternoon is 7% for PSO ANN and 11.3% for ANN. It means that peak error is much larger 
than average error but also that improving ANN structure using PSO gives promising results. One of the on-
going challenges is to keep peak error lower as possible. 
It should be mentioned that comparative analysis of simulation results for improved ANN model with PSO 
choice of network parameters and traditional ones show that better prediction results obtained with improved 
one. On the other hand, differences between average errors are not so big.  

5. Conclusion 
Short-term heat load prediction on the heat source is realized using real measured data for the winter season, 
from the heat source TSFME, Serbia South-East region, for the branch distributed heating energy to 
residential campus. Prediction is performed using feedforward neural network with backpropagation learning 
algorithm.  The period of 23-29. March 2015 was taken as a period for prediction. 
The results obtained by simulating neural network prediction are compared with real heat load on the heat 
source and satisfactory results were obtained with an acceptable average error. Particle swarm optimization 
(PSO) is applied to adjust ANN weights and treshold values. The obtained satisfactory results are especially 
important because it is an interrupt regime of operation of district heating system where the heating period is 
from 5 in the morning to 21 in the evening but also high ambient temperatures leads to the turning off 
heating in certain daily intervals. You must take into account the fact that as an external factor taken just 
outside temperature, and further research should be taken into account other conditions. 
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Abstract: The probabilistic analysis and reliability evaluation of the thermal power systems are helpful in 
minimizing failures of the system. The objective of this paper is representation of the probabilistic 
reliability assessment of thermal power systems. Exploitation research of the reliability of thermal power 
system in the fossil fuel power plant "Pljevlja" during useful life period is based on longtime failure 
database. By applying the reliability theory, based on statistics and theory of possibility, and using 
Weibull distribution, the theoretical reliability functions of specified system have been determined. 
Obtained probabilistic laws of failure occurrences, according to which the random variable behaves, do 
not coincide completely with empirical distribution, regardless of whether the theoretical functions were 
obtained by simple or complex Weibull distribution. 

Keywords: Thermal power system, Reliability, Weibull distribution 

1. Introduction 
Reliability has come to be one of the highest priorities of power systems, and it ranks along with cost and 
efficiency as a measure of successful operation. Term reliability means the probability of working without 
outages for a certain period of time and under certain environmental conditions, ie. the probability that the 
production process of technical systems takes place without interruption and downtime by providing the 
required deadlines, production volumes, product range and quality (criterion function) with planned 
normative of materials, labor and costs for a specified time period and predetermined working conditions [1]. 
A system is usually defined as a group of components assembled in a given functional configuration 
intending to perform a specific function. From the hierarchical structure point of view, a system is comprised 
of a number of subsystems, which may be further divided into lower-level subsystems, depending on the 
purpose of system analysis. 
The thermal power system is represented as a set of three subsystems: fossil fuel boiler, steam turbines and 
three-phase alternator. Control limits were adopted in order to determine the transmission limits of the 
thermal power subsystems within the thermal scheme [2]. The control limit that encloses the thermal power 
system does not encompass: systems for storage and delivery of fuel, systems for collecting and treatment of 
cooling water, the block transformer and the ash dump. 
Based on the presented system and relevant exploitation data of unplanned outages, the following three tasks 
related to determining the characteristics of random variables are solved [3]: 

– creating a hypothesis of the class of distribution function to which the random value belongs, on the 
basis of analysing the statistical material, 

– validation of the hypothesis, 
– determining the unknown parameters of the distribution and evaluation of their accuracy. 

Having in mind the probabilistic nature of problem analysed, the Weibull model has been used, as the most 
common solution to engineering problems of this kind [4-8]. The paper discusses the development of 
Weibull model for reliability evaluation of thermal power system of a thermal power plant using the 
probabilistic approach and scrutinizes the possibilities and limitations of the suggested model [9-12]. In a 
broader scope, this approach can be treated as a part of the risk based analysis in structural integrity 
assessment [13-14]. 
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2. Determining reliability function of the thermal power plant “Pljevlja” using 
simple Weibull distribution 
This paper presents an exploitation research on the reliability of thermal power system in the power plant 
"Pljevlja (installed capacity 210 MW), which was conducted in the period from 1996 to 2011. Failure 
evidence necessary for determining reliability and unreliability indicators for considered system are 
presented in tab. 1. Operating time intervals that include all data required for system analysis are defined for 
one year periods, or 8760 working hours. 
Table 1. The exploitation reliability components of the of thermal power system in the power plant “Pljevlja” 

 Observation period Reliability 

i 
 iTk  1iT −        iT  iNn  ∑

=

n

i
iNn

1

 iNt  if  iF  iR  iλ  MR 

[-] [year] [h] [-] [-] [-] [h-1] [-] [-] [h-1] [%] 

1 2 3           4 5 6 7 8 9 10 11 12 

1 1996 0-8760 3 3 50 0.056 0.056 0.943 0.06 5.056 

2 1997 8760-17520 8 11 42 0.150 0.207 0.792 0.190 20.037 

3 1998 17520-26280 6 17 36 0.113 0.320 0.679 0.166 31.273 

4 1999 26280-35040 2 19 34 0.037 0.358 0.641 0.058 35.018 

5 2000 35040-43800 4 23 30 0.075 0.433 0.566 0.133 42.509 

6 2001 43800-52560 4 27 26 0.075 0.509 0.490 0.153 50 

7 2002 52560-61320 0 27 26 0 0.509 0.490 0 50 

8 2003 61320-70080 2 29 24 0.037 0.547 0.452 0.083 53.745 

9 2004 70080-78840 1 30 23 0.018 0.566 0.433 0.043 55.617 

10 2005 78840-87600 0 30 23 0 0.566 0.433 0 55.617 

11 2006 87600-96360 0 30 23 0 0.566 0.433 0 55.617 

12 2007 96360-105120 8 38 15 0.150 0.716 0.283 0.533 70.599 

13 2008 105120-113880 4 42 11 0.075 0.792 0.207 0.363 78.089 

14 2009 113880-122640 4 46 7 0.075 0.867 0.132 0.571 85.580 

15 2010 122640-131400 5 51 2 0.094 0.962 0.037 2.5 94.943 

16 2011 131400-140160 2 53 0 0.037 0.999 0 +∞ 98.689 

Interrpretation of data is one of the key elements of the theory of reliability. Using probability and statistics 
analyses, the reliability of a power system can be studied in depth [15]. The primary question that requires an 
answer is which theoretical distribution model best fits existing data. The physical properties of the stohastic 
process that is analized in some cases may suggest possible form of probability distribution. In practice, 
when a law of probabilistic distribution is based on empirical data, the mathematical form of the distribution 
is usually not easy to determine [16]. 
To make statistical inferences about the probability distribution of the failure time random variable, the 
failure times that have been observed from the operational records are used. There are considerable practical 
benefits if the failure times of the observed system could be adequately described by a probability 
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distribution. The failure times then can be used to estimate the parameters of the distribution and perhaps to 
study the relationship of these parameters to associated dependent variables. 
The behavior of the thermal power systems in the terms of reliability could be best approximated by Weibull 
distribution, while using normal, lognormal and exponential distributions could lead to considerable 
disagreements [17]. The Weibull distribution is one of the most widely used in reliability analysis, due to fact 
that with an appropriate choice of its parameters all three regions of the bathtub curve can be represented. 
The Weibull distribution is very flexible and capable of modeling life of mechanical systems with time 
dependent failure rate [18, 19]. Failures of such systems are dominated by aging and mechanical or electrical 
wear out. 
After calculating of failure probabilities, the corresponding cumulative percentage of failures (ti, F(ti)50%) 
were plotted in a Weibull probabilistic paper (fig. 1). Median rank positions were used instead of other 
ranking methods because median ranks were at a specific confidence level (50%). It is obvious that straigt 
line fits those points for the observed time interval, what indicates that usually used two-parameter Weibull 
distribution would be exact approximation. 

 
Figure 1. Weibull probability paper for simple distribution 

Drawing the best fitted straight line through the plotted points one can obtain parameter values from Weibull 
paper as:  

9.972η = ; 0.9691β =  
The probability  density function for the two-parameter Weibull distribution was given in the form of [20]:  

 ( )

1

exp 0
, ,

0 0

t t t
f t

t

β β
β

β η η η η

−      ⋅ ⋅ − >     =      


<

 (1) 

The listed functions are analytical expressions that represent distribution laws of the observed random 
variable [20]: 

–Reliability ( ) ( )5 0.9691exp 1.4311 10t sR t t−= − ⋅ ⋅  (2) 

– Unreliability ( ) ( )5 0.96911 exp 1.4311 10tsF t t−= − − ⋅ ⋅  (3) 
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– Failure density ( ) ( )7 5 0.96919.7455 10 exp 1.4311 10tsf t t t− −= ⋅ ⋅ ⋅ − ⋅ ⋅  (4) 

– Failure rate ( ) ( ) 79.7455 10
( )

t
ts

t

f t
t t

R t
λ −= = ⋅ ⋅  (5) 

Graphical comparisons between exploitation and theoretical reliability and unreliability functions obtained 
from simple two-parameter Weibull distribution were shown in fig. 2. The data required for drawing the 
exploitation functions are given in tab. 1. 

 
Figure 2. Exploitation and theoretical forms of the reliability and unreliability functions for simple Weibull distribution 

3. Determining reliability function of the thermal power plant “Pljevlja” using 
complex Weibull distribution 
It could be noted that theoretical reliability function deviates from exploatation data, especially for higher 
values of independent variable (fig. 2). Although straight line fits well points in the Weibull paper, 
divergence of theoretical function led us to try to approximate exploitation data with complex two-parameter 
Weibull distribution. This is consistent with previous findings that for describing the theoretical distribution 
law of random variable during useful life period of the thermal power system, it is more precise to use 
complex than simple Weibull distribution [17], what has been evidenced by better matching of the sistem's 
empirical data and complex theoretical reliability functions. 

The samples of failure probabilities for considered time interval was divided into two parts [21], after which 
the cumulative percentage of failures is calculated (tab. 2-3) and plloted for each (as shown in fig. 3). 

Table 2. Values of exploitation indicators - line I 

 iTk  iNn  
1

n

i
i

Nn
=
∑  MR 

 1 1996 3 3 8.881 
2 1997 8 11 35.197 
3 1998 6 17 54.934 
4 1999 2 19 61.513 
5 2000 4 23 74.671 
6 2001 4 27 87.828 
7 2002 0 27 87.828 
8 2003 2 29 94.407 
9 2004 1 30 97.697 

10 2005 0 30 97.697 
11 2006 0 30 97.697 

 Table 3. Values of exploitation indicators - line II 

 iTk  iNn  
1

n

i
i

Nn
=
∑  MR 

 1 2007 8 8 32.905 
2 2008 4 12 50 
3 2009 4 16 67.094 
4 2010 5 21 88.461 
5 2011 2 23 97.008 
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Figure 3. Weibull probability paper for complex distribution 

By drawing the best possible straight lines through the plotted points (as shown in Fig. 3), the Weibull 
distribution parameters for both lines were obtained: 

3.473;Iη =  1,4892;Iβ =  21.189;IIη =  1.8423.IIβ =  

Theoretical reliability functions for both samples are: 

 ( ) ( )7 1,4892exp 1.7288 10tIR t t−= − ⋅ ⋅  (6) 

 ( ) ( )10 1.8423exp 1.5141 10tIIR t t−= − ⋅ ⋅  (7) 

Analytical expression for theoretical reliability functions which represent the distribution laws of the 
observed random variable for the complex Weibull distribution (eq. (9)) of the whole set are calculated 
according to eq. (8): 

 ( ) ( ) ( )I I I
t t I t I I

n nR t R t R t
n n

= ⋅ + ⋅  (8) 

 ( ) ( ) ( )7 1,4892 10 1.84230.6875 exp 1.7288 10 0.3125 exp 1.5141 10tcR t t t− − = ⋅ − ⋅ ⋅ + ⋅ − ⋅ ⋅   (9) 

Graphical comparison between exploitation data and values of theoretical reliability functions obtained by 
simple and complex two-parameter Weibull distribution was shown in fig. 4. 

 
Figure 4. Exploitation and theoretical forms of the reliability functions for simple and complex Weibull distribution 
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4. Conclusion 
One of the basic assumptions in reliability analysis is that the failures of repairable systems are independent 
and random, and that the failures are distributed in time according to an appropriate statistical distribution 
with a time dependent failure rate. The Weibull distribution is very flexible and capable of modeling life of 
mechanical systems with time dependent failure rate. Failures of such systems are dominated by aging and 
mechanical or electrical wear out. However, results of this study have shown that reliability of thermal power 
system in thermal power plant “Pljevlje” can not be exactly represented with simple, nor even complex 
Weibull distribution. This is in contrary with previous findings. The causes could be numerous and their 
explanation requires deeper analysis. For reliability decay, failures occur more often than just before the last 
failure over time. Reliability decay is typical for systems that are aging and failing more often over time. 
Considered system does not show typical behavior in terms of reliability decay during some intervals of 
observation period. This indicates that some subsystems of considered thermal power system were probably 
subjected to partial overhauls that significantly exceeded the regular maintenance procedures. 

Nomenclature 

Latin symbols 
Fi

 – Unrealiability  (
1

n
fii

= ∑
=

), [-]. 

if  – Failure density )
1

( /
n

i
Nn Nni i=

= ∑ in [h-1]. 

F(ti)50% – Cumulative percentage of failures or 
Median rang, (=(j-0,3)/(n+0,4)), [%]. 

n  Total number of failures in the 
reported period, [-]. 

Nn  Total number of failures, [-]. 

1

n

i
i

Nn
=
∑   Cumulative sum of failures, 

(
1

n

i
i

j Nn
=

= ∑ ),[-]. 

Nt  Reverse cumulative sum of failures, 
[-]. 

Ri  Reliability, [-]. 
t  Time in [h]. 

Tk  Calendar time in [year]. 

Greek symbols 
β – Shape parameter, [-]. 

η  – Scale parameter, [-]. 

λ  – Failure rate ( )/ iNn Nti=  in [h-1].  

Subscripts 
c – Complex two-parameter Weibull 

distribution 
e  – Exploitation 
i  – Number of operating intervals of the 

system 
s – Simple three-parameter Weibull 

distribution 
t – Theoretical 
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Abstract: The lifespan of a roof’s membrane largely determines a roof’s longevity. The bituminous, or 
asphalt-based, roofs are damaged by UV rays from the sun and expands and contracts as the temperature 
changes over time and thus, not very durable. This leads to degradation of the roof that causes leaks into 
the building beneath making an uncomfortable environment for the occupants. Green roofs are a passive 
cooling technique, which can stop incoming solar radiation from reaching the building structure below. In 
this paper, a brief investigation of the different configuration of the soil layer in the green roof assembly 
influences to the temperature of the roof membrane was presented. Four cells were designed in 
SolidWorks software where the transient thermal study was performed in order to determine differences 
between the behavior of the conventional roof and three green roof types. 

Keywords: green roof, roof membrane, soil. 

1. Introduction 
Conventional roof types are often called black roofs because of their color and albedo. Most of the black 
roofs in Serbia were made of felt impregnated with asphalt or coal tar. These bituminous, or asphalt-based, 
roofs are damaged by UV rays from the sun and expands and contracts as the temperature changes over time 
and thus, not very durable. This leads to degradation of the roof that causes leaks into the building beneath 
making an uncomfortable environment for the occupants. In addition, these bituminous roofing systems are 
subject to damage from bacteria, moss and plant roots. These roofs are now installed less frequently around 
the country and being replaced with high-tech roofing materials that are much more durable than these 
impregnated-felt roofs, but more cost expensive. The most commonly used conventional roof types materials 
now are polymer-modified bituminous sheet membranes and related hot liquid-applied membranes. Other 
modern materials can be used in conventional roofs, such as EPDM (ethylene propylene diene monomer (M-
Class) rubber), PVC (polyvinyl chloride), TPO (thermoplastic olefin polymer alloys), and liquid-applied 
polyurethane membranes. The problem with the black roof, that can not be overseen, is that they contribute 
to Urban Heat Island (UHI) effects on the city scale. Their dark colors cause these roofs to absorb energy 
from the sun to the point that they can reach high temperatures in summer. According to an experimental 
study conducted in Japan [1] green roofs can decrease the surface temperature of the roof 30–60 °C. 
Knowing that there is a high potential for building retrofit with the green roof in Serbia, this innovative 
architectural approach should be considered. Over the years, there has been a substantial development in 
designing and constructing green vegetated roofs. There are much research now that reveal a large range of 
benefits that green roofs can provide, from aesthetic, ecological, technical advantages to financial aspects. 
There are two main types of green roofs: extensive roofs, have a thin soil layer and feature succulent plants 
like sedums that can survive in harsh conditions, and intensive roofs which allow a greater variety and size of 
plants such as shrubs and small trees but have higher initial costs. Extensive roofs are used mainly for 
environmental benefit, require little maintenance once they are established and are generally cost effective, 
particularly in commercial and public buildings with long life spans. For the purpose of this study, soil 
influence on the roof membrane in extensive green roof type was investigated, due to it is more suitable for 
retrofit. Green roofs usually consist of drainage layer, soil layer (growing medium) and foliage layer 
(canopy) overlying a traditional roof. The effectiveness of the green roof depends on the plant and soil in the 
green roof assembly and the selection of the green roof materials can impact potential building energy 
savings [2].  
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2. Characteristics of the soil layer 
The soil layer resides above the drainage layer, usually separated by a dense mesh fabric cloth. Soils consist 
of a mix of air, water, organic matter, and mineral particles and result from the combination of climate, 
organisms, relief, parent material, and time. The size of mineral particles in soils usually ranges from below 
0.002 mm to above 2 mm in diameter. The fraction above 2 mm is classed as gravel, and the fractions below 
2 mm are classed as clay, silt, or sand as is indicated in Table 1.  
Table 1. Classification of soil particles as a function of their diameter (in mm) 

Sand 
   

 Silt Clay 

very coarse coarse medium fine very fine 
2.0 to 1.0 1.0 to 0.5 0.5 to 0.25 0.25 to 0.10 0.10 to 0.05 0.05 to 0.002 <0.002 

The relative proportions of clay, silt, and sand determines the soil texture. Texture affects other soil 
properties as shown in Table 2. Permeability is the rate at which fluid can flow through the soil pores. Pores 
are the void spaces between soil particles. Pore spaces of dry soils are mostly filled with air while water fills 
the pores of wet soils. In pores processes such as infiltration, ground-water movement, and storage occur. 
Water-holding capacity is the ability of soils to hold water for plant use. 
Table 2. Properties of soils as a function of texture 

 Sand Silt Clay 

Permeability rapid low to moderate slow 
Porosity large pores small pores small pores 

Water holding capacity limited medium very large 

The most important characteristics of the soil are its thermal conductivity, specific heat capacity, density and 
albedo. Dark soils absorb more heat than smooth light-colored ones and thus warm faster. On its part, soil 
moisture affects the rate of temperature change: more heat is needed to warm a wet soil than a dry one. As a 
general rule Sailor [3] found that diffusivity and conductivity varied linearly with soil moisture saturation 
level with saturated soils having a 40% higher specific heat capacity and twice the thermal conductivity of 
their dry counterparts. As moisture was added to soils they showed an albedo decrease from the dry value to 
a lower limit of about 0.08.The temperature of soils follows the temperature of the air, but with a time lag. 
This effect diminishes with soil depth. 
Thermal properties and mineral composition for selected soils for the green roof assembly are shown in 
Table 3. The values shown for the substrate are averages of dry and saturated conditions taken from the study 
[4] where they were validated.  
Table 3. Properties and mineral composition of selected substrate [4] 

 Clay (G1) Cellar (G2) Rooflite media (G3) 

Mineral compositions 
Mainly quartz, SiO2 (sand); 
trace leucite; trace dolomite 

(CaeMg carbonate) 

Mainly quartz, SiO2 (sand); 
trace leucite; trace dolomite 

(CaeMg carbonate) 

Mainly quartz, SiO2 (sand); 
moderate dolomite (CaeMg 

carbonate); moderate 
kaolinite clay; slight mica 

clay and slight chlorite clay. 
Thermal conductivity 

[W/(m·K)] 0.32 0.40 0.93 

Density [kg/m3] 682 800 1347 

Specific heat [J/(kg·K)] 1065 1373 1113 

Albedo 0.12 0.13 0.11 

Soil depth in the green roof assembly is set to 0.12 m, which is appropriate for the extensive green roof 
types. 
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3. Simulation results and discussion 
Four cells were designed in SolidWorks software where transient thermal study was performed. Three of 
cells had green roofs with soil characteristics from Table 3 and another had the conventional flat roof. All 
had the same dimension and area for the roof was 9 m2. Influences from the walls and floor were neglected 
because in this study only changes in the roof membrane layer were examined. Materials, with properties, 
used in the conventional and green roof assembly are given in Table 4.  
Table 4. Materials for the conventional and the green roof assembly 

 Roof layer d [m] ρ [kg/m3] λ [W/(m·K)] C [J/(kg•K)] 

S2 Filter membrane 0.002 900 0.137 1926 
S3 Drainage layer 0.025 25 0.033 1170 
S4 Roof membrane 0.0095 1121.3 0.16 1460 
S5 Thermal insulation 0.06 30 0.032 840 
S6 Vapor barrier 0.002 1370 0.19 1046 
S7 Screed layer 0.04 2200 1.4 1050 
S8 Concrete slab 0.2 2400 2.04 960 
S9 Ceiling 0.025 1700 0.85 1050 

The green roof was analyzed in its starting phase and leaf area index was assumed close to zero so the 
foliage layer was set to zero depth. For soil layer conduction heat transfer was assumed to be uniform in the 
horizontal and that thermal properties did not vary in response to the moisture content of the soil media. We 
specified the values of emissivity, thermal conductivity, specific heat capacity, and density for dry soil media 
(S1), as in Table 3. A section of the conventional and the green roof assembly is given in Figure 1. 

Figure 1. Convectional (CR) and green roof assembly (GR) 

Weather data was obtained from a weather station Kotez latitude/longitude: N 44 ° 51 ' 8 '', E 20 ° 28 ' 14 '' 
located in Belgrade, Serbia. Temperature and radiation data from weather station for 29 – 31 August 2015 
used in the simulations are shown in Figure 2. 

With the sensor at rooftop surface, and also for the roof membrane top surface in case of the green roof 
assembly (G1, G2, G3) data was collected and presented in the following charts shown in Figure 3. 

Figure 2. Temperature and solar radiation data 
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For the conventional roof, temperature maximum was 61.59 °C and temperature minimum was 20.82 °C at 
the roof membrane top surface. The difference of 40 °C in 24 hour period is consequential and can induce 
serious damage over time. For the green roofs G1, G2, G3, temperature maximum was 41.11 °C, 42.64 °C, 
and 40.16 °C, and temperature minimum was 24.83 °C, 24.49 °C, and 25.19 °C, respectively. The surface 
temperature of the roof membrane located beneath soil layer, for every case scenario in the green roof 
assembly, was around 20 °C lower than one in the conventional roof. The difference of 16 °C, 18 °C, and 14 
°C in 24 hour period for G1, G2, and G3 respectively is significantly lower comparing to the C1 case. Lower 
the temperature fluctuations are the lower deterioration level of the roof membrane would be. 

The influence of the time lag caused by the soil layer over the roof membrane should be noticed, in Figure 4, 
causing temperature on the roof membrane layer to be less extreme. Best case scenario was for G3 
configuration with rooflite media where temperature maximum on the top surface of the roof membrane was 
21.43 °C lower compering to the conventional roof. Without foliage layer dry soil doesn’t seem to have 
much influence in top surface heat reduction. Temperature maximum for conventional roof was 61.59 °C, 
and for the green roof G1, G2 and G3 temperature maximum was 59.31 °C, 56.29 °C and 58.38 °C, 
respectively. Considering that vegetation need time to grow and that green roofs are not always fully covered 

Figure 3. Temperature fluctuations on the top surface of the roof membrane for C1, G1, G2 and G3 case scenario 

Figure 5. Comparison of the roof membrane temperature 
for selected cases  

Figure 5. Comparison of the roof top surface temperature 
for selected cases 
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with plants this should be take in concern. Yaghoobian and Srebric [5] showed in they research that the 
green roof substrate surface temperature decreases with an increase in plant coverage predominantly due to 
the decrease in the amount of received solar radiation at the soil surface as well as the increase in the amount 
of near surface moisture content and soil surface evaporation. The daily peak value of the substrate surface 
temperature for the bare-soil roof was 24 ◦C (34%) higher than that over the fully-covered green roof. A 
study conducted by Teemusk and Mandar in Estonia [6] compared the temperature regime of a lightweight 
aggregates based roof garden with a modified bituminous membrane roof in a different season. The results of 
their study revealed that substrate layer of the extensive green roof can decrease the temperature fluctuations 
significantly in summer periods but also, green roofs protected the roof membrane from rapid cooling and 
freezing in autumn and spring. Moreover, a green roof provided effective thermal insulation in winter. 
Depending on the type and thickness of the different layers, the green roof also offers protection against 
extreme weather circumstances such as frost, hail storms and temperature fluctuations [7]. Thus the expected 
renovation costs of the roof decrease as long as it offers sufficient resistance against root perforation. 
Standard roof covering has a lifespan of 17 – 25 years while a green roof can be expected to lasts twice as 
long. The lifetimes of green roofs are difficult to predict because some do not need to be replaced even more 
than 50 years after installation. Green roofs in the US, installed on several federal buildings in the National 
Capital Region have not been replaced since their installation in the 1930s. Table 5 illustrates the varying 
research relating to expected roof lifetimes. 
Table 5. Green roof membrane lifetime versus conventional roof membrane lifetime 

Lifetime, years Green Black 

G RHC Life Cycle Cost Calculator 25 17 
LBN L Research 29 14 

Fraunhofer Institute 40 15 
European Federation of Green Roof Associations 60  30  

Mann, G. (20 02) Approaches to object- related cost- benefit analysis. 50  25 
Single Ply Systems & G lass, GA F Materials Corp, SBS/ TPO average* n /a 14 

AOC Dirksen Green Roof Study 50  17 

4. Conclusion 
Green roofs improve the longevity of roofing membranes by limiting the thermal stress to which they are 
subjected. Soil and vegetation minimize the negative effects of exposure to UV rays, wind, water and 
mechanical damage. Different soil types in the green roof assembly have a similar impact on the roof 
membrane. The lifespan of a roof’s membrane largely determines a roof’s longevity. Properly installed green 
roofs more than double the number of years before a roof needs to be replaced, as compared with 
conventional roof types. 
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Abstract: During operation of hot water boiler some failures may occur like breakdowns in operating 
mode, which has direct influence on the availability of the boiler. Possible emergency states can be 
classified into groups relating to: errors in installation and regular overhaul, fatigue of the boiler elements 
material, as well as inadequate maintenance of the boiler plant. There are also errors caused by human 
factor. In the paper is given the classification of possible breakdown situation in relation to the causes of 
their appearance, as well as in relation to places where they most often occur. The examples from the 
literature are given in the paper, that are related to the breakdowns and emergency states of hot water 
boilers. 

Keywords: hot water boilers, breakdowns, availability, maintenance of hot water boilers 

1. Introduction 
Exploitation experience of hot water boiler plants indicates constant and permanent breakdowns that are 
occurring as a result of accidental states of individual boiler elements. In addition to the damages caused by 
corrosive processes and inadequate guidance of the plant, there is also present and a phenomenon of material 
fatigueof those boiler elements that are exposed to high pressures. In order to comprehend the availability of 
boiler plants, it is necessary to form a data base with previous experiences in exploitation, with the aim to 
determinate what are the critical areas or critical elements within the boiler structure, where the breakdowns 
often occur. In this way, from the point of exploitation is possible to determine the so-called critical zenes of 
boilers and condition of materials, depositions, the degree and rate of formation of corrosion damage, as well 
as identify potential critical areas that need to be monitored. Also, it can be identified opportunities for 
further reliable exploitation of boiler elements, as well as the program monitoring states and testing of 
critical parts of piping systems. The paper presents a proposal of systematization of emergency conditions 
and breakdowns that are possible in exploration of hot water boiler plants.  
The aim of the paper is to make a review of previous damages and breakdowns of hot water boiler plants, 
regardless of whether they are installed in district heating system or industrial plants. In the paper are 
presented the hot water boilers with flame pipe and with screened membrane walls. The review of 
breakdowns is given by place of occurrence, in order to detect critical areas for further monitoring in 
exploitation. 

2. Mechanisms of damages and breakdowns 
The paper presents an analysis of two types of hot water boilers, that are commonly used in district heating. 
There are the hot water boiler, usually three-pass fire tube boiler with or without screened deflecting 
chamber (Fig.1 and Fig.2) and the hot water boilers with membrane walls. The combustion process in the hot 
water fire tube boilers takes place in fire tube or in a Fox corrugated flue, which transfers heat mostly by 
radiation. The reversing chamber on the back of the boiler directs flue gasses to turn for 180o and pass 
through gas pipes of the second pass and then through the gas pipes of the third pass. Additionally, the hot 
water boilers with membrane walls, have more simple construction. The combustion process is in the 
chamber, which have membrane walls through which is circulating the hot water which is then distributed to 
the consumers. 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
 

 

 

761



 
Figure 1. Hot water three pass fire tube boiler with 

screened deflecting chamber 

 

 
Figure 2. Hot water three pass fire tube boiler without 

screened deflecting chamber 

 

2.1 Corrosion on the water side 
One of the most common forms of corrosion that is occurring on the water side is oxygen corrosion caused 
by presence of oxygen in the water. Against this phenomenon is undertake various measures in exploitation, 
such as adequate deaeration of feed water for the purpose of remoing gases dissolved in it, as well as dosing 
of different chemical compounds that bind oxygen form the water, so it is the reason that in regular 
exploitation rarely occurs. 
One of the basic indicators of the feedwater quality is pH value, which is adjusted by adding alkaline 
compounds such as NaOH, ammonia, morpholine, etc. Under optimal pH value of feedwater, the process of 
corrosion formation is very slow. Additionally it is often added to water and some corrosion inhibitors which 
have the task to prevent the occurrence of stress, pitting or some other forms of corrosion [1]. 
However, in the long year of exploitation experience of hot water boilers on the water side there are also 
possibility to appear and other forms of corrosion processes such as nitrous, galvanic, sucoat, intercrystalline 
and steam-water corrosion [2]. 
The occurrence of damage on the water side in the hot water boiler as well as steam boilers is very often, if 
not is the most common cause of the above mentioned forms of corrosion is precisely the quality of the 
feedwater, in terms of content of impurities that create deposits (lime deposits, boiler scale and sludge) and 
dissolved gases that cause corrosion. Problems with the quality of feedwater generally occurs in smaller 
industrial plants as well as in heating plants, which do not have installed adequate devices for chemical water 
treatment. For smaller steam plants, which mainly use steam for various technological processes in 
production, mainly do not return the entire amount of condensate, and very often the whole condensate is 
thrown. Particularly hazardous substances in this sence are oil and sugar, because the desposits are created 
on the inner surface of the boiler tubes that very quickly lead to burnout the metal and damages in the larger 
scale. Another problem is the quality of the water which is poured insted of condensate that is not returned in 
the process. Usually the preparation of this water is not devoting the necessary attention, which can lead to 
unpredictable consequences. In heating plants, where there are large losses of water from the hot water 
heating, very often raw water is used due to the inability to offset losses in the system. 

Formation of boiler scale and boiler sludge 
Due to frequent refilling the system with new prepared water of poor quality can lead to apperience of the 
extremely high amount of calcium and magnesium salts in water. If calcium and magnesium salts have not 
been previously separated from the water, then they can form on boiler elements scale, which is firmly 
attached to the metal pipes and the boiler sludge, which is in the dispersed state or in the form of precipitate. 
Formation of the boiler scale begins at temperature of 60-65 °C, and it increases at higher temperatures. 
Velocity of boiler scale formation is directly proportional to the concentration of calcium and magnesium 
ions, but it is very noticeable in the higher heat load of the heating surfaces in the boiler. Boiler sludge is 
forming as a result of impurities and contaminants contained in the water. A disadvantage of the boiler 
sludge is, that in certain cases, and from it can also become boiler scale. In the considered examples is 
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mainly limestone deposits is on the flame tube and piping wall of the first deflecting chamber (Fig. 3), as 
well as on the gas pipes second pass. Limestone deposits prevent contact metal tubes water in the boiler and 
their cooling process, i.e; increase the resistance of heat conduction, which directly depends on the limescale 
thickness and its conductivity coefficient. Due to inability of cooling pipe material, high temperature is 
reached which can cause pipe material softening and then the plastic deformation. Further intensive 
deposition of limescale is on the outside of the pipes and further thermal overload of the material that is 
made of, there is overheating occurred, breakdowns and leaks from gas pipes at that locations [3],[4]. In the 
case of the hot water boilers with fire tube, the most vulnerable elements on which is limescale is deposited 
on the fire tube (Fig. 4) and especially the pipe wall plate which carried the gas pipes on the first deflecting 
chamber. Due to the sediments of which is particularly dangerous silicate scale, because of very low thermal 
conductivity, leads to higher temperatures of the walls and thermal stresses in the parts of the boiler structure 
[5]. 

 

 
Figure 3. Boiler sludge on the inner side of the 

screened deflecting chamber [16] 

 
Figure 4. Lime scale deposit on the outside surface of 

the fire tube [16] 

2.2 Corrosion on the gas side  
One of the causes of breakdowns in hot water boilers plant is certainly the corrosion that occurs on the side 
of the heat transmitter (flue gas). There are low-temperature and high-temperature corrosion. Low-
temperature corrosion occurs as a consequence of sulphur presence in the fuel and it is formed by steam 
condensation of sulphuric acid, under certain conditions, occurring during the boiler operation, on metal 
surfaces whose temperature is lower than its dew point. The appearance of low-temperature corrosion is now 
in operating conditions generally prevented by various structural and thermodynamic measures, so that it can 
only occur due to negligence and inadequate handling of the boiler plant. 
However, as a special type of low-temperature corrosion which occurs very often is so-called standing 
corrosion or stand by corrosion that occurs when the boiler is shuting down. After boler shutdown, flue gases 
are retained in areas inside the boiler that can not be easily ventilated. After cooling, the sulphuric acid from 
gases condenses and causes corrosion in inaccessible parts of the elements or parts of the boiler pipes, which 
also poses an additional threat because it is not evident at regular monitored check-up. Also, stand by 
corrosion can occur on the water side, if the boiler after operation shut downs leaves filled with water, which 
contains oxygen. However, all of these occurrences can be avoided if the technical staff complies with 
exploitation and operating guidelines [2]. 
In the literature is often mentioned two types of low-temperature corrosion that occurs in various modes 
(work with interruptions in operation or without interruption). It refers to cold-end corrosion and dew point 
corrosion. The mechanism of forming the both forms of low-temperature corrosion is very similar. The term 
dew point often refers to the corrosion process that starts after the water condensation from the air and the 
reaction of deposits with condensation in a period of the plant shut down. While the term cold-end corrosion 
refers to the corrosion of cold parts of the elements of the boiler plant which starts after condensing vapour 
acid from flue gases and its deposit on the metal surface during the plant operation. According to the 
literature the dew-point corrosion occurs as a result of deposits ability to react with the condensed water 
vapour and to create an environment in which the forming will started, while for formation of cold-end 
corrosion are relevant surface temperature of metal pipes as well as the shares of water vapour and SO3 in 
the flue gases [6], [7].  
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In addition to low-temperature corrosion, there are also high-temperature corrosion which attacks metal that 
is at high temperature and occurs as a result of processes that occur in these conditions. It can be caused by 
the various elements which are contained in the fuel, and most often vanadium contained in the liquid fuel. 

2.3 Failures in installation and overhaul  
The appearance that should not be neglected and which also represents a cause of the decreased boiler 
availability as a result of breakdowns and emergency situation are also various omissions and errors during 
the installation and maintenance process, as well as failures caused by human factor. Failures in the 
installation and overhaul occur as structural and technological errors [8]. Structural errors include improper 
and inadequate choise of form element structure (inadequate structural solution), wrong dimensioning boiler 
elements or inadequate selection of basic dimensions, inadequate position of certain elements of the boiler 
and so on. Technological errors include variations of composition, structure, mechanical proprerties, as well 
as inhomogeneity of the material from which the elements are made of the boiler plants in relation to the 
projected values. Errors in chemical composition are reflected in deviations of the content of alloying 
elements of standard values and decarburization of the surface layers of materials. Structural errors appear as 
a deviation of the grain size, the content of ferrite base, the content of pearlite base in relation to the value of 
the standard values that are requited. Inhomogeneity is caused by the presence of non-metallic inclusions – 
sulphide, oxide and silicate in amount greater than allowed by standards.  
In contrast to structural errors, which can be discovered in the short term exploitation, technological defects 
in material occur as hidden, eventually may activate and can cause destruction of the elements. 
Also, errors during installation can occur on factory welds (cracks), variations in the parameters of the 
welding process and the prevous and subswquent thermal treatment with respect to the project envisaged, the 
deviation in the quality and condition of the surface in respect to the values prescribed by standards and 
design, mechanical injuries of metal surfaces during transport and mounting, incorrect assembly of structural 
elements and welding defects on the assembly joints. 
During the overhaul process of the plant may occur cracks caused by high levels of residual stress from 
welding or stress concentration, welding defects (among these errors in welding is enhanced also the use of 
unsuitable electrodes during the overhaul process) and wrong mounting elements [2]. 
Exploitation conditions also affect to the condition of boiler elements that are exposed to high pressure and 
have very high influence on the occurrence of material destruction. The main impact on the availability of 
boiler elements has the transient modes of boiler plant operation, as well as formation of different forms of 
corrosion. All this leads to material fatigue and to eventual cracking, especially on boiler elements with thick 
walls, as well as on welded joints. In addition, in drastic cases of absence of cooling metals may also lead to 
changes in the elements shape of the boiler under pressure, or deformation. 
These variations in temperature and pressure, especially that occur sudden, lead to changes in metal 
characteristics as the ones that he had during installastion, which can easily lead to damages of vunerable 
elements.  

3. Classification of breakdowns of hot water boilers 
In order to track failures and breakdowns in boiler plants, it is necessary to create a database with critical 
boiler elements of the plant, as well as the frequency of breakdowns that occur. It is of great importance to 
make plans for repairs and to determine the availability of these plants. The classification of possible 
emergency situation and breakdowns is necessary to include also the classification in critical areas of 
individual boiler plants. 
Most of the failures and breakdowns are generally repeated in the same locations, in the same built-in 
materials, in almost the same substitute elements and in the same zones of the heating surfaces. In practice, 
during operation, generally can be seen a clear cause of their formation, which have the consequence that the 
appropriate measures can not be implemented to their permanent removal [9]. So far, in the literature has not 
been established a single classification of breakdowns mechanisms [10], [11]. One of the reasons is the 
multidisciplinary study of these mechanisms, including the enagagement of various experts in the field of 
metallurgy, mechanical engineering etc. One possible classification of breakdown mechanisms is shown in 
Table 1. 
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Table 1. Mechanisms of hot water boiler breakdowns 

Mechanisms of breakdowns The causes of appearing 

Stress – static method 
- short-term overheating; 
- creeping; 
- welded joint of different materials. 

Fatigue – dynamic stress 
- vibration fatigue; 
- thermal fatigue; 
- corrosion fatigue. 

Corrosion on the water side 

- corrosion caused by disorder in pH values; 
- corrosion under the deposits; 
- lokalozed corrosion; 
- hydrogen corrosion; 
- stress corosion. 

Corrosion on the gas side 
- low-temperature corrosion; 
- high-temperature corrosion. 

Inadequate quality 

- defects in material; 
- defects in chemical cleaning; 
- defects in welded joints; 
- mechanical defects. 

 
As a special category of breakdowns it can be considered also mechanical damage caused by sudden fall out 
of the boiler during the operating mode, as well as the different disorders in operation. Sudden outbursts very 
often have as a consequence ruptures of the boiler pipes or welds on the most sensitive and vunerable areas 
of boiler elements. This happens especially in areas where parts of the piping system have lower mechanical 
properties and they are exposed to demages due to time period or due to adverse stress state because of the 
bad design solutions or inadequate application of technology application of the plant.  
It is common that in practice is occurring different mechanisms of breakdowns in the same time. 
Also, the long-time operation of these plants with various modes and with different temperature conditions 
and under different influence of corrosion processes can lead to a constant wakening and thinning of the 
elements of the boiler, that are working under high pressure, which in any case can lead to the destruction of 
the material.  
By analyzing the collected data from the literature, it can be also set aside the critical elements of the boiler 
plant in order to identify the main mechanisms and causes of their damage. Classification by place of 
formation of breakdowns and failurs, as well as analyzed examples are given in the following table (Table 2). 
The most common places where breakdowns occur are pipe carring wall of the first deflecting chamber as 
well as piping system of the membrane wall of screened deflecting chamber. Breakdowns not only occur on 
the welded points but also on the wall itself (Fig.5, Fig.6, Fig.7). 
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Figure 5. Cracs on the pipe carring wall of the first deflecting chamber 

 
Figure 6. Cracs on the welded joint of the pipe carring 

wall and the pipes [16] 

 

 
Figure 7. Damaged gas pipes of the second pass [3] 

 
Table 2. Classification of breakdowns according to place of occuring 

The critical places of occurrence of 
boiler breakdowns Analyzed breakdowns states of installed boiler plants 

H
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Piping system of the 
membrane deflecting 

chamber 

- District heating of the city of Niš – Boiler plant “Jug”, boiler "Djuro 
Djaković" 
- District heating of the city of Niš – Boiler plant “Somborska”, boiler 
"Djuro Djaković" 
- Boiler plant "Tehnički fakulteti" Niš, boiler "Minel kotlogradnja" 
- PUC "Beogradske elektrane" 

Flue gas pipes 

- Oil Rafinery Pančevo 
- District heating of the city of Niš – Boiler plant “Jug”, boiler "Djuro 
Djaković" 
- Boiler MIP-TIMO a.d. Ćuprija 

Pipe carring wall on 
the first deflecting 

chamber 

- District heating of the city of Niš – Boiler plant “Jug”, boiler "Djuro 
Djaković" 
- PUC "Gradska toplana" Kruševac, boiler Viessmann Vitomax 
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- PUC "Beogradske elektrane" 

Piping system of the 
economizer 

- District heating of the city of Niš – Boiler plant “Jug”, boiler "Djuro 
Djaković" 
- Hot water boiler, capacity 11,6MW. 
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m
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e 
w
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Piping system of 
membrane walls 

- Boiler plant "Mirjevo" - boiler "Minel-kotlogradnja" 
- PUC "Beogradske elektrane" 
- PUC Heating plant Valjevo, boiler capacity of 30MW 
 

4. Analyzed breakdowns states of installed boiler plants 
In the paper, based on literature data, are analysed some exploitation examples of hot water boiler plants and 
their breakdown resons: 

• Oil Rafinery Pančevo – plastic deformation of flue gas pipes – boiler capacity of 110t/h – plastic 
deformation due to residual stess and inadequate preparation of boiler feed water [12]; 

• Hot water boiler with membrane walls with capacity of 58MW in the heating plant “Mirjevo” in 
PUC “Belgrade power plants”. Boiler manufacturer os Minel kotlogradnja RO Belgrade, with 
combined burner on the gas and crude oil. The boiler was made in 1987 and put into operation in 
1989. In exploiting this boiler, there were leakages in the membrane pipes, and however, after 
elimination of problems, there were increased and more frequent leakage. The uniform corrosion 
was noticed on the gas side of the pipes or on the outer surfaces of the pipes. The presence of 
condensation and wetted zones with traces of a leak has been determined in several places, as well as 
plastic deformation of the pipes. Analysis that were performed have shown that almost two thirds of 
pipes were affected by strong corrosion on the gas side in the form of isolated layers, and from 
aspects of corrosion the most vunerable zones are on the back of the combustion chamber and the 
floor. Also all repaired zones is characterized and defects during the welding proces [13], [14]. 

• Hot water boiler with capacity of 6,3 MW, with flame tube and membrane deflecting chamber, 
manufactured by “MIP-TIMO” Ćuprija. Breakdown on the flue gas pipes after 107 days in 
operation. The cause of leaking the flue gas pipes is limestone deposits which was clearly visible on 
the water side of the flue gas pipes. The reason for this is the inadequate quality of the boiler water, 
given that the loss of the water in district network during the heating season was from 6 to 10 m3 [3].  

• Hot water boiler with capacity of 11,6 MW, with a flame tube and which is fuled with crude oil. 
Breakdowns were caused by damages on the pipes od eco-package that is installed as an economizer 
for additional water heating form the boiler. Damage causes was the low-temperature corrosion [15]. 

• Hot water boiler with a capacity of 8,7 MW with flame tube and membrane deflecting chamber, 
manufactured by “Minel kotlogradnja” Belgrade type TE110V, which is installed within the heting 
plant “Technical faculties” in Niš. Damages were diagnosed on the pipe wall of the fisrt deflecting 
chamber. Due to corrosion and other effects of the working environment there were a thinning and 
damages of the pipe walls of the deflecting chamber [7]. 

• Breakdowns and failurs of the hot water boilers with flame tube within PUC “Belgrade power 
plants” commonly caused by corrosion processes. The place of damage occurrence are mainly the 
membrane walls of the deflecting chamber, which are manifested as damages on the welds with 
pipes, as well as on the pipe carring wall and on the pipe system on the deflecting chamner [16]. As 
with membrane hot water boilers, where the damages mainly occur on the inside of the membrane 
pipe walls, corrosion procceses occur on the water side [1]. 

• Membrane hot water boiler within the heating plant PUC “Heating plant Valjevo” with capacity of 
30MW, the boiler manufacturer is “Remming” – Srbobran. The boiler is in operation since 2007. 
The cause of damages of the membrane walls were corrosion process on the gas and on the watr 
side. During the overhaul, it was noted that the screened wall of the boiler is loaded with a large 
amount of deposits on the floor of combustion chamber and having a different thickness and quality 
of the deposits resulting from precipitation of combustion products on the walls, floor and ceiling of 
the boiler combustion chamber. Due to corrosion process and other effects of the working 
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environment there were a thinning and damages on the walls of the back wall of membrane wall of 
the boiler [6]. 

• Hot water boiler manucatured by Viessmann, tha capacity of 18,2 MW, which is installed in the 
PUC “Heating plant Kruševac” is the fire-tube hot water boiler. There were leakages on the both 
boilers on the pipe carring wall, where there were diagnosted cracks propagation due to stress and 
pplastic deformation in welded joints. On the both boilers there were deformation on the pipe caring 
wall, that is most deformed between the holes of the flue gas pipes. At the joints of flue gas pipes 
and pipe carring wall of the deflecting chamber, on the inlet and outlet of the second pass (seen from 
the flue gas) as well as on the inlet of the third pass there were noted extremely large limescale 
deposits [4]. 

• District heating plant in Niš, in the boiler plant “Jug” there were installed three hot water boilers 
each with a capacity of 16,9MW with two flame tubes and membrane deflecting chamber, 
manufactured by “Djuro Djaković” type Optimal 2500. Due to inadequate water treatment and the 
accumulation of the limescale deposits on the water side as well as boiler sludge there have been 
very frequent breakdowns and boiler cancellation. Failures were particulary common and were 
caused by breakdowns in the welded joints on the pipe carring wall of the fisrt deflecting chamber, 
but also on the flue gas pipes of the second and third pass, as well as on the membrane wall of the 
deflecting chamber. Also, great water losses of the district network which was from 10-30 m3 and 
sometime even higher, were compensating with inadequately prepared water, which was directly 
connected to the city distribution network. After the reconstruction of boiler plant, there were 
changes in flow regimes, which was additional cause of malfunctions and damages to the already 
damaged elements. 

5. Materials of boiler elements 
Materials of which boiler elements are made should be designed to have ability to work in regimes of high 
temeperatures and pressures, as well as to have certain characteristics: very good heat transfer properties, god 
resistance to oxidation, corrosion, creep properties, thermal fatigue, as well as satisfactory mechanical 
properties. Increasing demands in terms of efficiency and reliability of thermal plants have led to an increase 
of parameters of working fluid in steam and hot water boilers, and caused the development and application 
of new, modern materials that are suitable for operation at higher temperatures [17],[18]. 
The mechanical properties of materials depend on temperature changes, for example, tensile strength 
decreases with higher temperature. For components that are under higher stress in the material, creep 
becomes significant at higher temperatures. Also, constant and frequent changes in temperature of materials, 
such as starting up the boiler or the shuting up, as well as high temperature gradient during operation directly 
affect the formation of thermal stresses, that can lead to brittle fracture or activating thermal fatigue. 
Likewise, at higher temperatures and in environment where corrosion process atacks may occur also defects 
such as high-temperature corrosion, oxidation, creep and thermal fatigue [18]. 
The application of new materials was necessary for designing the critical parts of hot water boilers, as well as 
steam boilers. Their characteristics not only imply ensuring of good creep resistence, but also resistence to 
corrosion on the gas or water side, the possibility of suitable welding, as well as the ability to handle them by 
applying coatings. In the last ten years have been developed and implemented numerous new alloys such as 
steels with ferritic/martensitic basis, steels with austenitic base as well as nickel-based alloy [17],[18]. 
In addition to the critical elements if the boiler that are exposed to high temperatures of working fluid, there 
are also critical the massive elements of the boiler that are exposed to fatigue induced by not only 
mechanical, but also the thermal stresses. To create and design these elements are mainly used 
ferritic/martensitic steels due to low coefficient of thermal expansion and thermal conductivity compared to 
austenitic steels. 

5. Conclusion 
In the paper are discussed some examples of exploitation, in order to create the basis of data from experience 
regarding critical areas and elements of hot-water boilers, both in terms of design of those elements, and in 
terms of maintenance of existing boiler plants. 
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Based on the literature data, that are presented in the paper, is necessary to define some of the proposals for 
reliable and long-lasting secure operation of district heating boiler plants. Firstly, due to large losses of water 
and leakage in the district heating network, it is necessary to have detailed view of entire distribution 
network, to replace worn-out parts of the network and reduce losses of boiler water to the minimum value. 
Also, one of the key elements is to build an indirect district heating system, which means that the in the 
boiler plant there should be insyalled two heat exchangers and thus to have newly formed distributed system 
in two independent water circuit, primary and secondary. Where the primary circuit of boiler water will be 
applied to the hot water boiler, pressure pipeline from the boiler to the heat exchanger and the return line 
from the exchanger to the boiler. In this way, it would be provided in the boiler, but also in the primary side 
of the heat exchanger, boiler water with higher quality that represents and the demands of boiler 
manufacturers. Secondary circuit water would relate to the aforementioned heat exchangers and heating 
network for district heating. What is the inevitable condition for reliable exploitation of the boiler plant is the 
regular quality inspection of the softened boiler water according to the boiler manufacturer and equipment 
supplier for its softening. It should also be done regular sludge removal, both in the boiler and in the newly 
installed heat exchangers. 
The problems occurring during boiler operation can often be the result of improper design and geometry 
(dimensions and layouts) of carried elements, but to maintain full operational safety and availability of the 
boiler plant is very important to maintain the prescribed quality of the boiler feed water. 
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Abstract: The paper presents the results of both technical and economic analysis of the three 
hybrid power systems based on renewable energy sources, which supply the specific load of 
relatively low power. The load consists of the four measuring sensors with their heaters, two 
obstacle lights as well as telecommunication equipment of met mast for wind measurement. It is 
supposed that met mast is in the conditions with very low temperatures. Load power accounts up 
to 200 watts, but with large daily and seasonal discrepancy of load in relation to available solar 
energy. Analyzed systems are: a) a solar system with lead-acid batteries, b) a system which 
consists of the solar modules, low-power wind generator and batteries, and 3) a hybrid system of 
solar modules, small wind generator, batteries, electrolyser, H2 tank and fuel cell. The analysis is 
carried out using “Life Cycling Costs (LCC)” method, contained in the HOMER software tool. 
The results of the analysis show that solar and wind-solar systems, for conditions in this paper, 
consist of relatively high number of deep discharge lead-acid batteries. These batteries are very 
unfavourable in the reliability sense because of the lowering of power at low temperatures, and 
possibility of freezing. The analysis shows that the application of the hydrogen system is justified 
because it reduces number of batteries drastically. It is shown that increase in costs induced by the 
hydrogen system is acceptable.     

Keywords: PV-wind-hydrogen hybrid system, PEM fuel cell, stand-alone power system, 
meteorological mast, HOMER software, 

1. Introduction 
In preceding years of the project, power supply system for special type of objects, namely, 
meteorological mast’s equipment is analysed. The equipment for measuring the wind velocity and 
direction, temperature, pressure, and humidity make small met stations for wind potential assessment 
at some location [1-6]. During this 2015 year, the task is to analyse PV, PV/Wind and 
PV/Wind/Hydrogen systems for the hardest demands. These are conditions of very low temperatures 
and possibility of measuring sensors freezing. Load accounts 200 W diurnally and 300 W at night 
during colder part of the year. Also, the load accounts 100 W diurnally and 200 W at night during 
warmer part of the year, because two obstacle lights and four heated measuring sensors are applied.      
In the last five-six years a great efforts have been done to optimize stand-alone PV/wind hybrid 
systems, introducing the third element for production and storage of electricity, namely, hydrogen 
system [7-8]. It consists of an electrolyser, H2 tank, and fuel cell. Because dimensioning of the solar 
system depends on winter months, when production of electricity is minimal, the excess electricity 
produced exists. An idea is to use that excess to produce hydrogen by electrolyser, which is to be used 
in winter months as fuel for fuel cell. Hydrogen contains much better properties as energy storage than 
lead acid batteries. Of course, hydrogen technology is relatively new and expensive. Due to that 
reason, the goal is to do techno-economical analysis of such system. There is a need to dimension the 
system (to determine the number and powers of elements), and to analyse under what conditions this 
system is economically comparable with PV and PV/wind systems. An analysis was done by HOMER 
software tool ((Hybrid Optimization Model for Electric Renewable) [9].          
Because the goal is to compare the systems, three techno-economic analyses were done. The first 
relates to solar power system, which consists of PV modules, as well as lead acid, deep discharge, 
batteries. The second analysis deals with hybrid wind-solar system, which contains PV modules, 
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batteries, and one small wind generator. In the third analysis, the system is the most complex and 
consists of several PV modules, one wind generator, batteries, electrolzser, H2 tank, and fuel cell.    
Optimisation was done using so-called „Life Cycle Costs“ method [10-11]. Demanded technical 
restriction is uninterruptable supply. That demand is mandatory according to IEC standard for 
measurements and wind potential assessment [12]. 

2. Characteristics of components 
2.1. Load chatracteristics 
Figure 1 shows load diagram during the year, presented by HOMER software tool. 

 
Figure 1. Load diagram during the year 

An average load in the period of one year accounts 2.98≈3 kWh/day. An average load is 124.2 W, 
with maximum value of 200 W and load factor of 0.621. Therefore, consumption during all the year is 
365×2.98 kWh=1088 kWh. All consumers are DC type, and there is no need for an inverter.  

2.2. Fuel cell 
Technical characteristics of PV modules, Trojan batteries, and wind generator HUMMER 400 are 
presented in [1-6]. Due to that reason, at this place only hydrogen system’s elements will be presented. 
Fuel cell is the element which can use hydrogen’s energy. Today, Polymer Electrolyte Membrane fuel 
cell (PEM) is mostly applied. Their technology development have attained to popular commercial 
solutions. For met mast’s equipment, characterized by very low load, fuel cell type Ballard FCgen-
1020ACS can be used. It now is applied for back-up supply of base telecommunication stations. Its 
lifetime is 4000 hours, as rated power is 0.45 kW to 3.6 kW. FC consists of 10 to 80 cells, 45 Watts 
each cell. Rated powers are 450 W to 990 W. Second important property is their ambient working 
temperature, namely, -40˚C to +52˚C. Fuel cell is not characterised by decrease of power due to low 
temperatures. Its weight is several kilograms, contrary to 52 kg of Trojan battery.    
However, the biggest problem in the projects containing fuel cell is their relatively high cost. That is 
the reason why the cases with 100% and 50% of costs are analysed. The same is valid for H2 tank and 
an electrolyser. The main reason for that is intensive decrease of hydrogen system costs during last 
years. The chosen operating hours of the fuel cell is 4000 hours, value of Ballard FCgen 1020ACS. 
Supposed rated powers for analysis are 0.45 kW to 0.99 kW. Fuel (hydrogen) has lower heating value 
of 120 MJ/kg, as density is 0.09 kg/m3. Specific fuel consumption accounts 0.06 kg/kWh. 

2.3. Hydrogen tank 
Supposed cost for hydrogen tank is per kilogram of H2 mass. For 1 kg, capital cost accounts 1300$, as 
replacement cost is 1200$. O&M cost accounts 10 $/yr. Lifetime of the H2 tank is 20 years and there 
is no need to replace the tank during the lifetime of the project. Initial tank quantity is 10%. Masses 
analysed are 0.2 kg to 1.4 kg, in steps of 0.2 kg.  

2.4. Electrolyser 
Costs are defined also for electrolyser, device which uses excess electricity to produce hydrogen using 
electrolysis process. As for the fuel cell, sensitivity analysis for 100% and 50% of cost were done. The 
lifetime of an electrolyser is 20 years. The most important property, namely, efficiency, is supposed to 
be 76%. Rated power of an electrolyser that should be analysed are 0.4 kW, 0.6 kW, 0.8 kW, 1 kW, 
1.2 kW, and 1.4 kW. That is electric power of direct current used by an electrolyser.  
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3. Economic method „Life Cycling Costs (LCC)“ 
Configurations are compared on the basis of Net Present Costs (NPC), and Cost of Energy (COE). 
HOMER ranks technically adequate configurations according to NPC [9], and criterion is presented in 
detail in [10].  
Parameters needed for economic analysis are presented in Table 1. They are determined by analysis 
the open literature [13-20]. 
Table 1. Economic parameters of system’s elements [13-20] 

  Capital costs Replacement 
costs 

Maintenance costs 

PV module 1 kW 2000 $ 2000 $ 10 $/yr 
Battery L16P 1 piece 220 $ 220 $ 10 $/yr 
WG Hummer 400  1 piece 1000 $ 1000 $ 20 $/yr 
Fuel cell 1 kW 3000 $ 2700 $ 0.020 $/h 
Electroliser 1 kW 2000 $ 1800 $ 30 $/yr 
H2 tank 1 kg 1300 $ 1200 $ 10 $/yr 

Other economic costs are: 
1. annual interest rate: 6%, 
2. project lifetime:  20 god, 
3. fixed capital costs of the system: 500 $,  
4. fixed costs for operating and maintenance of the systemf:  0 $/god.      

4. Results of numerical simulations 
4.1. Solar and wind potential 
Dynamic analysis of electricity production by PV modules was done using meteorological data in 
format known as „Typical Meteorological Year 2“ (TMY2) [21]. All details used in this analysis 
related to climatic and meteorological conditions for mountain Kopaonik are shown in [1-6]. 
Temperatures are important because they are very low. Kopaonik is one of the coldest areas in 
Republic of Serbia. That is important for operation of measuring sensors with rotational parts, because 
they must be heated in order to prevent freezing.  

4.2. Techno-economic analysis of solar system  
Simulation model of PV/Battery system, defined by HOMER software tool, is shown in figure 2 on 
left. HOMER calculates 300 combinations of PV modules’ and batteries’ numbers. Results that satisfy 
technical constraints HOMER ranks according to NPC and COE. NPC is net present cost of the 
system, as COE is cost of one produced and delivered to consumers kWh. Figure 2 shows that optimal 
system is one which contains 1.8 kW of rated power of PV modules, and 8 L16P batteries. Total costs 
would be 9225$, as COE accounts 0.740 $/kWh.  

   
Slika 2. Simulacioni model PV/battery sistema u HOMER-u (levo) i redosled više varijanti solarnog sistema po 
ekonomskim parametrima (desno) 
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Excess electricity accounts at least 45.8%. In shown configurations it accounts up to 63.8%, dependent 
of PV module and batteries number.  
The defining number of batteries is accompanied with difficulties. There are three demands, namely, 
to prevent batteries freezing due to low SOC, to avoid power loosing due to low temperatures, as well 
as to enable SOC in the last hour of the year to be equal or greater the SOC in the first hour in the next 
year. Freezing is prevented by acceptance minimum SOC of 60%, as manufacturer recommends, 
because at 60% state of charge freezing arise at about -30˚C. Battery at 100% SOC would freeze at -
69˚C, as battery at 40% SOC freezes at -10˚C. 
Second problem is capacity decrease at low temperatures. Therefore, first configuration with 8 
batteries does not satisfy technical constraints. Also, next 9 configurations with 8 and 10 batteries 
could not be adequate, so 29th configuration is accepted, although it is some more expensive. 
Configuration consists of 1.9 kW of rated power of PV modules, and 12 L16P batteries. In other 
words, capacity of batteries greater for 50% than for normal ambient temperature of 27˚C is accepted. 
Configurations with 12 batteries and PV modules power of 1.5 kW, 1.6 kW 1.7 kW and 1.8 kW do not 
satisfy because do not enable SOC in the last hour in the year to be greater then in the first hour of the 
next year. That is concluded by many simulations done. In this analysis initial state of charge is 
accepted as 60%, as demanded by manufacturer recommendation about preventing freezing. 
So, the first configuration which satisfies in technical sense is that with 1.9 kW of rated power of PV 
modules, and 12 Trojan L16P batteries. The modules produce 2677 kWh/yr, as load accounts 1088 
kWh/yr. Therefore, excess electricity is 1449 KWh/yr, or 54.1% of produced energy. That excess 
could not be utilized in such a system. Total costs of the system is 11879$, as cost of one delivered 
kWh is 0.952 $/kWh. It is clear that number of modules (19 modules of 100 W) and batteries is 
relatively high with consequence of very costly meteorological mast.    
Figure 3 shows cost summary for system which contains 1.9 kW of PV rated power, and 12 batteries. 

 

 
Figure 3.  Net present costs of the system 

Figure 3 shows that for these system batteries are much more expensive than PV modules, although 
capital cost in zero year are nearly equal for modules and batteries. However, it is needed to change 
the batteries after ten years because their lifetime elapsed, and their maintenance is much more 
expensive than for PV modules. Total NPC for PV modules accounts 4018$, as for batteries it is 
7361$. So, batteries’ cost is nearly two times higher than for PV modules. That shows figure 3.  
Average monthly productions during the year are shown in figure 4. They are calculated as power. In 
other words, produced electrical energy in some month in figure 4 can be calculated by multiplying of 
power in the month by numbers of days in the month and number of hours in the day (24). PV 
modules’ slope is β=60˚, and they are turned to south. 
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Figure 4. Average monthly production of PV modules  

Figure 4 shows that electricity production by PV modules are nearly even during the year, but abruptly 
decays just when it is needed, namely, in November and December. Climatic conditions during these 
two months determine number of systems’ elements, due to constraint of uninterupted load power.   
As far as capacity at low temperatures is concerned, this system contains the reserve of 50%, what 
means if capacity is lowered in winter, furthermore will be adequate. State of charge of batteries is 
shown in figure 5 as frequency and monthly statistics.  

 
Figure 5. Batteries’ state of charge   

Figure 5 on left shows that practically there is no SOC under 60% of full SOC. Figure 5 on right 
shows that only several hours in January is under 60%. Figure 6 shows SOC of batteries during first 
week of January (on left), as figure 6 (on right) in the last week of December. Lower diagram shows 
ambient temperatures, as upper - SOC of batteries. Examining of physical quantities during the year, it 
is ascertained that just these two weeks are critical in the SOC sense.    

                    
Figure 6. State of charge of batteries during first week in January (on left) and last week in December (on right)  

Figure 6 on left shows that SOC during first two days in January decreases to 43% in some hours, but 
temperature curve shows in these days temperature does not attain low values, therefore there is no 
possibility for freezing. Of course, this is valid only in statistical sense. 

4.3. Techno-economic analysis of wind-solar system 
Figure 7 (on left) shows simulation model of wind-solar system, defined by HOMER software tool. As 
compared with PV/battery system, one wind generator of small rated power HUMMER 400 is added. 
Rank for first 19 systems are presented in figure 7 (on right). 
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Figure 7. Model of the PV/WG/Battery system in HOMER (on left) and rank of configurations (on right) 

Figure 7 on right shows that optimal, i.e. the cheapest system, which satisfies technical constraint of 
uninterrupted supply is the system which contains 1.5 kW of rated PV module power, one wind 
generator Hummer 400, and 6 pieces L16P batteries. Total price would be 8582$, as cost of one kWh 
is COE=0.688 $/kWh. Total power of PV modules in figure 7 is higher and higher, therefore the 
system is more expensive for the same number of batteries. But, this is valid for normal ambient 
temperature of 27˚C.    
The problem of capacity loosing at low temperatures and freezing of batteries is same as for solar 
system. Therefore it is needed to choose first greater system with 10 batteries, i.e. with minimum 50% 
greater capacity related to normal ambient temperature conditions. That is the reason to accept as 
technical solution 19th system in figure 7 on right, which contains PV modules of 1.2 kW rated power, 
one wind generator, and 10 batteries Trojan L16P. That system would have total costs of 10401$ 
during the lifetime, and cost of energy which accounts COE=0.834$/kWh. 
Compare now technical solution of solar system of 1.9 kW and 12 batteries with wind-solar system of 
1.2 kW power of PV modules, one wind generator, and 10 batteries (19th configuration in figure 7 on 
right). NPC of solar system is 11879$, as COE=0.952 $/kWh. NPC of wind-solar system accounts 
10401$, as COE accounts 0.834 $/kWh. The wind-solar system is cheaper for 1478$, and quotient of 
PV system cost to PV/WG system is 11879/10401=1.142. The cost of energy produced by PV and 
PV/WG systems are different. In wind-solar system, PV modules produce 1691 kWh/yr, or 66% of 
total production, as annuity cost is 221 $/yr. Their quotient represents cost of electricity of PV 
modules and accounts 221/1691=0.131 $/kWh. In the same system, wind generator produces 870 
kWh/yr, or 34% of total produced energy, as annuity cost of wind generator accounts 107 $/yr. The 
quotient is 107/870=0.123 $/kWh. To conclude, cost of one kWh produced and delivered by PV 
modules is 6% higher then by wind generator, for costs accepted in this analysis. In technical sense, 
one WG Hummer 400 replaced 0.7 kW of PV modules, because number of PV modules of rated 
power is decreased from 19 to 12. Also, application of wind-solar system instead of solar one 
decreases the number of batteries from 12 to 10. NPC and COE of hybrid systems depend on several 
factors – technical and economic, therefore they are valid only for analysed case, as conclusion can not 
be general.  
As for solar system, high excess electricity is also pertinent to wind-solar system. It accounts 48.7% to 
68.2% for first 10 configurations in figure 7, and represents total waste. It is a consequence of high 
solar potential during summer, as load is decreased. Due to that, as for solar system, the idea is to 
utilize that excess electricity.   
Figure 8 shows the structure of the net present costs. The highest cost belongs to batteries (6134$), as 
PV modules cost is 2538$. Net present value of wind generator cost accounts 1239$. Approximately, 
in this analysis, PV modules and WG costs accounts 61% of batteries’ cost. That points out a fact that 
batteries’ cost is relatively high. Due to that reason, and due to reliability, lowering the number of 
batteries is desirable.       
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Figure 8. Net present cost of wind-solar system 

Figure 9 shows average monthly production of PV modules and wind generator. It is shown that the 
lowest total production is in December, wherefore it is critical month for system configuration. Also, 
figure 9 shows that production of PV modules is relatively even during the year (except in June), and 
lowest during winter period, as production of wind generator is lowest during summer and greater 
during winter period. That is a good property because PV modules and wind generator assist each 
other during the year.    

 
Figure 9. Average monthly production of PV modules and wind generator 

Figure 10 shows the state of charge of batteries during the year. 

 
Figure 10. State of charge of batteries 

Capacity factor, quotient of average produced power and rated power, for WG is higher (24.8%) than 
for PV modules (16.1%). That means efficiency of WG is greater than of PV modules, because 24.8% 
of capacity is utilized, contrary to 16% of PV modules. That capacity factor depends on site location, 
wind generator’s hub height, altitude, and power curve of WG.       
The second difference between PV modules and WG is number of operating hours. For wind generator 
it accounts 7333 h, as for PV modules 4366 h. Cause is the fact that production is dependable of sun 
and wind power, but electricity production also depends on some other factors. Total production of 1.2 
kW rated power of PV modules is 1691 kWh/yr, contrary to 870 kWh/yr of wind generator of rated 
power 0.4 kW. Production of 1691 kWh/yr represents 66% of total production, as 34% is produced by 
WG.  
4.4. Techno-economic analysis of wind-solar-hydrogen system 
This system differs by structure from wind-solar system by the fact that it contains hydrogen system of 
electrolyser, hydrogen tank, and a fuel cell. Rated powers of fuel cells are 0.45 kW, 0.54 kW, 0.63 
kW, 0.72 kW, 0.81 kW, 0.9 kW and 0.99 kW. 
Due to need to analyse different levels of rated powers of engaged fuel cells, replacement costs are 
defined as negligible, what is unrealistic. If in the case that result is replacement of FC due to elapsed 
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lifetime, those costs need to be added afterwards. The FC lifetime of 4000 hours is adequate only for 
FC which is back up supply, for example, telecommunication base stations. Therefore, the lifetime of 
FC is very important, so this analysis was done for 4000 h lifetime. That means FC is only assistance 
to some other energy source, i. e. solar system and wind generator.    
The basic problem for economical rational hydrogen system is to define the number of operating hours 
of FC during the year. If the number is high, FC has to be replaced many times during 20 years, what 
is lifetime of overall system. That makes system to be very expensive. If the number of operating 
hours is too small, FC would not be utilized adequately, what is not a good solution, because FC is 
expensive. That is the reason to choose simple searching of adequate configuration by using 
experience and technical judgment, doing manifold simulations. On the basis of experience in this 
four-year project, three replacements of FC are accepted as optimal. That means good configuration is 
this in which FC is engaged 700-900 hours yearly, because FC need to be replaced three times, 
making capacity factor to be acceptable.    
In this analysis, by searching and by overview of high number of configurations, configuration with 
1.2 kW rated power of PV modules, one WG HUMMER 400, FC of 0.72 kW rated power, an 
electrolyser of 0.6 kW rated power, H2 tank of 0.6 kg of hydrogen is chosen. If temperature would be 
27 ˚C, only 4 batteries L16P would be enough. But, due to constraint of 50% higher power in winter, it 
is adequate to choose 6, instead of 4 batteries. Also, initial SOC in the first hour of the year is 80%, in 
order SOC during first days of the year not to decrease to unacceptable low value. All next results are 
related to this system. Total number of operating hours of FC is 881 during the year. The FC lasts 4.5 
years, and need to be replaced in 5th, 10th, and 15th years.         
Figure 11 shows costs of hybrid wind-solar-hydrogen system. In this table the results related to fuel 
cell are not right, because replacement cost of fuel cell three times during the lifetime of 20 years is 
not taken into account. The maintenance cost of the fuel cell of 494$ is fictitious, and need to be 
removed. Maintenance cost is fictitious because its value per hour is used to define the margin under 
which the batteries are activated, as fuel cell  is engaged over the margin.  

 
Figure 11. NPC Net Present Costs with no replacement costs of fuel cell taken into account 

Figure11 shows that the highest cost of the system belongs to six Trojan L16P batteries. 
If fictitious cost of FC’s maintenance and operating is subtracted and present value of three FC 
replaced in 5th, 10th, and 15th years is added, NPC for three replaced fuel stacks is 5880$, as total NPC 
of the system is 15602$. That NPC is about 31% higher than if FC would not be replaced three times, 
what means that COE accounts 1.3 $/kWh. PV/WG/Hydrogen system has NPC of 15602$, PV/WG 
10401$, and PV 11879$. The cheapest is PV/WG system. PV system is more expensive than PV/WG 
system 11879/10401=1.14 times, as PV/WG/Hydrogen system is more expensive 15602/10401=1.5 
times. These relations are also valid for costs of energy (cost of one delivered kWh of electrical 
energy).    
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Simple analysis of NPC shows that costs of all the parts of the system except electrolyser, H2 tank and 
FC accounts 7949$. NPC of the electrolyser is 1406$, H2 tank 369$, and FC 5880$. Hydrogen system, 
namely, electrolyser, H2 tank, and FC represents the cost of 7655$, as of remainder  part 7949$. In the 
near future costs decrease of hydrogen system’s parts is expected. Due to that reason, there is interest 
to analyse cost of  the system halved. That cost is 3828$, instead of 7655$. In that case, total system 
cost is 7949+3828=11777$, what is 11777/10401=1.13 times higher than the cheapest PV/WG 
system’s cost. The difference of 13% is acceptable and justified because reliability of the system is 
greatly increased due to lowered number of batteries. In the sense of reliability, batteries are the 
weakest part of the system. That means the hybrid system is justified nowadays, if expected decrease 
of costs in the market will happen.     
Figure 12 shows average monthly productions of PV modules, wind generators, and fuel cell. 

 
Figure 12. Average monthly production of PV modules, wind generator, and fuel cell of rated power 0.72 kW 

Figure 12 shows that fuel cell produces electrical energy in the first three, as well as in last three 
months of the year, just when it is needed. That causes elimination of the need to apply higher number 
of batteries. PV system, which satisfies technical constraint and is the cheapest in the same time, 
contains 12 batteries. PV/WG system would contain 10 batteries, as PV/WG/Hydrogen only 6 
batteries. PV modules produce 1662 kWh (61.7%) during the year, fuel cell 163 kWh (6%), and wind 
generator 871 kWh (32.3%).  
The basic reason due to which all the solar radiation and wind energy can not be utilized is that 
hydrogen tank is charged relatively fast in the periods when there is enough renewable energy. Due to 
that reason, further production of hydrogen is not possible. That means, in such hybrid systems, based 
only on renewable energies, there is an excess of produced electrical energy, what can not be utilized.  
Optimal system in our case is: PV: 1.2 kW, one wind generator Hummer 400 of rated power 400 W, 
fuel cell 0.72 kW, batteries: L16P: 6 pieces, electrolyser: 0.6 kW, and H2 tank: 0.6 kg. Total costs 
accounts 15602$, as COE=1.3 $/kWh for full (not scaled) costs of hydrogen system. If the cost of 
hydrogen system would be a half of full costs, total costs of all the system accounts 11777$, and 
COE=1.13 $/kWh.      

5. Conclusions 
In this analysis, three configurations of hybrid systems for supply the meteorological mast’s 
equipment for wind measurements are analysed. Climate conditions are very cold. If technical 
constraints of 0% undelivered electrical energy, avoiding of freezing of batteries, and lowering of 
capacity due to low temperatures are satisfied, optimum systems are as follows:    

1. Solar: PV: 1.9 kW, bateries L16P: 12 pieces. 
2. Wind-solar: PV: 1.2 kW, one wind generator Hummer 400 of rated power 400 W, and 

number of baterries L16P: 10 pieces. 
3. Wind-solar-hydrogen: PV: 1.2 kW, one wind generator Hummer 400 of rated power 400 W, 

fuel cell: 0.72 kW, baterries L16P: 6 pieces, elektrolyser: 0.6 kW, i H2 tank: 0.6 kg. 
Because the number of batteries is decreased from 12 to 6, wind-solar-hydrogen system is fully 
justified, albeit its cost is a little increased. Namely, in the sense of reliability, batteries are critical part 
of the system, and their number is lowered to smallest possible number.    
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Abstract: The paper presents the results of technical and economic analysis of two hybrid power 
systems for supply of meteorological mast equipment in regions with long and cold winters. The 
PV/Battery and PV/Battery/Diesel generator systems are compared, in technical and economic 
sense. Met mast equipment, namely, anemometers, wind vanes, telecommunication equipment, 
logger, and obstacle lights have to be powered by stand-alone power system. When designing 
stand-alone power system for the small remote consumers (up to 300 watts in our case), like the 
meteorological mast equipment, reliability is much more important than the electricity price. 
Because the measurement of wind for wind assessment has to be uninterrupted, it is needed to 
avoid icing and freezing of the measuring sensors. Ice can form on sensor and disturb or stop the 
collection of data. Sensors have to be heated by heaters, as obstacle lights present the additional 
load. Also, the cabinet for lead-acid batteries must be heated because of reducing of batteries’ 
power and freezing at low temperatures. Accordingly, total load accounts for up to 300 watts. 
Solar modules and batteries are not enough, and diesel generator has to be added. The results of 
analysis show that using the diesel generator as energy source concurrent with PV modules, 
instead as only “back up” system, drastically reduces the number of PV modules and batteries 
needed, making the system more reliable and economically efficient. The analysis was done using 
HOMER software tool. 

Keywords: PV/Battery system, PV/Battery/Diesel generator system, meteorological mast, 
HOMER software tool. 

1. Introduction 
In the preceding years of the project special type of object, namely, meteorological mast for wind 
velocity, wind direction, temperature, pressure, and humidity measurements are thoroughly analysed. 
They constitute small meteorological station for wind energy potential assessment at some location [1-
6]. The goal is to assess wind energy potential for wind farm or one particular wind generator. 
International standard define demands for such met stations on the masts which height is 50 m to 100 
m. Measurement should be at the height of generator’s hub, it must be uninterrupted during the year, 
and mast should be lit by the red obstacle lights. The lights must be at the top of the mast, and should 
have luminosity of minimum 2000 cd. Measuring sensors need supply of only 1 W, but in the area 
where freezing of their rotating parts is possible, they must be heated by 25 W heaters. That is valid 
for anemometers and wind vanes. Due to that  reason, in preceding years supply of 10 W  to 100 W is 
analysed. During 2012 year the first hybrid system for supply of met mast equipment of constant 
power of 20 W is defined, which is enough for systems with no obstacle lights demanded. In the 
course of 2013 year, power supply systems with very different combinations of power are analysed, 
namely, 10 W daily and 20 W at night, in the first case. In the second one, powers were two times 
greater, as in the third case they are four times increased (40 W daily and 80 W at night). During 2013 
year, power systems for load of 50 W daily and 100 W at night, located in moderately cold climate are 
analysed. In that case two measuring sensors for wind velocity and direction are needed, as well as one 
obstacle light. For this, 2015 year, the task is to analyse PV, PV/Wind, PV/Wind/Hydrogen, and 
PV/Diesel systems for the most unfavourable climate conditions. Those are conditions with very low 
temperatures, and the possibility of sensors freezing. The load power is 200 W daily and 300 W at 
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night during colder part of the year, and 100 W daily and 200 W at night during wormer part of the 
year. There are two obstacle lights on the mast, mandatory if mast height is greater than 100 m, as well 
as four heated measuring sensors. However, the second case is possible – one obstacle light and two 
heated sensors, but special heaters are applied in electrical equipment cubicle. For load power of 300 
W, practically the most justifiable solution is an application of PV modules concurrently with diesel 
generator, with short-time storage batteries [7]. At first glance, electrical power is relatively low, but 
nevertheless, power systems for supply met mast equipment are very expensive due to the constraint 
of uninterrupted supply.            
Analysis of power systems were carried out by HOMER software tool (Hybrid Optimization Model 
for Electric Renewable) [8], which has the possibility of technical, as well as economic analysis. Load 
demands are highest, namely, during winter load it is 200 W diurnally and 300 W at night. During 
wormer days of the year load is 100 W lower, diurnally and at night. Power system is designed for 
conditions of very cold climate.           
Optimization is carried out by using “Life Cycle Costs” method, by which all the capital and 
operational costs during all the lifetime are recalculated to present. Optimal system is that of lowest 
costs during the lifetime, as well as the lowest cost of one kWh delivered to consumers [9-10].     

2. Configurations of power systems 
In the first case system contains up to 3 kW of PV modules’ power, and up to 30 Trojan L16P 
batteries. In the second case system for supply met mast’s equipment consists of up to 2 kW PV 
modules power, up to 20 Trojan L16P batteries, and one diesel generator of rated power 0.5 kW. The 
diesel generator is an alternate current source, what is the reason for presence of rectifier of 0.5 kW 
rated power, because consumers are of direct current type.      

3. Characteristics of system components  
3.1. Load power  
For measurement, processing and transmission of data the anemometers, wind vanes, meteor-solar 
systems, barometers, data loggers, communication systems, hydro-thermal sensors, etc, are used [12, 
15]. State-of-the-art designs of these sensors are such that their electrical power consumption is not 
greater than 1 W, what is the reason that total consumption of meteorological mast’s equipment is not 
greater than several Watts [14-15]. This load is supplied by one PV module, mounted on the met mast. 
However, if measurement and wind potential assessment is to be done in the cold climate regions, 
special measuring sensors have to be applied, because of possibility of freezing. Freezing of sensors 
can cause disturbance and blocking of data collection [14]. Measured data can not be consistent, and 
also pauses in data collection are possible, what is not allowed [11]. Therefore, stand-alone systems 
for measurement should be supplied in adequate manner. PV modules and batteries are not sufficient. 
In this analysis, just supply of met mast’s equipment on Kopaonik mountain in Republic of Serbia was 
done. For this site very low ambient temperatures during winter are attained. Average yearly ambient 
temperature, according to typical meteorological year, is only 3.7˚C.           
The heater of anemometer type Thies Anemometer First Class Advanced [15] is of 25 W electric 
power. That is also true for wind vane of the same manufacturer. The heater is electronically 
controlled with the power of 25 W, but in this analysis, for simplicity, it is assumed that heater’s 
power is constant and accounts 25 W. Analysed measuring system contains four heaters in total, 
namely, two for anemometers, and two for wind vanes, as power of measuring sensors accounts only 
several Watts. Due to that reason, it is supposed that during six months with lower temperatures 
(October-March) needed power supply of measuring system is 100 W during all the day, as in months 
with lower temperature, presence of heater in electrical cubicle with switchgear and protection 
equipment, which power accounts 100 W. During summer days, one fan of 100 W power is supposed. 
The second type of load on the met mast is obstacle lights, which are used if air traffic can be 
jeopardized. In U.S. high obstacles are designated by lamps of red colour and medium light intensity. 
In relating air traffic standards they are designated by L-864. So called “markers for night designation” 
of white colour are common. They need lower electrical power, and are designated as L-810 [16]. 
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Similar standards are valid in other countries. For met masts of 50 to 100 m height, used in Republic 
of Serbia, one red obstacle light L-864 and three white markers are used [17]. Electric power of one 
LED red light L-864 is 40 W [18], as power of one white marker accounts about 2 W [18]. Total 
power is about 46 W. However, due to enhanced reliability, two red obstacle lights are applied. For 
met masts of height higher than 100 m, that is mandatory. Due to that reason, in this analysis (2015 
year), it is supposed that during the days with low temperatures (October-March) total load of met 
mast equipment is 200 W diurnally and 300 W at night. During months with higher temperatures 
(April-September), total load is 100 W diurnally and 200 W at night. For temperate zones these are 
practically very hard conditions, and at the same time, typical demands, as far as met sensors are 
concerned.       
Electrical load in January-March and October-December periods of the year, as well as load diagram 
during all the year are shown in Figure 1. 

 
Figure 1. Load diagram during one winter day (on left), and during all the year (on right) 

Figure 1 shows that in summer days load accounts 100 W diurnally and 200 W during the time of 
night. In winter months load is 200 W diurnally and 300 W at night. The average load is 4.9 kWh/day, 
as average load power accounts 0.2 kW. Maximum load accounts 0.3 kW. Total load during the year 
accounts 1787 kWh/yr. 

3.2. Deep discharge lead-acid battery 
In this analysis Trojan L16P lead acid battery is used. The manufacturer is Trojan Battery Company 
[19]. Capacity curve as a function of discharge current is presented, as well as the curve of cycles to 
failure as a function of depth of discharge [19]. Also, the “lifetime throughput” curve as a function of 
depth of discharge is shown in [19]. There are two batteries per string (2×6 V=12 V). It is accepted 
that initial state of charge is 80%, as number of strings is up to 10. The battery is modeled by well-
known Kinetic Battery Model. By that model amount of energy that battery can give or get in every 
time step is calculated [19].     
The range of ambient temperature for Trojan L16P battery is -20˚C to 45˚C. On mountain Kopaonik 
temperatures attain -15˚C (for typical meteorological year), what means that Trojan L16P battery can 
be chosen. Second problem of lead acid batteries working at low temperatures is possibility of 
freezing. According to manufacturer’s data, freezing of full capacity battery is practically impossible, 
due to acid in the solution, and freezing could arise at -69˚C [19]. However, if the battery is discharged 
to 40% of its capacity, freezing would arise at -10˚C, and this would cause destruction of battery. Due 
to that reason, manufacturer for batteries which operate at low temperatures demands the state of 
charge SOC not to be lower than 60%. At this condition, there is always enough acid in the solution to 
prevent freezing. In this analysis, it is accepted that the highest depth of discharge is 40%, what means 
that minimum SOC is 60%. Also, there is a need to be aware that SOC in the first hour of the year is 
equal or lower than in the last hour in that year.    
Third unfavourable property of lead acid battery, which can not be modeled by HOMER software tool, 
is lowering of power at low temperatures. At manufacturer’s site [19] curve of available capacity as a 
function of ambient temperature can be found. Figure on the site shows that battery at  0˚C contain 
73% of capacity in relation to 27 ˚C. This capacity correction can be taken into account only by choice 
of battery of higher capacity. Due to that reason, number of batteries chosen should be for 50% higher 
than at normal temperatures (27 ˚C).      
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3.3. Diesel generator 
Diesel generator is of 0.5 kW rated power, chosen on the basis of the highest load, which accounts 0.3 
kW. The lifetime is 15000 hours of operation, as fuel price is 1.8 $/l. That fuel cost contains also 
transport cost of fuel up to site on which met mast is erected. It is common that the fuel cost, for 
conditions in Republic of Serbia and nearby countries, is about 1.8 $/l [7]. It is supposed that diesel 
generator of 0.5 kW power is available in the market, also contain adequate control equipment, and 
that there is possibility of heating of fuel. That is carried out by dedicated heater, due to which the load 
power is increased. In other cases load was up to 200 W, as in this case it is up to 300 W.    
3.4. Convertor (rectifier) 
The rectifier is of the same power as diesel generator, 0.5 kW, because highest load is 0.3 kW. The 
lifetime of the rectifier is 20 years, so there is no need to replace it during the lifetime of the project, 
which is also 20 years. Rectifier’s efficiency is 90%.  

4. Economic method „Life Cycling Costs (LCC)“ 
Parameters needed for economic analysis, related to individual elements and overall system, are 
presented in Table 1. They are defined on the basis of open literature.   
Table 1. Economic parameters of the system  

  Investment cost Replacecement cost O&M costs 
PV module 1 kW 2000 $ 2000 $ 10 $/yr 
Battery L16P 1 piece 220 $ 220 $ 10 $/yr 
Rectifier 0.5 kW 1000 $ 1000 $ 0 $/yr 
Diesel generator 0.5 kW 1000 $/kW 1000 $/kW 0.1 $/h  

(per working hour) 

Other economic parameters are: interest rate: 6%, project lifetime: 20 years, as fixed on investment 
costs are 500$.  

5. Results of numerical simulations 
5.1. Solar and wind potential 
Dynamic  analysis of electricity production by PV system is carried out using the meteorological data 
in the “Typical Meteorological Year 2” (TMY2) format [20]. All details used in this analysis relating 
to climate and meteorological conditions on Kopaonik mountain is already shown in [1-6]. 
Temperatures are very important because they are very low, for conditions in Serbia. Kopaonik 
mountain belongs to the coldest locations in Serbia, what is very important for working of 
meteorological sensors, which contain rotating parts and have to be heated to avoid freezing.     
5.2. Techno-economic analysis of the PV system with batteries 
In this configuration, stand-alone power system contains PV modules of power up to 3 kW in steps of 
100 W, as well as up to 30 Trojan Batteries of L16P type. Figure 2 shows the sequence of first 10 
configurations that satisfy technical criterion of uninterrupted supply.  

783



  

 
Figure 2. Sequence of PV/Battery systems according to economic criterion 

The cheapest configuration, as Figure 2 shows, is very expensive. NPC accounts 19112$, as COE is 
0.933$. If enhancement of batteries’ power of 50% would be taken into account, the system costs 
would be about 30000$. It is quite obviously that such system is too much expensive and land 
requiring. Due to that reason, there are no examples of using this solution for met masts in the world, 
for loads of the order 300 W or more.  
Figure 3 shows average monthly production during the year, expressed by power. 

 
Slika 3. Average monthly PV production during the year 

Figure 3 shows that system is determined by solar potential in December, when production is lowest. 
System produces 4156 kWh in total, as load is 1786 kWh/yr. Excess electricity, which could not be 
exploited, is high and accounts 2168 kWh/yr, or 52%.  

5.3. Techno-economic analysis of system containing PV modules, batteries, and diesel 
generator 
Figure 4 shows the simulation model of the system that consists of PV modules of up to 2 kW power, 
up to 20 batteries Trojan L16P, and one diesel generator of 0.5 kW rated power.  

 
Figure 4. Simulation model of PV/Battery/Diesel system 

Diesel generator is designated as DG in figure 4, and batteries as L16P.  
HOMER ranks the configurations according to economic criterion. First 12 variants are shown in 
figure 5.  
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Figure 5. Sequence of variants for PV/Battery/diesel system  

The cheapest configuration which satisfies technical criterion of unavailable electrical energy during 
one year is with 1.2 kW of PV modules’ power, 10 batteries L16P, DG of rated power 0.5 kW, and 
rectifier of rated power 0.5 kW. However, it is pointed out in the Chapter 3.2 that there is a need to 
choose number of elements arbitrary, based on good engineering principles and judgment, and by 
appliance of additional technical restrictions about batteries. Due to possibility of freezing of batteries 
at low temperatures, manufacturer Trojan recommends not to allow state of charge of battery lower 
than 60%. This way electrolyte has got enough density, and acid does not allow freezing. In 
calculations it is accepted that min. state of charge can be 60%, albeit rated SOC of Trojan battery is 
30%. Second problem is decrease of batteries’ power at low temperatures. However, that problem is 
pronounced at lower extent than for other hybrid systems (PV, Wind, Hydrogen systems) if diesel 
generator has enough power to satisfy the load. DG would work increased number of hours if there is 
not enough power from batteries, but system would not stop supply energy. Figure 4 shows that 
system with 10 batteries is engaged 1565 hours yearly, and DG is replaced two times, in 10th and 20th 
year. For DG replaced in 20th year HOMER calculates residual value, and its cost is not so high. Third, 
in batteries’ cubicle one heater is applied, what is the reason that temperature will not attain very low 
temperatures. If we suppose that temperatures would be up to 0˚C, it is enough to accept 12 instead of 
10 batteries, with one replacement. That means we can accept 12th configuration in Figure 5 
designated by light blue colour. It contains power of 1.2 kW for PV modules, 12 batteries L16P, DG 
of rated power 0.5 kW, and rectifier of 0.5 kW rated power. Figure 5 shows that total cost of that 
configuration is NPC=15400 $, as cost of one produced kWh,  delivered to consumers, accounts 
COE=0.751 $/kWh.        
Designation LF means “Load Follow” control strategy. That means if DG is engaged, it supplies load, 
as battery is recharged by renewable resources (PV, Wind generator, etc.). If CC “Cycle Charging” 
control strategy is applied, DG, when it is engaged, supplies load, but also recharges batteries up to 
demanded level, in our case 80%. Number of operating hours differs at some extent, but not so much. 
In this analysis, number of operating hours of DG is 1565 hours if LF is applied, as CC strategy 
demands 1365 h. 
Figure 6 shows cost summary by component. 
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Figure 6. Cost summary by component 

Figure 6 shows that battery cost is nearly a half, i. e. 48% of total cost. Also, number of batteries is 
high, what is unfovaurable as far as reliability and maintenance is concerned. Diesel generator is 
replaced first time in tenth year, and second time in 20th year. In such a way, system costs are very 
dependent on number of DG operating hours. DG in the identical system, but with “Cycle Charging” 
control strategy would be replaced only once, in 12th year because it operates 1312 hours yearly. In 
order to make the system economically rational, it is needed DG to be engaged only in cold months, 
when solar radiation is less. Figure 7 shows average monthly productions during the year expressed 
through power. In other words, in order to calculate energy, we have to multiply power by the number 
of days in the month, as well as by the number of hours in the day (24).  

 
Figure 7. Monthly productions during the year 

Figure 7 shows one good property of this hybrid power system for supply met mast equipment. During 
summer months, when there is a lot of solar radiation, only PV modules are engaged, as DG is 
engaged practically only in the cold months, when there is a deficit of solar radiation. This way, by 
combining PV modules with diesel generators, it is possible to influence the number of operating 
hours greatly, and make it acceptable. Acceptable number of operating hours is up to 1500 hours 
because the consequence is only one replacement of DG during the 20 years lifetime of the project. Of 
course, this is valid for DG with 15000 operating hours. This number is different for other types of 
diesel generators and manufacturers.     
During the period of one year, PV modules produce 1662 kWh/yr, or 80%, as DG produces 420 
kWh/yr, or 20%. In total, that is 2082 kWh/yr, as consumption accounts 1787 kWh/yr. Excess 
electricity, which can not be utilized, accounts only 4.8%. Important information is also the price of 
one kWh produced by different sources. Annuity yearly cost of PV modules is 221.24$, and they 
produce 1662 kWh/yr. The cost of one kWh produced by PV modules is 221.24/1662=0.133 $/kWh. 
Annuity cost of DG is 392.48 $, and it produces 420 kWh/yr. Cost of one kWh from DG is 
392.48/420=0.9345 $/kWh. Hence, one kWh produced by DG is seven times more expensive than 
produced by PV modules.  
Figure 8 shows fuel consumption during the year.   
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Figure 8. Fuel consumption during the year 

Diesel generator spends 139 liters of fuel during year, and produces 420 kWh/yr. That means specific 
consumption is 138/420=0.33 l/kWh. Figure 8 shows the time periods when the fuel is consumed. 
Those are winter months. In summer months DG is turned on very rarely. DG works 1516 hours/yr, as 
number of starts is 132. The lifetime is 9.89 years, what means it must be replaced in tenth year. 
Capacity factor of DG is 9.59%. That means DG is used only 9.59% in relation to case when DG 
would work by full capacity all the year.  
Figure 9 shows SOC during the year.    

 
Figure 9. State of Charge of battery during the year 

Figure 8 shows that SOC in winter months is mainly about 60%, what is demanded as technical 
constraint, as during summer months the battery is full of energy, because it is charged by PV 
modules. The control strategy is such that DG is engaged not till the battery is discharged to minimum, 
i. e. 60% in our case.  
Figure 10 shows SOC in January. 

 
Figure 10. State of Charge of battery, load, PV and DG production 

Upper part of figure 10 shows the load power by light blue curve, as SOC is presented by dark blue 
colour. On lower part of figure 11 PV power output is shown by ocher, as diesel generator power 
output is coloured by green. Figure 10 show that diesel generator is engaged exclusively at the 
moments when SOC of batteries is minimal, namely 60%. Also, figure 10 shows that battery charging 
goes on when PV modules produce greater power than the load is.  
Figure 11 presents SOC in the period April-May.  
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Figure 11. State of Charge of battery in the period April-May 

Figure 11 shows that battery is full of power until 14th May, when it discharges abruptly. The reason 
for the discharge is pointed out in lower part of figure, namely, during three next days there is no solar 
radiation. However, DG is not turned on because the battery is sufficient to meet the load’s energy 
need, although it discharges itself.     

6. Conclusion 
In this analysis, PV/Battery and PV/Battery/Diesel generator hybrid systems for supply of 
meteorological mast’s equipment are analyzed. The equipment is in the cold climate conditions. 
Optimal systems are: 

1. Solar system: 3 kW, 20 batteries Trojan L16P; 
2. PV/DG system: PV modules of 1.2 kW power, 12 batteries, DG of 0.5 kW rated power, 

and rectifier of 0.5 kW rated power. 
The solar system which consists of 3 kW PV modules and 20 batteries does not accounts for the 
increased battery power for freezing avoiding. Even this one is too much expensive. DG system 
analysed contains increased number of batteries, to avoid freezing of batteries. 
The system which could consist of PV modules and batteries exclusively, contains too much elements 
that it is economically absolutely unjustifiable, i. e. too much expensive. Such systems are not an 
option for met masts, due to very high expenses. This is a reason why such systems are not applied for 
this purpose. Of course, that is valid for loads up to 300 Watts, and uninterrupted supply.  
As far as very cold climate conditions are concerned, when freezing of measuring sensors is to be 
avoided, even nowadays, the PV-DG systems is very good choice to rely on. But, the heating of diesel 
fuel in cold days is demanded, as well as heating of batteries cubicle. That makes that loads are of 
greater power, and the system is more expensive.  
The results of expenses and technical issues of hybrid systems are agreed with the results published in 
the world literature. 
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Abstract: In control hydraulic components (servo valves, LS regulators, etc.) there is a need for precise 
mathematical description of fluid flow through radial clearances between the control piston and body of 
component at zero overlap, small valve opening and small lengths of overlap. Such a mathematical 
description would allow a better dynamic analysis and stability analysis of hydraulic systems. 
The existing formulas in the literature do not take into account the change of the physical properties of the 
fluid with a change of thermodynamic state of the fluid to determine the flow rate through radial 
clearances in hydraulic components at zero overlap, a small opening and a small overlap lengths, which 
leads to the formation of insufficiently precise mathematical models. In order to determine flow through 
radial clearances at zero overlap, it is necessary to determine the discharge coefficient as a function of 
Reynolds number. 
In this paper model description of fluid flow through radial clearances at zero overlap is developed and 
the experimental verification of the mathematical model is performed. 

Keywords: Control Hydraulic Components, Radial Clearances, Discharge Coefficient, Lengths of 
Overlap, Thermodynamic Change of State of the Fluid 

1. Introductory remarks on fluid flow through small orifices 
The equation for flow rate through the orifices is derived from the Bernoulli s equation and continuity 
equation, assuming that the fluid is incompressible and turbulent flow [1] 
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– is the velocity coefficient, 

v – is the velocity of fluid in the section “vena contracta”, 

m
c

AC
A

= – is the contraction coefficient, 

Am – is the cross-sectional area of the fluid stream in the section “vena contracta”, 
AD – is the cross-sectional area of the tube in front of the orifice, 
pD – is the pressure in front of the orifice, 
pm – is the pressure in the section “vena contracta”. 
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Figure 1. Fluid flow through a sharp-edged orifice  

As AD is much higher than A, it can be said that the discharge coefficient Cd is almost equal to the product of 
velocity coefficient Cv and contraction coefficient Cc, i.e. 

 d v cC C C= . (3) 

2. Model to determine the discharge coefficient through the radial clearance at 
zero overlap 
From the literature, it is well known that there is a transition in a plot of discharge coefficient in the function 
of Re  from being proportional to the square root of the Reynolds number Re (at low Reynolds number), to 
being constant at high Reynolds number Re. Although the curve shapes vary as the orifice geometry varies, 
they can be approximated by an empirical model as an exponential function [2] 

 
Re

1 dC
d dC C e

δ

∞
−

∞

 
= −  

 
, (4) 

where: 
Cd∞ - is the turbulent discharge coefficient, 
δ – is the laminar discharge coefficient. 
Equation (4) is simple and the two parameters have a clear physical interpretation. Discharge coefficient Cd 
converges to Cd∞ for high Reynolds numbers, while δ is called as “laminar discharge coefficient” because 
equation (4) can be approximated by 

 RedC δ= , (5) 

at very small Reynolds numbers 
Re 0Re

dC
δ

=

 ∂
=  ∂ 

. Model (4) is suitable for determining the discharge 

coefficient curve at a sharp-edged orifice. 
However, equation (4) cannot always be satisfied for a variety of orifices with different geometries, 
especially when fitting the transition from the laminar flow to turbulent flow. Therefore, another form of the 
discharge coefficient is proposed as [2] 

 
1 2Re Re

1 d dC C
d dC C ae be

δ δ

∞ ∞
− −

∞

 
= + +  

 
. (6) 

where the parameters Cd∞, a, b, δ1 and δ2 are specific flow dependent coefficients to be determined. 
Equation (4) can be applied to most types of orifice. 
The method of the experimental determination of the discharge coefficient Cd, and the corresponding 
Reynolds number Re, for flow through radial clearances at zero overlap is based on the general flow 
equations: 
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where: 
Q is the actual flow rate through the clearance (determined experimentally),  
Qtmax is the maximum theoretical flow rate,  

rr wccdA =π=  is cross-sectional area of the orifice,  

Δp is the pressure drop through the orifice,  
2h rD c=  is the hydraulic diameter,  

ρ is the fluid density and 
μ is the dynamic viscosity of fluid. 

 
Figure 2. Fluid flow through radial clearance 

At zero overlap, the length of the overlap is 0L = . 

 
Figure 3. Cross sectional of the radial clearance 

2.1. The identification of unknown parameters of the mathematical model 
The function describing the change of the discharge coefficient as a function of the root of the Reynolds 
number is given by equation (6). 
Based on previous knowledge of the problems of fluid flow through the orifices, Cd∞ coefficient can be 
determined experimentally by performing a larger number of experiments at high values of Reynolds 
numbers (since the discharge coefficient is constant in turbulent flow). With Cd∞ known, it remains to 
determine the remaining four unknown parameters of the mathematical model a, b, δ1 and δ2, using the 
method of least squares.  
The root of the Reynolds number is the independent variable. 
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The difference between model predictions and values obtained by measurements can be described by the 
following function 

 
1 2
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Re Re
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1 1
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j j
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δ δ
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− −
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∑ . (9) 

were Cdj is the experimental discharge coefficient at point Reynolds number Rej. 
Graphic, every member in the equation (9) represents the square of the vertical distance between the curve 

( )1 1, , , ; RedC a b δ δ  (plotted as a function of Re ) and point ( )Re ,j djC , as can be seen in the following 

figure. 

 
Figure 4. Deviations between models (smooth curve) and measured values (indicated by vertical dashed lines) 

The parameters a, b, δ1 and δ2 are chosen such that the function (9) has a minimum value. 

3. Laminar flow through radial clearances at zero overlap  
The equation for flow through clearances 

 
2 2

d d r
p pQ C A C d cπ

ρ ρ
∆ ∆

= =  (10) 

can be applied to both turbulent and laminar flow. 
The flow through the clearances, for zero overlap, is often laminar, the Reynolds number for the flow 
through an orifice is very small and the discharge coefficient can be approximated by linearized model 

 RedC δ= . (11) 

Reynolds number for the flow through the clearances given in the form 
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Substituting equation (12) into equation (11) gives 
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Substituting (13) into equation (10) gives 
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or 
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Squaring both sides of the equation (15) gives the equation for laminar flow through the radial clearance. 

 
2 24 rc d pQ δ π
µ

∆
= . (16) 

From equation (16) can be seen that the flow rate through the radial clearance for laminar flow and zero 
overlap is proportional to the square of radial clearance 2

rc , unlike turbulent flow in which the flow rate is 
proportional to cr. 

In the long radial clearance the flow rate is proportional to the third degree of radial clearance 3
rc . [1] 

4. The Influence of Thermodynamic State on the Value of Viscosity of Hydraulic 
Oil 
The most important physical property of hydraulic oil, which has fundamental importance for studying of 
hydraulic components and systems efficiency, is viscosity. 
The optimal viscosity of hydraulic oil for a hydraulic system is a compromise between the lubrication 
requirements and the mechanical and volumetric efficiency. [1] 
The coefficient of viscosity of hydraulic oils varies considerably with the change of temperature and pressure, and 
those changes affect the flow through radial clearances. 

4.1. Temperature Dependence of Viscosity 
The viscosity of hydraulic and lubricating oil is extremely sensitive to the operating temperature. With 
increasing temperature the viscosity of oils falls rapidly. 
The oil viscosity at a specific temperature can be either calculated from the viscosity-temperature equations 
or obtained from the viscosity-temperature ASTM chart. 
Mineral base oils for hydraulic fluids are normally composed of complex hydrocarbon molecules. According 
to dominant presence of specific hydrocarbons in crude oil, mineral oils are divided as follows: paraffinic, 
naphthenic and mixed oils. Hydraulic oils, almost on the whole, are based on highly refined paraffinic oils. 
Naphthenic oils are very rarely used as hydraulic oils, due to reduced availability. [3] 
As paraffinic mineral oils are the most widely spread hydraulic oils (about 90% used hydraulic fluids), the 
following analysis of influence of temperature and pressure on dynamic viscosity, is applied on this type of 
oil. 
There are several viscosity-temperature equations. Some of them are purely empirical whereas others are 
derived from theoretical models. The most commonly used equations are given in Table 1. [4] 
Among them the most accurate is the Vogel equation. Three viscosity measurements at different 
temperatures for specific oil are needed in order to determine the three constants in this equation. 
Apart from being very accurate the Vogel equation is useful in numerical analysis. [4] 
Table 1. Viscosity-temperature equations 

Name Equation Comments 

Reynolds 0
AaTbeµ −=   Early equation; accurate only for a very limited temperature range 

Slotte ( )0 c
A

a
b T

µ =
+  

 Reasonable; useful in numerical analysis 

Walther ( )
1

0

c
ATa bdν + =  Forms the basis of the ASTM viscosity-temperature chart 

Vogel ( )
0

A

b
T caeµ −=   

Most accurate; very useful in engineering calculations 
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where: 
a, b, c, d – are constants; 
ν0 – is the kinematic viscosity at the atmospheric pressure [m2/s]; 
µ0 – is the dynamic viscosity at the atmospheric pressure [Pas]; 
TA – is the absolute temperature [K]. 
In this paper, Vogel equation is used for calculation of numerical values of dynamic viscosity at specific 
temperature. 
Density of oil, at specific temperature and atmospheric pressure, can be calculated by using experimental 
measured value of density at the temperature of 15oC and volume-temperature expansion coefficient, αp, for 
the same temperature [3] 

 ( ) ( )15 15 p15 1515 1 0.0007 15 .ρ ρ ρ α Τ ρ Τ= − − =  − −    (17) 

Table 2. Kinematic viscosity of testing hydraulic oil, at the three different temperatures and atmospheric pressure, and 
density of oil at the temperature of 15°C [3] 

 HM 32 HM 46 HM 68 HVL 46 

ρ(15°C) [g/cm3] 0.879 0.883 0.887 0.879 

ν0(20.5°C) [mm2/s] 80.13 146.92 217.37 123.88 

ν0(40°C) [mm2/s] 30.32 48.5 71.53 47.26 

ν0(100°C) [mm2/s] 5.24 6.89 8.8 8.24 
IV 101 96 94 149 

For known values of kinematic viscosity and density, at specific temperature, value of dynamic viscosity is 
given by the equation 
 μ ν ρ=0 0 . (18) 

Table 3 Dynamic viscosity of testing hydraulic oil, at the three different temperatures and atmospheric pressure, 
calculated by using equation (18) 

 HM 32 HM 46 HM 68 HVL 46 

( )
2

0 20.5
10o C

µ ⋅  [Pas] 7.016 12.57 19.28 10.8469 

( )
2

0 40
10o C

µ ⋅  [Pas] 2.62 4.21 6.234 4.0814 

( )
2

0 100
10o C

µ ⋅  [Pas] 0.433 0.572 0.734 0.6812 

Based on data from Table 3, constants a, b, c, of testing hydraulic oil, from Vogel equation, are calculated 
and given in Table 4.  
Table 4 Constants from Vogel equation for testing hydraulic oil [2] 

 HM 32 HM 46 HM 68 HVL 46 
a 0.0000736317 0.0000633361 0.0000389689 0.000116198 
b 797.7122 879.7742 1083.913 799.7249 
c 177.3562 177.7865 166.2304 176.7128 

4.2. Pressure Dependence of Viscosity 
Viscosity of oil increases with growth of pressure. Chemical composition greatly influences the viscosity-
pressure characteristic of a hydraulic fluid. 
The best known equation, which describes viscosity-pressure behavior of hydraulic fluids, is Barus equation: 
[5] 
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 0
pμ μ eα= , (19) 

where: 
µ – is the dynamic viscosity at the pressure 'p' [Pas]; 
µ0 – is the dynamic viscosity at the atmospheric pressure [Pas]; 
α – pressure-viscosity coefficient, which depends on pressure and temperature [1/Pas]. 
To adopt experimental data by a mathematical model, the so-called “Modulus Equation” was used. 
“Modulus Equation” is based on Barus equation. The model comprises the pressure, p [bar], and 
temperature, T [°C], dependence on the dynamic viscosity [3] 

 ( ) ( )1 2 1 2
0,

p
a a T b b T pp T eµ µ
 
 

+ + +  = . (20) 

Dependence pressure-viscosity coefficient, α, of pressure and temperature is given by equation [3] 

 ( ) ( )
0

1 2 1 2

1

a

ln μ ln μα p,T
p p a a T b b T p
−

= =
− + + +

. (21) 

The parameters a1, a2, b1, b2 represent the oil behavior and have to be calculated from experimental data. In 
accordance with the data given by the hydraulic oil producers ([3]), constants from equation (21) are 
calculated by using the method for identifying unknown parameters of the mathematical model. 
Table 5. Parameter values for pressure-viscosity coefficient, α [3] 

 a1 [bar] a2 [bar/°C] b1 b2 [1/°C] 
Hydraulic oil of paraffinic base structure 334 3.2557 0.026266 0.000315 

 
Figure 5. Pressure-viscosity coefficient of hydraulic oil of paraffinic base structure ((a) p=pa, (b) p=500 bar, (c) 

p=1000 bar, (d) p=2000 bar) 

4.3 Dynamic Viscosity as a Function of Temperature and Pressure for Mineral Hydraulic Oils 
After replacing µ0 in equation (19), by Vogel equation to describe temperature dependence at atmospheric 
pressure, 

 ( ) ( )273.15
0

b
T cT aeµ µ

 
 

+ −  = = , (22) 

an equation is obtained with seven unknown parameters a, b, c, a1, a2, b1, b2, 

 ( ) ( ) ( )1 2 1 2273.15,
b p

T c a a T b b T pp T ae eµ
   
   

+ − + + +      = . (23) 

The pressures, in hydraulic systems, are usually smaller than 400 bar, and it results with 
( )1 2 1 2a a T b b T p+ >> + . Thus, equation (23) can be simplified and the number of unknown parameters can 

be reduced to five 

796



 ( ) ( ) 1 2273.15,
b p

T c a a Tp T ae eµ
   
   + − +    = . (24) 

Therefore, for mineral hydraulic oils of paraffinic base structure, pressure viscosity coefficient α can be 
calculated by using the following formula 

 ( ) -1

1 2

1 1    bar
334 3 2557

T
a a T . T

 α = =  + + ⋅
. (24) 

Values of dynamic viscosity are calculated by using the data from Tables 4 and 5, and the chart is given for 
mineral oil HM 46 (Figure 6). 
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Figure 6. Change of dynamic viscosity of mineral hydraulic oil HM 46 as a function of temperature and pressure 

The demand for highly efficient hydraulic systems is permanently increasing. Because of that, the need for 
accurate mathematical modeling of fluid behavior is increasing, too. 
In this paper, a mathematical model for calculating dynamic viscosity is given for mineral hydraulic oils, as a 
function of temperature and pressure. It is shown that neglecting influence of working pressure can lead to 
significant mistakes at calculating the value of dynamic viscosity of hydraulic oils. The value of mistake is 
increasing with growth of pressure and decrease of temperature. 
Model (23), or (24), is very useful for the analysis of flow of hydraulic oil through clearances into hydraulic 
components, especially in hydraulic components of automation control (servo valve, LS compensator, etc.). 
[1] 
The parameters in model (23), or (24), represent fluid behavior and have to be calculated from experimental 
data for each one of the oils used separately. However, for engineering applications and ISO viscosity 
gradations and types (HM and HV), previously calculated values of parameters can be used with very 
satisfactory accuracy. [1] 

5. Zero overlap – experimental determination of the discharge coefficient  
For different types of hydraulic oil and different operating conditions (pressure, temperature), discharge 
coefficient and the corresponding Reynolds number is experimentally determined. Each point in Figure 7 is 
obtained as the mean value of 2 to 4 measurements under the same operating conditions. 
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Figure 7. Experimentally determined values of discharge coefficient at zero overlap 

The experimental data, shown in Figure 7, are given in the following table. 
Table 6. Experimentally determined values of discharge coefficient at zero overlap 

Re  0 2.036 2.2757 2.941 2.981 3.462 4.113 4.579 4.834 

Cd 0 0.171 0.2082 0.229 0.263 0.27 0.3087 0.312 0.35 
 

Re  6 6.63 7.51 7.621 8.11 8.12 9.98 10.4 10.67 

Cd 0.383 0.39 0.44 0.45 0.47 0.46 0.5 0.5426 0.5404 
 

Re  10.886 11.2 13.259 13.0513 13.0772 20 35 36.93 

Cd 0.52 0.5619 0.582 0.5951 0.6 0.63 0.63 0.63 

6. Zero overlap 
Paragraph 2 presents a method for identification of unknown parameters of the mathematical model which 
determines the discharge coefficient Cd through the radial clearance at zero overlap. 
The function describing the change of discharge coefficient as a function of the root Reynolds number, is 
given by equation (6). 

 
1 2Re Re

1 d dC C
d dC C ae be

δ δ

∞ ∞
− −

∞

 
= + +  

 
. (25) 

is the turbulent discharge coefficient 
Parameter ∞dC  represents the value of discharge coefficient in a turbulent area of flow. Its value has been 
experimentally determined (by performing experiments with water, at high values of Re number) and it is 
0.63 (Table 7). With the known value ∞dC , equation (6) can be simplified and written in the form 

 
1 2Re Re

0.63 1 d dC C
dC ae be

δ δ

∞ ∞
− − 

= + +  
 

. (26) 

It is still necessary to determine the remaining four unknown parameters of the mathematical a, b, δ1 and δ2.  
Table 6 provides experimental data to determine the discharge coefficient as a function of the Reynolds 
number. 
Each set of experimental data is obtained as the average value of 2 to 4 measurements. 
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By applying the method of Gauss-Newton the parameters of the mathematical model are obtained, as 
presented in Table 7. 
Table 7. The parameters of the mathematical model for discharge coefficient through the radial clearances at zero 
overlap 

a b δ1 δ2 

-2 1 0,1388 0,1917 

By using these parameters, an empirical model for the discharge coefficient (6) takes the form 

 ( )0.22 Re 0.304 Re0.63 1 2dC e be− −= − + . (27) 

The curve of the discharge coefficient (graph of function 27) is shown in Figure 8. 
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Figure 8. Discharge coefficient for the radial clearance at zero overlap  

7. Determination of flow rate through the radial clearance at zero overlap 
Using Equation 27, or curve of the discharge coefficient (Figure 8) for calculation of flow rate of hydraulic 
fluid through radial clearances at zero overlap, an iterative process (application of the method of 
approximation) is required. The reason for this is that the flow rate Q depends on the discharge coefficient 
Cd (which is a function of the Reynolds number), and the Reynolds number depends on the flow rate. 
By using equation (27), for the flow of hydraulic fluid through radial clearances at zero overlap, the equation 
for flow rate through orifices (10), may be written in the form  

 ( )0.22 Re 0.304 Re 20.63 1 2 r
pQ e be d cπ

ρ
− − ∆

= − + . (28) 

If the pressure at the outlet of the clearance is atmospheric, then p∆  can be written instead p0 in equation 
(28). 
Reynolds number as a function of flow is 

 022Re r Qvc
d
ρ

ν πµ
= = . (29) 

The dynamic viscosity μ which exists in the equation (29) is determined by equation (24) 

( )
0

1 2 0273.15
0

b p
T c a a T pae e eαµ µ

   
   + − +    = = , 

where: 
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μ0 – is the dynamic viscosity of the hydraulic fluid at a working temperature (at the entrance of the 
clearance), 
α – is the pressure-viscosity coefficient, 
p0 – is the pressure in the hydraulic fluid at the entrance of the clearance. 
Determination of flow rate through the radial clearance at zero overlap, by using the method of 
approximation, can be done in the following steps: 

1. Assume the turbulent flow and discharge coefficient 0.63d dC C ∞= = . 

2. With this value of discharge coefficient Cd, ( )0
0Q  is calculated, and based on it ( )0Re . 

3. Calculated ( )0Re again be included into the equation for the flow rate (28) and receives the flow rate 
( )1
0Q , on the basis of which ( )1Re  will be recalculated. 

4. The process is repeated until the difference between two last values of the flow rate is acceptably 
small ( 0, 0, 1 0n nQ Q −− ≈ ). 

a. Example of determination of flow rate through the radial clearance at zero overlap 
Experimental data: 
Hydraulic fluid: Mineral oil HM46, 

The mean diameter: 2 1 10.012 9.978 9.995 mm = 0.009995 m
2 2

d dd + +
= = = , 

Radial clearance: 17 μmrc = , 
Temperature of oil: C2.420 °=T , 

Density at a temperature of 15°C: 3
15 883 kg mρ = , 

Density at working temperature: ( ) 3883 1 0.0007 42.2 15 866.2 kg mρ = ⋅  − ⋅ −  =   (formula 17), 

Working pressure: 0 38 barp = , 
Dynamic viscosity at the atmospheric pressure: 0 0.037944 Pa sµ = ⋅  (Vogel equation), 
Pressure-viscosity coefficient: 

1
0

1 2

1 1 0.0021214 bar
334 3.2557 42.2a a T

α −= = =
+ + ⋅

 (formula 25). 

Solution: 

1. For 0.63dC = , flow rate through clearance is  

( )
5

0 6
0

2 2 38 100.63 0.63 0.009995 17 10
866.2r

pQ d cπ π
ρ

−∆ ⋅ ⋅
= = ⋅ ⋅ ⋅ ⋅ ⋅   

( )0 6 3
0 31.5 10  m s  = 1.89  L minQ −= ⋅   

0 0 0.0021214 38
0 0.037944 0.04113 Pa spe eαµ µ ⋅= = ⋅ = ⋅   

( )
6

0 2 2 866.2 31.5 10Re 42.254
0.009995 0.04113

Q
d
ρ
πµ π

−⋅ ⋅ ⋅
= = =

⋅ ⋅
  

2. ( ) ( )
5

1 0.22 42.254 0.304 42.254 6
0

2 38 100.63 1 2 0.00995 17 10
866.2

Q e e π− ⋅ − ⋅ − ⋅ ⋅
= ⋅ − ⋅ + ⋅ ⋅ ⋅ ⋅ ⋅   

( )1 6 3
0 20.697 10  m s 1.242 L minQ −= ⋅ =   

( )
6

1 2 2 866.2 20.721 10Re 27.763
0.009995 0.04113

Q
d
ρ
πµ π

−⋅ ⋅ ⋅
= = =

⋅ ⋅
  

3. ( )2 6 3
0 18 10  m s 1.08 L minQ −= ⋅ =   
( )1Re 24.1173=   
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4. ( )3 6 3
0 17.1156 10  m s 1.027 L minQ −= ⋅ =   
( )1Re 22.96=   

5. ( )4 6 3
0 16.81 10  m s 1.01 L minQ −= ⋅ =   

Since ( ) ( )4 3
0 0 0.017 L minQ Q− = , and the solution converge quickly, it can be accepted that the flow rate is 

0 1.01 L minQ = , 

Re 22.96 4.79= = .  

Discharge coefficient for this example is  

( )0.22 22.96 0.304 22.960.63 1 2 0.338dC e e− ⋅ − ⋅= ⋅ − ⋅ + = . 

Experimentally determined values are: 

0.35 and Re 4.834dC = =  (Table 6) 

Experimentally measured value of flow rate for the given clearance at zero overlap is 
0 1.04 L minQ = . 

8. Conclusions 
The clearances (and throttles) in different construction forms are applied in all hydraulic control and 
operating elements, and that shows that the research, which is the subject of this paper, is very important. 
This paper: 

– Gives a detailed description of changes of viscosity of hydraulic fluid with the change of pressure and  
temperature. It is shown that precise mathematical modeling of fluid properties is necessary for 
accurate modeling of phenomena within hydraulic components. 

– Gives the equation for determining the discharge coefficient at zero overlap between the piston and the 
body (cylinder), as a function of the Reynolds number. It should be noted that the Reynolds number is 
calculated by taking into account the change of dynamic viscosity of hydraulic fluid with change of 
temperature and working pressure. Calculating the Reynolds number, previous studies have ignored 
the impact of pressure on viscosity, which is why the experimental data in the diagram of the 
discharge coefficient showed greater dissipation. 

– Gives a mathematical model for determining the flow rate through radial clearances inside hydraulic 
components at zero overlap. Such a model is very important for research into hydraulic control 
components (hydraulic servo distributors, LS regulators, pilot valves, etc). 

The results obtained by using the developed mathematical model presented in this paper, showed excellent 
agreement with experimental results. 
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A Numerical Study on Laminar Forced Convection of ZnO-Ethylene 
Glycol Nanofluid in a Trapezoidal Microchannel 

Cuneyt Uysala, Kamil Arslanb and Huseyin Kurtc 

a,b,c Mechanical Engineering Department, Faculty of Engineering, Karabuk University, Karabuk, TR. 
a(cuneytuysal@karabuk.edu.tr), b(kamilarslan@karabuk.edu.tr), c(hkurt@karabuk.edu.tr).   

Abstract: Laminar forced convective heat transfer and fluid flow characteristics of ZnO-Ethylene glycol 
(EG) nanofluid flow through trapezoidal microchannel were numerically studied. Nanofluid flow was 
considered under single-phase, three-dimensional, steady-state, incompressible, thermally developing, 
laminar flow conditions. To discretize the governing equations, finite volume method was used. The 
numerical calculations were performed for different nanoparticle volume fractions (ϕ = 1.0-4.0 %). As a 
result, convective heat transfer coefficient increases with increase in nanoparticle volume fraction, while 
the Nusselt number decreases with increase in nanoparticle volume fraction. Moreover, pressure drop 
increases with increase in nanoparticle volume fraction, while Darcy friction factor is not affected by 
increase in nanoparticle volume fraction.  

Keywords: Darcy Friction Factor, Microchannel, Nusselt Number, ZnO-EG Nanofluid. 

1. Introduction 
Rapidly growth in technology made possible the producing of advanced electronic devices having small 
sizes and high capacity. This situation caused to the overheating of electronic devices. Therefore, different 
approaches were applied to solve this overheating problem. The enhancement of heat transport properties of 
working fluid is the one of these approaches.  
To enhance the heat transport properties of fluids, metallic or non-metallic nano-sized particles are dispersed 
into the conventional working fluid. The fluids produced by this method are called as nanofluids. The 
nanofluid term was firstly introduced by Choi [1] in 1995. Several studies have been performed on 
nanofluids to define their thermophysical properties and determine their fluid flow and heat transfer 
characteristics.  
Chen and Ding [2] investigated the effect of inertia effect of γ Al2O3-water nanofluid though rectangular 
microchannel on thermal resistance and temperature difference. The results were in good agreement with the 
experimental data when the inertia effect was considered. Jung et al. [3] investigated the convective heat 
transfer coefficient and friction factor of Al2O3-water and Al2O3-water(50%)/EG(50%) nanofluids though 
rectangular microchannel. They reported that the maximum convective heat transfer enhancement is obtained 
to be 32% for 1.8% Al2O3-water nanofluid and the friction factor is not affected by nanoparticle addition. 
They also proposed a Nusselt number correlation. Fani et al. [4] numerically studied the thermal performance 
and pressure drop of CuO-water nanofluid in a trapezoidal microchannel. The pressure drop increases with 
increase in nanoparticle diameter, while the heat transfer decreases. Tsai and Chein [5] studied the thermal 
performance of Cu-water and CNT-water nanofluids in a microchannel. They found that nanofluid usage 
does not affect the thermal resistance in the case of higher values of porosity and channel aspect ratio than 
the optimum porosity and optimum channel aspect ratio values.  Lelea [6] performed the numerical modeling 
of conjugate heat transfer and fluid flow of Al2O3-water nanofluid with viscous dissipation effect though 
rectangular microchannel. Ijam et al. [7] found that Al2O3 nanofluid has higher pressure drop and heat 
transfer coefficient than TiO2 nanofluid at same conditions. Mohammed et al. [8] investigated the fluid flow 
and heat transfer characteristics of different nanofluid types in a triangular microchannel. The diamond-water 
nanofluid has the highest overall heat transfer enhancement, while Ag-water nanofluid has the lowest 
pressure drop. 
Vajjha and Das [9] investigated the specific heat of Al2O3-EG(60%)/water(40%), ZnO-
EG(60%)/water(40%),  SiO2- EG(60%)/water(40%) nanofluids and proposed  a correlation to determine the 
specific heat of nanofluids. Esfe and Saedodin [10, 11] measured the thermal conductivity and viscosity of 
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ZnO-EG nanofluid. Suganthi et al. [12] reported that ZnO-EG and ZnO-EG/water nanofluids have better 
heat absorption characteristics compared with their base fluids. Yu et al. [13] investigated the thermal 
conductivity and viscosity of ZnO-EG nanofluid. They found that in low volume concentrations of ZnO-EG 
nanofluid showed Newtonian behavior, while higher volume concentrations it showed shear-thinning 
behavior. Prajapati et al. [14] found that the heat transfer coefficient increases with increase in ZnO 
nanoparticle addition to pure water. Salman et al. [15] reported that the highest Nusselt number was obtained 
for SiO2-EG nanofluid and followed it ZnO-EG, CuO-EG, Al2O3-EG and pure EG.  
The laminar fluid flow and forced convection heat transfer of ZnO-EG nanofluid having different 
nanoparticle volume fractions though trapezoidal microchannel was numerically studied. Convective heat 
transfer coefficient, Nusselt number, pressure drop, Darcy friction factor and Poiseuille number values for 
ZnO-EG nanofluid flow in a trapezoidal microchannel were determined. It is obtained from numerical 
calculations that ZnO-EG nanofluid as a working fluid has an advantage in heat transfer applications because 
of their lower thermal resistance at a given pumping power. 
 

2. Numerical procedures 

2.1. Model description 
Schematic diagram of the trapezoidal microchannel is illustrated in Figure 1. Sidewall angle of microchannel 
is defined to be 75º. Hydraulic diameter and length of microchannel is 150 µm and 5 cm, respectively. 
Hydraulic diameter of the microchannel was determined by following equation: 
 

b t
h

b t

2H(W W )4AD
P (W W 2C )

+
= =

+ +
                                                                (1)

           
where C=H/sinƟ. Other geometrical parameters of microchannel are given in Table 1. 
 

 
Figure 1. Schematic diagram of trapezoidal microchannel. 

 

Table 1. Dimensions of trapezoidal microchannel 

Ɵ (º) Dh (µm) L (cm) Wt (µm) Wb (µm) H (µm) C (µm) 

75 150 5 337.26 283.86 100 103.52 

 

2.2. Governing equations 
Fluid flow containing infinitesimal solid particles less than 100 nm can be modeled as single-phase flow 
[16]. Therefore, the single-phase model was used to model the ZnO-EG nanofluid flow in this study. The 
following assumptions were also adopted for this study: (i) Both heat transfer and fluid flow in microchannel 
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are in three dimensional and steady-state; (ii) fluid flow is incompressible and laminar; (iii) the physical 
properties of nanofluid, such as density, specific heat, thermal conductivity are taken as temperature 
independent; and (iv) the buoyancy effect, viscous dissipation and radiation heat transfer are negligible. The 
governing equations for single-phase model can be written as follows under mentioned above assumptions: 
 

Continuity Equation:        0U V W
X Y Z
∂ ∂ ∂

+ + =
∂ ∂ ∂

                                                     (2) 

x-Momentum Equation:             
2 2 2

2 2 2

1U U U dP U U UU V W
X Y Z dX Re X Y Z

 ∂ ∂ ∂ ∂ ∂ ∂ + + = − + + +  ∂ ∂ ∂ ∂ ∂ ∂   
                              (3) 

y-Momentum Equation:             
2 2 2

2 2 2

1V V V dP V V VU V W
X Y Z dY Re X Y Z

 ∂ ∂ ∂ ∂ ∂ ∂ + + = − + + +  ∂ ∂ ∂ ∂ ∂ ∂   
                                 (4) 

z-Momentum Equation:            
2 2 2

2 2 2

1W W W dP W W WU V W
X Y Z dZ Re X Y Z

 ∂ ∂ ∂ ∂ ∂ ∂ + + = − + + +  ∂ ∂ ∂ ∂ ∂ ∂   
                            (5) 

Energy Equation:             
2 2 2

2 2 2

1
.

U V W
X Y Z Re Pr X Y Z
θ θ θ θ θ θ ∂ ∂ ∂ ∂ ∂ ∂ + + = + +  ∂ ∂ ∂ ∂ ∂ ∂   

                        (6) 

 
where, U, V, and W are the dimensionless velocity components, Re is the Reynolds number, Pr is the Prandtl 
number, P is the dimensionless pressure and θ is the dimensionless temperature. 
In the above equations, the following dimensionless parameters are used: 
 

,  ,  ,  ,  ,   ,
h h h in in in

x y z u v wX Y Z U V W
D D D u u u

= = = = = = and in

w in

T T
T T

θ
−

=
−

 

 
where, x, y and z [m] are Cartesian coordinates; u, v, and w [m/s] are the velocity components, Dh [m] is the 
hydraulic diameter of the microchannel, Tw [K] is the surface temperature of the heated section of the 
microchannel, uin [m/s] and Tin [K] are the inlet velocity and inlet temperature of nanofluid to microchannel, 
respectively. 
To solve the continuity, momentum and energy equations, the boundary conditions are required. The no-slip 
conditions were imposed at the surfaces of the microchannel. The fixed heat flux ( ''q ) of 10000 W/m2 was 
applied to the bottom and side surfaces of microchannel. The top surface of microchannel was assumed as 
insulated. Pressure outlet boundary condition was used at the exit of the microchannel. The boundary 
conditions used in this study were given below in detail: 
Boundary conditions at the inlet:  1, 0U θ= =     

At the outlet:     0outP P= =  (gage) 

At the fluid-solid interface:           0, , s
s sU k k

n n
θ θθ θ
∂ ∂

= = − = −
∂ ∂

  

At the bottom and side surfaces:  θ∂′′ = −
∂

s
w sq k

n
  

At the top surface:                        '' 0wq =   

 

2.3. Thermophysical properties of nanofluid 
The governing equations are containing some terms related to thermophysical properties of fluid. Therefore, 
to able to solve the governing equations, the thermophysical properties of nanofluid should be defined.  
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Density and specific heat of ZnO-EG nanofluid can be calculated by using following equations which are 
based on classical mixture theory, respectively:  
 

                                                                ( )1nf f npρ ϕ ρ ϕρ= − +                                                                    (7) 

      ( )( ) 1 ( ) ( )P nf P f P npC C Cρ ϕ ρ ϕ ρ= − +      (8) 

 

where ρ [kg/m3] and Cp [kJ/kg.K] are the density and the specific heat, respectively. ϕ  is the nanoparticle 
volume fraction. The subscript nf, np, f are denotes nanofluid, nanoparticle and fluid.  
Thermal conductivity of ZnO-EG nanofluid can be determined by the following correlation proposed by 
Suganthi et al. [12]. 

 

       [1 3 (1 )]nf bfk kϕ β= + +                                                             (9) 

 
where β is the ratio of thickness of liquid layer to the radius of nanoparticle and can be taken to be 0.407 at 
300 K [12]. 
The viscosity of ZnO-EG nanofluid can be calculated by the following correlation proposed by Esfe and 
Saedodin [10]. 
 

                                      2
nf bf[0.9118 exp( 5.49 0.00001359T ) 0.0303lnT ]µ ϕ µ= − +                                     (10) 

 
where T[oC] is the average nanofluid temperature.  
 

2.4. Numerical procedure 
Finite volume method was used to carry out the numerical computation by solving the governing equations 
along with boundary conditions. The second order upwind scheme is used in the discretization of the 
convective terms in the governing equations. The standard scheme was employed for discretization of 
pressure and the SIMPLE algorithm was used to resolve the coupling between velocity and pressure [17]. 
SIMPLE-code family is based on the spatial integration of the conservation equations over finite control 
volumes. In the discretization of the momentum and energy equations, the Green-Gauss cell based method 
was used. To obtain convergence, the mass, momentum and energy equations were iterated until the residual 
falls below 1x10-6. No convergence problems were observed during the calculations. 
 

2.5. Grid testing and model validation 
The hexahedral mesh distribution was used in the modeling of trapezoidal microchannel. The finer meshes 
were used in the region near to the wall and corner of trapezoidal microchannel to enhance the accuracy of 
solution. The mesh distribution of trapezoidal microchannel is illustrated in Figure 2. 
To invalidate the effect of grid number on the solution, the grid independence test was realized. Six different 
mesh numbers changing from 21700 to 938808 elements were used in the modeling of trapezoidal 
microchannel. Mesh independence was obtained after the model having 579480 elements. Therefore, model 
having mesh distribution of 579480 elements was used as optimum model in the numerical computations.  
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Figure 2. Mesh distribution of the trapezoidal microchannel. 

 

Nusselt number and the Darcy friction factor values obtained by present study were compared with the 
experimental results obtained by Wu and Cheng [18, 19] for the trapezoidal microchannels to validate the 
code. Comparisons of the results obtained by present study with the experimental data are illustrated in 
Figure 3a and 3b. It is seen that results obtained by present study showed good agreement with the 
experimental results. 
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       (a)                    (b)                                      

Figure 3. Comparison of results obtained by present study with the experimental data obtained by Wu and Cheng for 
(a) the Nusselt number and (b) the Darcy friction factor. 

                      

3. Results and discussions 
The fluid flow and forced convective heat transfer of ZnO-EG nanofluid having different nanoparticle 
volume fractions (ϕ = 1.0-4.0 %) through trapezoidal microchannel were numerically investigated under 
laminar flow condition. Reynolds number is in the range of 100 to 1000. Fixed heat flux of 10000 W/m2 is 
applied to the bottom and side surfaces of microchannel.  

3.1. Temperature distribution 
Variation of dimensionless temperature with dimensionless axial distance of trapezoidal microchannel for 
different nanoparticle volume fractions at Re=100 and Re=1000 are shown in Figure 4a and 4b, respectively. 
As can be seen from Figure 4a and 4b, the dimensionless temperature values increase with increasing 
nanoparticle volume fraction. ZnO nanoparticle addition to pure EG decreases both the nanofluid 
temperature and the wall temperature of microchannel. However, decrease in wall temperature is higher than 
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that of nanofluid temperature. Therefore, ZnO nanoparticle addition to pure EG increases the dimensionless 
temperature.  

X

0 50 100 150 200 250 300 350



0,00

0,02

0,04

0,06

0,08

0,10

0,12

0,14

0,16

0,18

0,20

0,22

EG 
1.0% ZnO-EG 
2.0% ZnO-EG 
3.0% ZnO-EG 
4.0% ZnO-EG 

X

0 50 100 150 200 250 300 350



0,00

0,01

0,02

0,03

0,04

0,05

EG 
1.0% ZnO-EG 
2.0% ZnO-EG 
3.0% ZnO-EG 
4.0% ZnO-EG 

 
        (a)                  (b)                                      

Figure 4. Variation of dimensionless temperature along with dimensionless axial distance of microchannel for different 
nanoparticle volume fractions  

(a) at Re=100 and (b) at Re=1000. 
 

It was also observed that the dimensionless temperature values obtained for Re=100 are higher than that of 
Re=1000 due to the fact that the temperature values decrease with increasing the Reynolds number.  
 

3.2. Convective heat transfer coefficient 
Convective heat transfer coefficient can be defined as follows; 
 

                                                                        
.

P outlet inlet

s w b

mC (T T )
h

A (T T )
−

=
−

                                                            (11) 

 

where 
.

m  [kg/s] is the mass flow rate, As [m2] is the heated surface area of microchannel. Tw [K] and Tb [K] 
are the wall temperature of microchannel and bulk temperature of nanofluid, respectively. 
Variation of convective heat transfer coefficient with the Reynolds number is illustrated in Figure 5 for 
different nanoparticle volume fractions. The convective heat transfer coefficient increases with increasing the 
Reynolds number. It was also found that the convective heat transfer coefficient increases with increase in 
nanoparticle volume fraction. The maximum convective heat transfer coefficient enhancement was obtained 
to be 23.33% for 4.0% ZnO-EG nanofluid at Re=1000.  
Variation of local convective heat transfer coefficient along with the dimensionless axial distance for 
different nanoparticle volume fractions at Re=100 and Re=1000 are shown in Figure 6a and 6b, respectively. 
The local convective heat transfer coefficient values increases with increasing nanoparticle volume fraction. 
It was also found that the local convective heat transfer coefficient values are much higher in the inlet region 
of microchannel. The local convective heat transfer coefficient decreases along with dimensionless axial 
distance. The reduction in convective heat transfer coefficient along with the dimensionless axial distance is 
higher at Re=1000 than at Re=100. 
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Figure 5. Variation of convective heat transfer coefficient with the Reynolds number for different nanoparticle volume 

fractions. 
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Figure 6. Variation of local convective heat transfer coefficient along with dimensionless axial distance of 
microchannel for different nanoparticle volume fractions (a) at Re=100 and (b) at Re=1000. 

 

3.3. Nusselt number 
Nusselt number can be calculated as  
 

                                                                              hhD
Nu

k
=                                                                           (12) 

 
where h [W/(m2K)] is average convective heat transfer coefficient, and k [W/(mK)] is the conductivity of 
nanofluid.  Dh [m] is the hydraulic diameter of microchannel. 
Variation of Nusselt number with the Reynolds number for different nanoparticle volume fractions is 
illustrated in Figure 7. It can be seen from Figure 7, the Nusselt number increases with increasing the 
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Reynolds number. It was also observed that the Nusselt number decreases with increase in nanoparticle 
volume fraction. Increment in conductivity for ZnO nanoparticle addition of 4.0% is calculated to be 
33.41%. However, the increment in convective heat transfer coefficient for ZnO nanoparticle addition of 
4.0% is found to be 23.33%. The increment in conductivity is higher than that of convective heat transfer 
coefficient. Therefore, the ZnO nanoparticle addition to pure EG caused decreasing in the Nusselt number. 
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Figure 7. Variation of Nusselt number with the Reynolds number for different nanoparticle volume fractions. 

 

3.4. Pressure drop 
Change of pressure drop with the Reynolds number for different nanoparticle volume fractions of ZnO-EG 
nanofluid is illustrated in Figure 8. The pressure drop increases with increase in the Reynolds number. It was 
also observed that the ZnO nanoparticles addition to EG increase the pressure drop.  
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Figure 8. Variation of the pressure drop with the Reynolds number for different nanoparticle volume fractions. 
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3.5. Darcy friction factor 
Darcy friction factor is expressed as follows; 
 

                                                                        h
2
in

D Pf 2
L U

∆
ρ

=                                                                      (13) 

 
Variation of Darcy friction factor with the Reynolds number for different nanoparticle volume fractions is 
illustrated in Figure 9. As expected, Darcy friction factor decreases with increasing the Reynolds number. It 
was also observed that the Darcy friction factor is not affected by ZnO nanoparticle addition to pure EG.  
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Figure 9. Variation of Darcy friction factor with the Reynolds number for different nanoparticle volume fractions. 

 
Variation of local Darcy friction factor along with the dimensionless axial distance of microchannel for 
different nanoparticle volume fractions at Re=100 and Re=1000 are shown in Figure 10a and 10b, 
respectively. It was observed that the flow is under hydrodynamically fully developed flow condition. The 
highest local Darcy friction factor values were obtained in the inlet region of microchannel. 
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Figure 10. Variation of local Darcy friction factor along with the dimensionless axial distance of microchannel for 
different nanoparticle volume fractions (a) at Re=100 and (b) at Re=1000. 
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3.6. Poiseuille number 
Poiseuille number is defined as  
 

                                                                             Po f Re=                                                                     (14) 

 
Variation of Poiseuille number with the Reynolds number for different nanoparticle volume fractions is 
illustrated in Figure 11. As can be seen from Figure 11, Poiseuille number increases with increasing the 
Reynolds number.  
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Figure 11. Variation of Poiseuille number with the Reynolds number for different nanoparticle volume fractions. 

 

3.7. Thermal resistance 
Thermal performance of microchannels can be evaluated by thermal resistance and it can be defined as 
follows; 
 

                                                                      w in
th

in

T T
R

Q
−

=                                                                          (15) 

 
where inQ  [W] is the amount of heat transfer to the microchannel. ZnO nanoparticles addition to EG reduce 
the thermal resistance due to decreasing wall temperature of microchannel. Therefore, the lower thermal 
resistance values are obtained for 4.0%ZnO-EG nanofluid. 
Another important parameter used in the performance evaluation of microchannels is pumping power. The 
pumping power required to drive the fluid through microchannel can be calculated as follows; 
 

                                                                          in cW U A P∆=                                                                     (16) 

 
The required pumping power increases with increase in nanoparticle volume fraction. Variation of the 
thermal resistance with pumping power for different nanoparticle volume fractions of ZnO-EG nanofluid is 
illustrated in Figure 12. 
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Figure 12. Variation of thermal resistance with the pumping power for different nanoparticle volume fractions. 

 
As can be seen from Figure 12, the thermal resistance decreases with increasing nanoparticle volume fraction 
of ZnO-EG nanofluid at a given pumping power. 4.0% ZnO-EG nanofluid has the lowest thermal resistance 
at a given pumping power.  
 

Conclusions 

The convective heat transfer characteristics of ZnO-EG for different nanoparticle volume fractions flowing 
though trapezoidal microchannel were numerically investigated. It is obtained from the numerical analyses 
that pressure drop increases with ZnO nanoparticle addition to pure EG. However, the Darcy friction factor 
is not affected by ZnO nanoparticle addition. The convective heat transfer coefficient increases and the 
thermal resistance decreases with increasing ZnO nanoparticle volume fraction; however, the Nusselt 
number decreases with increasing ZnO nanoparticle content of ZnO-EG nanofluid. The reason of this 
reduction in the Nusselt number is higher increment in thermal conductivity compared to thermal convection. 
ZnO-EG nanofluid as a working fluid has an advantage in heat transfer applications because of their lower 
thermal resistance at a given pumping power. However, lower velocity values should be chosen in 
application due to the high viscosity value of EG.   
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Abstract: This paper presents a mathematical model of excavator for analysis impact temperature of the 
excavator hydraulic system to its dynamic stability. Defined model, the members of the kinematic chain 
of excavator are modeled by rigid bodies and actuators (hydraulic cylinder and hydraulic motors) driving 
mechanisms of excavator as elastic-damping elements. The elastic-damping characteristics of the 
actuators are defined depending on the size of the actuator, compressibility and hydraulic oil temperature 
of the excavator hydrostatic drive system. The dynamic-mathematical model of excavator based on the 
Newton-Euler's equations. As an examples, are given the results of the analysis of dynamic stability of 
excavator for different values of hydraulic oil temperature of the excavator hydrostatic drive system.                  

Keywords: hydraulic excavator, dynamic stability 

1. Introduction 
One of the most important parameters of hydraulic excavators is an indicator of stable operation of the 
excavator. International and national standards [3] [4] lays down conditions for testing and the determination 
of the coefficient of static stability and coefficient of hydraulic stability of excavator driving mechanisms. 
Defined stability coefficients are set such limits already in the synthesis of kinematic chain and excavator 
driving mechanisms. Tests have shown that hydraulic excavators, particularly in positions open 
configuration, behave as oscillation system [1][5][6]. In doing so, expressed as elastic members of the 
system occur actuators driving mechanisms of hydraulic excavators in the form of springs that occur due to 
the compressibility of oil in the working volume of the actuator and the lines of the hydrostatic system. This 
paper analyzes impact of the oil temperature of the excavator drive system to its dynamic stability.  

2. Dynamic model of excavators 
When analyzing the dynamic stability of excavators, observed physical model of machines with a kinematic 
chain general configuration consisting of: thrust-motional mechanism L1 (Fig. 1a), revolving member L2, 
boom L3, stick L4 and bucket L5. Members of the kinematic chain excavators build rotary kinematic pairs of 
the fifth class. Members of the kinematic pairs linking, directly or indirectly, with hydraulic actuators: 
hydraulic motor of slewing platform drive Cψ (Fig. 1b) and the hydraulic cylinder of manipulators drive Cα, 
Cβ, Cγ, which is powered hydraulic pumps 3 over the valve 4.  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Hydraulic excavator: a) physical model, b) hydrostatic drive system 
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In relation to the physical model was adopted dynamic mathematical model of excavators with the following 
assumptions: a) mechanical model of excavators is non-conservative system with stationary and ideal 
relations, b) look at the small oscillations of the system for position around the stable equilibrium, c) surface 
reliance of excavators has elastically-damped properties, d) members of the kinematic chain excavators are 
rigid bodies, e) because of compressibility and viscosity of the oil, driving mechanisms of hydraulic 
actuators are elastically damping elements, f) the modulus of compressibility of the hydraulic oil is constant 
for a given pressure and temperature.  
Space model. - Movement adopted dynamic mathematical models of excavators, defines the generalized 
coordinates (Fig.2) [7][8]: 

 { } { }Τγβαψϕ         zq   c=  (1) 

where is: zc - vertical displacement of the center of mass of thrust-motional member, φ - angle of rotation 
around the longitudinal main central axis of inertia O1y1 thrust-motional member, ψ - angle of rotation the 
rotary member about an axis O2Z2 axial bearing, α- angle of rotation the boom of manipulator around the 
axis O3y3 joint that binds to rotating, β - angle of rotation stick of manipulator around the axis O4y4 joint on 
the end of the boom,  γ  - angle of rotation bucket of manipulator around the axis O5y5 joint on the end of the 
stick. 
It is assumed that the generalized coordinates of small size as measured by the position of stable equilibrium 
of the system. It analyzes the critical positions of excavators when the manipulator plane perpendicular to the 
longitudinal plane of thrust-motional member. 
The position of excavator is defined in relation to the stationary (absolute ) coordinate system OXYZ. 
Coordinate start O of absolute system is at the centre of mass of thrust-motional members and the OX axis is 
oriented in the direction transverse the main central axis of inertia of the same member in a position of static 
equilibrium of the system. 
To determine the position of the members of the kinematic chain excavator set the local coordinate systems 
(Fig.2b): 
• O1x1y1z1 - coordinate system linked to the centre of mass O1 thrust-motional members, wherein the 
shifted and rotated with respect to the absolute coordinate system for generalized coordinates zc and φ, 
• O2x2y2z2 - coordinate system linked to the centre of axial bearing O2 of slewing platform, and rotated 
with respect to the coordinate system O1x1y1z1 for generalized coordinates ψ, 
• O3x3y3z3 - coordinate system linked to the centre of joint O3, and rotated for generalized coordinates α 
with respect to the coordinate system O2x2y2z2, 
• O4x4y4z4 - coordinate system linked to the centre of joint O4, and rotated for generalized coordinates β  
with respect to the coordinate system O3x3y3z3, 
• O5x5y5z5 - coordinate system linked to the centre of joint O5, and rotated for generalized coordinates γ 
with respect to the coordinate system O4x4y4z4. 
The position vector rti of the centre of mass of member Li kinematic chain excavator, with respect to 
absolute coordinate system can be expressed in the form: 

 { } { } { } { }ioij

1i

1j
ojoti AA tssr ++= ∑

−

=

 (2) 

where: so- vector deformation of the surface of the model excavator or vector displacement the center of 
mass of thrust-motional members with respect to the absolute coordinate system, sj - the position vector of 
the center joint Oj with respect to the previous joint Oj-1 (intensity vector is the length of the kinematic chain 
members excavator), specified in the local coordinate system, ti - the position vector of the center of mass of 
member Li with respect to center of the joint Oi, Aoj - transition matrix vectors of the local coordinate system 
Ojxjyjzj in the absolute coordinate system [7]. 

3. Differential equations of motion 
To set up differential equations of motion defined mathematical model of excavator used Lagrange's 
equations of the second types: 
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where is: Ek, Ep, Φ - kinetic and potential energy and dissipation function of system. 

3.1 Kinetic energy 
To set a dynamic model excavator kinetic energy of the system expressed by the equation:   
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where is: mi - mass member of kinematic chain excavator, (i=1,…,5),  vti - the absolute velocity of the center 
of mass of the members of the kinematic chain excavator, Jiy,Jiz - the appropriate main central axial moments 
of inertia of members kinematic chain excavator. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Mathematical model of excavator 

s5 t5 

  O4 

O5 

α  kα 

 O3  O2 

  O1  O 

 kψ ,bψ 

  f2 

  bz 

φ 

kz 

 zc 

  a 

  bz kz 

X 

   Z 

  a 

 z1 

 t2 

x1 

  f1 

 bα 
 t3 

 αs 

 αo  s3 

 αt 

x2 
x3 

x2 
 φ 

 kβ 

 bβ t4 
 βt 

 s4 

 βs 

 β 
 βo 

x3 

x4 

kγ 

bγ 

γt 

  γo 

x5 

x4 

γ 

 γs 
m5 

m4 

 m3 

 m2 

 m1 

в) 

 kcγ 

 bcγ 
 L4 

  O4 

 β 

O5 

L5 

  γ 

 bcβ 

 kcβ 

 L3 

 α 

bcα 

 kcα 

 O3 

 O2 

  O1 
 O 

 bcψ, kcψ 

L1 

bz 

φ 

kz 

 zc 

 Z 

bz kz 

 L2 

   X 

  Y 
  y5 

  x3  O5 

  y1 
  y2 

   X 

 bψ  kψ  O2 
 O3 

  y3 
  y4 

  x5  O4 

 ψ 

 m5 

 m4 

 m3 
 m2 

 m1 

 O1 

  x4 

816



Differentiating equation (2) is obtained, in the absolute coordinate system velocity vector vti  center of mass 
of members of the kinematic chain excavator in the matrix form: 

 { } { } { } { } { } { }iojioi

1i

1j
joj

1i

1j
jojoti  A A A A ttsssv  ++++= ∑∑

−

=

−

=  
(5) 

where is: { } { }{ } ojoiijo A,A,,,  tss - derivates appropriate position vector and transient matrix system, with 
assumptions about the small sizes of generalized coordinates qi, introduced approximate equality:cos qi ≈1, 
sinqi ≈ qi, so that the elements aij of the intermediate matrix Aij linearise. 

3.2 Potential energy 
For adopted dynamic model excavator potential energy of the system is determined by the equation: 
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where is: oii z,z  - the current and initial position of the center of mass coordinates members kinematic chain 
excavator, with respect to absolute coordinate system, kz - stiffness of the elastic substrate reliance excavator, 
z11,z12- static deflections of elastic substrate below the thrust-motional member of excavator, kα,kβ,kγ - 
torsion spring stiffness, equivalent to stiffness of elastic of driving mechanisms hydraulic actuator: boom, 
stick and bucket of manipulator, αs,βs,γs - angles static deflection torsion springs: boom, stick and bucket of 
manipulator. 
Neglecting impact of generalized coordinates rotation platform ψ as small size, using approximate equality:  

  ;qqsin ≈ ≈− qcos1 γβα ,,q    
2
qqcos1 ;qqsin

2

=∀≈−≈  (7) 

Elastic effect actuator stiffness kc, in relation to the joint drive mechanism that empowers, replaces the 
equivalent elastic action of the torsion spring (Fig.2), whose stiffness kq determines the equality of virtual 
work  

   , ,,q      k)i(k cq
2M

rqq γβαψ=∀=  (8) 
where is:       - the transfer function of the moment of the drive mechanism. 
Stiffness substrate (land) reliance thrust-motional member excavator is determined by equation [8]: 
 1rzz AEk ⋅=  (9) 
where is: Erz - module reactions of land, A1 - substrate reliance of thrust-motional member of excavator. 
Working volume and hydraulic lines actuators driving mechanisms are filled with compressible hydraulic oil 
of the excavator hydrostatic drive system. Due to the compressibility of the hydraulic oil actuators are 
modeled springs proper stiffness kc q (Fig.2): 
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(10) 

where is: Aq1,Aq2 - the working surface of the cylinder side of the piston and piston rod, Eu - modulus of 
elasticity (compressibility) of the hydraulic oil, cq,cqp,cqk - immediate, initial and final length of hydraulic 
cilinder, Vq1,Vq2 - volume hydraulic lines,  qmiψ - specific flow (displacement) of hydraulic motor.  

3.3. The function of dissipation 
For the set of dynamic model of excavator, functions dissipation system is determined by the equation: 

 ( ) ( ) 22222
cz

2
cz bbbbazbazb 2 γβαψϕϕΦ γβαψ  ++++−++=  (11) 

where is: bz - damping coefficient surfaces reliance of excavator, which, depending on the damping module 
Epz and  stiffness kz of land, determine by equation [8]: 

 pzzz Ek2b =  (12) 
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bψ,bα,bβ,bγ  - damping coefficients of hydraulic actuators driving mechanisms: slewing platform, boom, stick 
and bucket, reduced to the joints of the kinematic chain excavator that empower, are determined by the 
expression: 

 γβαψ  , ,,q       b)i(b cq
2M

rqq =∀=  (13) 

wherein, damping coefficient hydraulic cilinder bcq, defined by the equation [2]: 
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where is: ηu - a dynamic viscosity of the hydraulic oil,dq1 - diameter piston, lq - length of piston rod and Dq - 
inner diameter hydraulic of cylinder.  
Substitution of expressions for the kinetic (4) and potential (6) energy, and expressions for dissipation 
function (11), Lagrange's equations of the second type (3),  obtained system of six homogeneous differential 
equations of oscillation of the system: 

 { } { } { } 0=++ θθθ KFM 
 (15) 

where is: M - inertial matrix, F- matrix of resistant force, K- stiffness matrix. 
There are several methods and criteria for determining the stability of equilibrium of a mechanical system 
without solving differential equations of motion of the system. Said stability test method shows only whether 
the system is stable or unstable. However, in order to evaluate the influence of the parameters of the system, 
in our case impact of the oil temperature of the excavator hydrostatic drive system to its dynamic stability, 
solved the equations of motion. 
To determine the equations of motion used method of stacking the main forms of oscillation. With this 
method the vector of generalized coordinates of the system is equal to [2]: 
 { } { }uq V=  (16) 
where is: V - modal matrix of their own vectors, {u}- vector of normal coordinates. 
 

Equations (10) and (14) show that the elastic-damping characteristics of dynamic mathematical model 
excavators depend on the elasticity modulus and dynamic viscosity of oil. Hydrostatic drive systems of 
excavator, of all sizes, used oil viscosity grades in the range of ISO VG 15 to ISO VG 100, and the most 
common are gradations ISO VG 32 and ISO VG 46.  
The viscosity and modulus are the most important physical properties of the hydraulic oil affecting the 
efficient operation of the hydrostatic drive system with regard to oil leakage in the system, inadequate 
lubrication and excessive wear on moving parts of the system and system energy losses. The greatest impact 
on the change of viscosity and modulus oils have temperature and pressure of the hydraulic oil (Fig.3a,b) 
hydrostatic drive system. For these reasons, was performed, analysis impact of changes in the oil temperature 
of the excavator drive system to its dynamic stability. 
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Figure 3. Characteristics of hydraulic oil depending on temperature: a) the modulus of elasticity,            
b) a dynamic viscosity 
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4. Analysis 
4.1. Program 
For analysis of hydraulic oil temperature of the drive system on the dynamic stability of excavator, according 
to the previously developed mathematical models have been developed: a) program EMS to determine the 
elements of the inertia matrix and stiffness matrix of the system and b) program RDJ for solving systems of 
differential equations. At the entrance of the program to determine the matrix elements of the EMS, are set: 
file of kinematic chain excavator (with geometric and dynamic parameters of each member), file of driving 
mechanisms, substrates reliance characteristics and characteristics of the oil of the excavator hydrostatic 
drive system.  
Program for solving differential equations RDJ is made from finished subroutine for: calculating the dot 
product DOT, matrix multiplication  MMUL, calculating eigenvalues of a square matrix MMIGV, calculate 
the zero polynomial modified Beristows method ccording Platzman PROOTP, solving systems of linear 
equations SYSSLV, calculate the symmetric matrix product MAT3A and determining the inverse matrix 
GMINV [29]. At the exit program to obtained the generalized coordinates of the system over time.   

4.2. Example 
Using the developed program, as an example, an analysis of impact of the oil temperature of the drive system 
to the dynamic stability of crawler excavators mass16000kg equipped with backhoe manipulator bucket 
volume 0,6m3. In the analysis, mathematical models are covered by the generalized coordinates: 

 { }Tc ,,,z βαφθ =  (17) 
whereby the rotation angle of the platform ψ=0. 
In the analysis are specify the following conditions and parameters of the system: 

– the position of of kinematic chain excavator at unloading with the initial coordinates: αo=35°, βo=0°, 
γo=-120°. 

– compressibility module oils Eu=1,2 109 for 90oC and 1,4109 for 80oC,  
– reaction module Erz=5,5 108 Nm and damping substrates reliance Epz=0,005 0 N s/m2 
– the initial displacements are: qo=0, while the system disorder caused by the initial angular velocity of 

boom s/rad2q oo3 −==α . 
Based on the of certain matrix and given initial conditions of motion, using developed program RDJ, solved 
differential equations and obtained a change of generalized coordinates free oscillations excavator (Fig.4,5). 
Diagrams of the linear zc (Fig.4) and angular displacement φ (Fig. 5)of thrust-motional member show 
damping-oscillatory movement with different amplitudes and periods of oscillation for different oil 
temperature. It is notable that, for higher oil temperature (90 ° C), when the dynamic viscosity and module of 
elasticity smaller amplitude and oscillating periods of movement mechanism is higher than in a number of 
oil temperature (80 ° C). Also, changes in the generalized coordinates of radius α (sl.5b), arm β (Fig. 5c) 
have a similar damping-oscillatory character.   
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Figure 4.  Changing displacement of thrust-motional member zc for starting position manipulators (αо =35о, βо=0о, 
 γо=-120о) and various oil temperatures of the excavator drive system  
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Figure 5. Dynamic stability analysis of excavator: a) the angular displacement of thrust-motional members, b) 
displacement boom, c) arm of manipulators in position for analysis (αо =35о, βо=0о, γо=-120о) and various oil 

temperatures of the excavator drive system 
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It is characteristic that the time damping of oscillations of generalized coordinates about the same and 
amounts to about 4s. Only generalized coordinate of boom, whose initial conditions of movement induced 
dynamic system of the excavator, has a longer period of damping. 

5. Conclusion 
Based on these results it can be concluded that the hydraulic excavator while performing manipulation tasks 
behave as highly sensitive dynamic oscillatory systems. As a highly-elastic damping elements of the system 
occur hydrostatic actuators (motors and hydraulic cylinder) driving mechanism kinematic chain of hydraulic 
excavators in the form of springs caused by the compressibility of the hydraulic oil. Oil temperature 
hydrostatic drive system of the excavator has an impact on the dynamic stability of the excavator. With 
increasing oil temperature leads to an increase in the amplitude and reduction of the period of oscillation 
damping members of the kinematic chain excavator. 

Acknowledgements 
The paper was done within the project TR 35049 financed by the Ministry of Education and Science of the 
Republic of Serbia. 

References 
Journals 
[1] Janošević, D., Analiza dinamičke stabilnosti hidrauličkih bagera, IMK 14 Istraživanje i razvoj, 1 (2002),  
Books 
[2] Holzweisig,F., Dresig, H., Lehrbuch der Machinen-dynamik, VEB Fachbuchverlag, Leipzig, 1979. 
[3] Hidraulik excavator lift capacity rating, SAE J1097 OCT  80 Handbook, Volume 4. 1986. 
[4] Hidraulik excavator diging forees,  SAE J1097 OCT  80 Handbook, Volume 4. 1986. 
[5] Janošević, D., Jovanović,V., Sinteza pogonskih mehanizama hidrauličkih bagera, monografija, ISBN 978-86-

6055-067-7, Mašinski fakultet Univerziteta u Nišu, 2015. 
Conference or symposium proceedings 
[6] Janošević, D., Petrović, N., Jovanović,V., Pavlović, J. Dynamic stability analysis of hydraulic excavators, 

Mechanical Engineering in XXI Century, Second International Conference, Niš, Serbia, June 20-21, 2013, pp. 
335-338 

Theses 
[7] Janošević D., Optimalna sinteza pogonskih mehanizama hidrauličkih bagera, doktorska disertacija, Mašinski 

fakultet Univerziteta u Nišu, 1997. 
[8] Šelmić R., Prilog istraživanju dinamičkih operećenja noseće konstrukcije auto-dizalice sa specijalnom (ojačanom) 

šasijom, hidropogonom i teleskopskom strelom, doktorska disertacija, Mašinski fakultet, Beograd, 1979. 

 

 

  

821



Modeling of Cutting Temperature in the Biomedical Stainless Steel 
Turning Process 

Dušan Petkovića (CA), Miloš Madićb, Miroslav Radovanovićc, Predrag Jankovićd and Goran 
Radenkoviće 

a Faculty of Mechanical Engineering University of Niš, Niš, SRB, dulep@masfak.ni.ac.rs 
b Faculty of Mechanical Engineering University of Niš, Niš, SRB, madic@masfak.ni.ac.rs 

c Faculty of Mechanical Engineering University of Niš, Niš, SRB, mirado@masfak.ni.ac.rs 
d Faculty of Mechanical Engineering University of Niš, Niš, SRB, jape@masfak.ni.ac.rs 

e Faculty of Mechanical Engineering University of Niš, Niš, SRB, rgoran@masfak.ni.ac.rs 

Abstract: Stainless steel is widely used as material in many industries and medicine. As biomedical 
material, it has been used for making devices, implants, as well as tools and equipment in surgery and 
dentistry. The most of them is processed by turning. Modeling of temperature in the metal cutting process 
is very important step in understanding and analysis of the metal cutting process. The objective of this 
study is to develop an artificial neural network (ANN) model which can be used successfully for accurate 
prediction of cutting temperature while performing turning of the biomedical stainless steel. Before the 
modeling, cutting temperature was measured as one of the significant parameters in turning process by 
using the infrared thermal imaging camera. Finally, based on the mathematical model, the effects of the 
turning parameters on the cutting temperature were examined. 

Keywords: Artificial neural networks, Cutting temperature, Modeling, Stainless steel, Turning. 

1. Introduction 
Biomedical materials are used for the production of implants with aim to compensate or replace diseased 
living tissues or organs. Metallic biomedical materials are mostly used for orthopedic, dental and vascular 
applications as well as for surgical tools and devices. Their wide application is due to their superior 
combination of high mechanical strength and fracture toughness. 
Austenitic stainless steels make a special class of biomedical materials. From this class the AISI 316LVM 
stainless steel is one of the most used materials. Besides chromium, nickel and lower carbon content, this 
stainless steel contents molybdenum as an alloy element. It is melted in vacuum and used for the production 
of both temporary and permanent implants. AISI 316LVM is more expensive than AISI 316L and posses 
higher corrosion resistance due to its purer structure [1]. Examples of stainless steel applications include 
bone plates and screws, femoral fixation devices, intramedullary nails and pins, aneurysm clips, joints for 
ankles elbows, fingers, knees, hips, shoulders and wrists [2]. 
Excepting metal additive technology, implants made of stainless steel are fabricated by forging and 
machining. Turning is a widely used machining process in which a single-point cutting tool removes material 
from the surface of a rotating cylindrical workpiece. Machinability of materials in turning is usually 
considered in terms of cutting force, cutting temperature, surface quality and tool wear [3]. 
Temperature measurement and prediction have been a major focus of machining research for several 
decades. With the advent of new developments such as dry machining, machining with limited coolant 
supply, machining in the hardened state and high speed machining, the need to map tool temperatures and 
relate them to the tool, work material and cutting conditions has become very critical. The main difficulties 
in measuring tool–chip interface temperatures arise from the small size of the contact area and the steep 
temperature gradients within this zone. Various analytical and experimental methods used to assess cutting 
tool temperature are available. The early methods of measuring temperature at the tool-chip interface were 
done by using thermocouples placed in the workpiece. Although the tool– workpiece thermocouple method 
has been evaluated, the problems related to thermocouple location and their inherent effect on the measured 
temperature field limits this technique. Therefore evaluation of tool temperature distributions has been used 
by using infrared thermal imaging cameras and thermal microscopes [4]. 
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In this study turning of AISI 316LVM stainless steel by using a special coated tool is investigated. Cutting 
temperature during the turning was measured by means of an infrared thermal imaging camera. Four cutting 
parameters (insert radius, depth of cut, feed and cutting speed) were varied according to Taguchi orthogonal 
design L16 and L27 in order to investigate their effects on cutting temperature. Additionally, artificial neural 
network (ANN) was employed for mathematical modeling of temperature in terms of cutting parameters 
during the turning. Finally, the effects of the turning parameters on the temperature were examined. 

2. Heat generation during the metal cutting process 
The heat generation in the cutting zone occurs as a result of the work done in metal cutting process, which is 
consumed in plastic deformation of the cutting layer and overcoming friction that occurs on the contact area 
of the cutting tool (cutting insert) and work material (workpiece) [5]. The heat generated in the chip forming 
zone directly influences the quality and accuracy of the machined surface, deformation of the cutting edge as 
well as deformation of the workpiece. In a single point cutting, heat is generated at three different zones, i.e. 
primary shear zone, chip tool interface and the tool workpiece interface as shown in Figure 1.  
The primary shear zone temperature affects the mechanical properties of the workpiece-chip material while 
temperatures at the tool-chip and tool-workpiece interfaces influence tool wear at tool face and flank, 
respectively. Total tool wear rate and crater wear on the rake face are strongly influenced by the temperature 
at chip-tool interface. Therefore, it is desirable to determine temperatures of the tool and chip interface to 
analyze or control the process [6].  

 
Figure 1. Heat zones generated by chip formation 

Temperature distribution depends on the heat conductivity and specific heat capacity of the tool and the 
workpiece and finally on the the amount of heat loss based on radiation and convention. The maximum 
temperature occurs in the contact zone between the chip and the tool and corresponds to the zone of the 
maximum wear of the tool. The heat generated in this zone is distributed among the tool, the workpiece, the 
chip and after that to the environment. Heat generated at the shearing plane can make the cutting action easy, 
but it can flow into the cutting edge and that will negatively affect the tool life by shortening it [7]. 
Factors which directly influence cutting temperature, during metal cutting process are: type of workpiece 
material, cutting regimes (cutting speed, feed rate and depth of cut), dimensions and geometric 
characteristics of cutting tool, quantity and pressure of the coolant fluid and other relevant parameters. 
However, among them, cutting speed and cutting depth are highlighted as the most influential factors. It has 
been observed that there is more heat transferred into the workpiece in the finishing turning than in the rough 
turning [8]. 
Temperature on the chip-tool interface is important parameter in the analysis and control of machining 
process. Since a machining is directly connected with the tool wear and the cutting temperature, derivation 
and distribution of thermal energy during metal cutting significantly helps in solving many problems 
regarding to improvement of tool’s cutting ability, optimal machining regime, surface quality and accuracy. 
Chip temperature might be used to investigate the friction behavior of cutting tools, because this temperature 
is dependent on the friction energy which is entering the chip at the rake face [9]. Due to the high shear and 
friction energies dissipated during a machining operation the temperature in the primary and secondary shear 
zones are usually very high, hence affect the shear deformation and tool wear. 
During metal cutting, the heat generated is significant enough to cause local ductility of the workpiece 
material as well as of the cutting edge. Although softening and local ductility are required for machining of 

Tertiary heating zone 
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hard materials, the heat generated has a negative influence on the tool life and performance [10]. Therefore, 
the control of cutting temperature is required to achieve the desired tool performance. 

3. Temperature measurement 
Numerous attempts have been made to determinate the cutting zone temperature, with different methods 
including experimental, analytical and numerical analysis. To measure the tool temperature at the tool chip 
interface many experimental methods have been developed over the past century. 
The nature of machining conditions, new cutting tools materials and products, such as small dimensions, 
high speeds and large temperature gradient, have been challenging the experimental works to develop certain 
instrumentation for accurate temperature measurement in the cutting domain. Among the widely applied 
techniques for temperature measurement followings can be listed: thermo-couple with tool–chip pair or 
embedded, infrared radiation, thermo-sensitive painting, metallographic with metal microstructure or 
microhardness variation, temper color and thermal camera [9]. Each technique has its own advantages and 
limitations depending on the applied physical phenomena for measuring. 
In order to model the temperature which occurs in the chip forming zone, large number of experiments must 
be carried out at different cutting conditions, synchronously measuring the chip’s top temperature using the 
infrared camera. The infrared method gives a relatively good indication of the measured temperature, 
comparing with other methods for temperature measurement, such as: thermocouples, radiation methods, 
metallographic methods etc [5]. Therefore cutting temperature measurements were carried out by using the 
infrared thermal imagining camera.  
The infrared camera used is a hand-driven digital, which operates on the basis of non-cooled silica 
thermoelectric line detector. It forms a thermal image by measuring the infrared radiation of the object. The 
software, included in the camera, transforms the signal during the thermal image conversion in an 
appropriate thermographic image, representing the estimation of the accurate temperature of the scanned 
object, or the temperature arrangement in the scene as shown in Figure 2. 

 
Figure 2. Experimental setup with temperature field on the display 

For this purpose, maximal temperature of the cutting tool was of the most importance. At the beginning of 
the cutting process temperature increases until it reaches its maximal value. Hence measurements should be 
done shortly after the beginning of the process [11]. In order to compare results measured values of the 
maximal cutting temperature, starting temperature of the tool and workpiece was in range 35-40⁰C and the 
cutting length was equal (3 mm) for all experimental trials.  

4. Experimental details and setup 
As aforesaid mentioned, the experiments were carried out according to Taguchi's method for experiment 
design. Taguchi method involves selection of control factors, response factor and an orthogonal array. Four 
control factors (cutting parameters) are: insert radius (rε), depth of cut (ap), feed (f) and cutting speed (vc). 
The response factor selected for the experimentation is cutting temperature (T). In order to provide enough 
number of data for ANN training and modeling, two experimental Taguchi orthogonal arrays designs were 
created. Namely, the first Taguchi design was created with mentioned factors varied on three levels [3], 
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while the second one was created with the factors varied on four levels [12], as listed in Tables 1 and 2, 
respectively. 

Table 1. Control factors and levels for L27 orthogonal experimental design 

Code Control factors 
Levels 

1 2 3 
A Insert radius, rε (mm) 0.4 0.8 1.2 
B Depth of cut, ap (mm) 0.5 0.6 0.7 
C Feed, f (mm/rev) 0.107 0.196 0.285 
D Cutting speed, vc (m/min) 34.289 41.448 49.926 

Turning experiment was carried out on the universal lathe “Potisje PA-C30” (power of 11 kW, spindle speed 
range of n=20÷2000 rpm, and feed range of f=0.04÷9.16 mm/rev) under dry conditions. Workpiece was of 
12 mm diameter. Cutting tool was tool holder PCLNR 3225P12 with inserts CNMG 120404/08/12/16-MM 
2015 for biomedical stainless steel (Sandvik). The tool geometry was: cutting edge angle κ=90⁰, rake angle 
γ=-6⁰. The cutting insert type, geometry, carbide grade and cutting conditions are corresponded with the 
workpiece material and hardness. For workpiece temperature measurements the infrared camera (Wohler 
IK21) was used. Complete experimental setup is shown in Figure 2. 

Table 2. Control factors and levels for L16 orthogonal experimental design 

Code Control factors 
Levels 

1 2 3 4 
A Insert radius, rε (mm) 0.4 0.8 1.2 1.6 
B Depth of cut, ap (mm) 0.4 0.5 0.6 0.7 
C Feed, f (mm/rev) 0.098 0.107 0.124 0.142 
D Cutting speed, vc (m/min) 22.608 27.883 34.289 41.448 

6. Results and discussion 
6.1. ANN modeling 
Machining is a nonlinear and time-dependent process and providing accurate predictive models is extremely 
difficult by using only classical methods. Recently, to address this difficulty, the use of artificial intelligence 
methods such as artificial neural network (ANN) has been used by many researchers as a very popular choice 
in modeling of sophisticated phenomenons [13]. It has been previously noted that for modeling machining 
processes ANNs offer several advantages such as modeling complex and nonlinear relationships between 
inputs and outputs, including modeling of multiple outputs and higher prediction accuracy in comparison 
with regression analysis and response surface methodology [14]. Moreover, it has been observed that 
development of an accurate ANN model is feasible even using small training data set. 
In this research to establish a mathematical relationship between cutting parameters and cutting temperature, 
single hidden layer multilayer perceptron type (MLP) ANN was used. Considering the number of available 
data for ANN training, three neurons are used in hidden layer. Thus, 4-3-1 ANN architecture was used to 
establish mathematical relationship.  
The weights and biases of the ANN were initially set to small random values and during training process 
were optimized during 1000 epochs by gradient descent with momentum algorithm. The mean squared error 
at the end of training was 0.115825. For the purpose of ANN training 36 input/output data set was used while 
the generalization of the developed ANN was checked using 7 input/output data was used. In order to 
increase prediction accuracy, stabilize and enhance ANN training, the input and output data were normalized 
between -1 and 1. 
Linear transfer function and hyperbolic tangent sigmoid transfer function were used in the output and hidden 
layer, respectively. These transfer functions were used since it was assumed that there exists nonlinear 
relationship between cutting parameters and cutting temperature. 
In order to evaluate the ANN prediction performance on training and testing data, mean absolute percent 
error (MAPE) as statistical performance measure was used. MAPE errors were found to be 8.48% and 5.79 
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% on training and testing data, respectively. These results indicate that ANN predictions are in good 
agreement with the experimental results and that the effects of the cutting parameters on the cutting 
temperature be studied using the developed ANN model. 

6.2. Effects of the cutting parameters on cutting temperature 
The first part of the analysis is concerned with the analysis of main effects of the cutting parameters on 
cutting temperature. For this purpose, temperature dependence on depth of cut, feed and cutting speed for all 
used insert radii is showed in Figures 3a, 3b and 3c, respectively.  
At first sight it can be noticed that the mathematical relationships, graphically presented in Figure 3, are 
nonlinear. However, it is obvious near linear relationship between cutting temperature and cutting speed, 
which is most evident for the insert with radius of 1.2 mm. In addition one can notice that using of the insert 
with the highest radius (yellow colored) leads to the lowest heat generation during the turning process. 
Conversely, the least favorable option from the point of cutting temperature is the insert with radius of 0.8 
mm.  

  

Figure 3a. The effect of ap on T (f=0.196 mm/rev, 
Vc=34.289 m/min) 

Figure 3b. The effect of f on T (ap=0.5 mm, Vc=34.289 
m/min) 

 
Figure 3c. The effect of Vc on T (ap=0.5 mm, f=0.196 mm/rev) 

Finally it can be observed that increasing of the parameters values influence an enhance of cutting 
temperature with one exception. Namely, in case when insert radius is rε=0.4 mm, an increase of feed values 
above 0.192 mm/rev does not cause an increase in the temperature. 
In order to determine the interaction effects of the cutting parameters on the cutting temperature, 3-D surface 
plots were generated considering two parameters at a time, while the others were kept constant at specified 
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levels (Figure 4). It should be mentioned that it considered insert with the highest radius (1.6 mm) as the 
most desirable in terms of previous deliberation. 

  
Figure 4a. Interaction effect of ap and f on T (rε=1.6 mm, 

Vc=22.608 m/min) 
Figure 4b. Interaction effect of ap and Vc on T (rε=1.6 

mm, f=0.098 mm/rev) 
 

Figure 4c. Interaction effect of f and Vc on T (rε=1.6 mm, ap=0.4 mm) 
From Figure 4 it can be observed that the cutting temperature is highly sensitive to the cutting parameters. It 
is also clear that the effects of the parameters are variable depended on their own level, since there are 
significant interaction effects of the parameters on the temperature. Functional dependence between the 
temperature and the parameters is nonlinear, wherefore the effect of a given parameter on the cutting 
temperature must be considered through the interaction with the other parameters.  
Based on Figure 4 it is obvious that highest cutting speed values together with maximum values of feed and 
cutting depth causes the highest cutting temperature, as one expected. On the other hand when the cutting 
speed is the lowest, maximal temperature occurred for highest cutting depth in combination with lowest feed. 

7. Conclusion 
Heat generation in the cutting zone occurs as a result of the work done in metal cutting process. The heat 
transfers to the chip, tool, workpiece and coolant/air by conduction, convection and radiation. Heating of the 
tool and workpiece influences on tool wear, machined surface quality and workpiece deformation Hence 
cutting temperature presents a quantitative measure of heat generated during a machining process. Therefore 
temperature can be considered as an important parameter in the analysis and control of machining process. 
In this research cutting temperature was measured during the turning of biomedical stainless steel by using 
infrared thermal imaging camera. In order to determine the influence of cutting parameters on the cutting 
temperature Taguchi experimental designs were used. Maximal cutting temperature was measured by means 
an infrared camera. 

827



Having in mind that adequate modeling of the machining process is very important from the mechanical and 
economic point of view it was examined the possibility of using ANN for metal cutting temperature 
modeling. Relationships among the input variables and corresponding output are established from the 
measured data, as well as trends of temperature changing with cutting regimes and insert changes. 
One of the conclusions is that functional dependence between the temperature and the parameters is 
nonlinear. Based on results it can be stated that using of the insert with the highest radius (1.6 mm) causes 
the lowest heat generation during the turning process. In addition it proves a near linear relationship between 
cutting temperature and cutting speed, which is most evident for the insert with radius of 1.2 mm. The result 
also expressed that on increasing the velocity cutting forces increases.  
3-D surface plots were generated considering two parameters at a time, while the others were kept constant 
at specified levels interaction aiming to determine effects of the cutting parameters on the cutting 
temperature.  
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Abstract: One of important factor when making the decision to invest in a waste treatment facility is 
cost-effectiveness of a specific waste treatment technique. Waste treatment can bring economic benefit 
through the value of product: recycled materials, the compost, the generated electricity or heat. However, 
the expected economic benefits depend on many factors: investment costs of the waste treatment facility, 
operating costs of the waste treatment facility, the market value of the product obtained by waste 
treatment. The investment and operational costs, and also, the revenue depend on the amount of treated 
waste. This paper presents a mathematical model for evaluation of cost-effectiveness in the waste-to-
energy treatment technique, i.e. the minimum amount of waste to be treated for a cost-effective waste-to-
energy treatment technique. To establish the mathematical model, a socio-economic analysis was used. 
The model is applied to calculate the lower limit of cost-effectiveness in the waste-to-energy treatment 
techniques: incineration and anaerobic digestion, in the city of Niš as a case study.  

Keywords: waste-to-energy treatment technique, cost-effectiveness, socio-economic analysis, costs, 
revenues. 

1. Introduction 
When making the decision on the selection of waste treatment, many criteria should be taken into 
consideration. Since the criterion of economic return on investment is one of the most important, it is 
necessary to correctly predict all costs (investment and operational) that are related to specific waste 
treatment, and to also assess revenues. However, there are a number of limiting factors that affect the cost-
effectiveness of waste treatment. One of them is the amount of waste that generated on the considered 
territory. Adequate budgeting, cost accounting, financial monitoring and financial evaluation are essential to 
the effective management of solid waste systems. In many cities, however, officials responsible for 
municipal solid waste management do not have accurate information concerning the real costs of operations 
[1]. In order to provide a more accurate determination of the waste treatment costs, the literature has used 
several methods: unit cost method, benchmarking and cost functions [2]. In the unit cost method each 
activity is disaggregated into separate items such as salaries, consumables, fuel costs or maintenance costs, 
and the required quantity of each item is noted. Multiplying this with the cost per item or unit cost, the total 
cost of each item is calculated and the overall cost of the service is then calculated by summing the total 
costs incurred by each item [3]. Benchmarking is a quick way to make a reasonable cost assessment by using 
actual cost data from a similar organization due to lack of data in the considered country [4] or from the 
literature. The cost function is used to describe more broadly the relationship of cost to variables. The cost 
functions method relates the cost of solid waste management to production factors or to variables such as 
amount of processed waste [5] or population density [6]. It is also possible to find in the literature the data on 
the expected revenues from the waste treatment in the form of revenue from the sale of recycled materials [7] 
and generated electric and thermal energy [4].  
In this paper, the mathematical model for evaluation of cost-effectiveness of waste-to-energy treatment 
technique is presented. An algorithm is made to assess the profitability of waste-to-energy treatment and to 
find the minimum amount of waste. The algorithm is flexible since it contains variables that depend on the 
specific conditions in the field. The model is tested in the case study of waste management in the city of Niš. 
Two scenarios of waste management were selected and examined. The cost data that do not exist in Serbia, 
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due to the underdeveloped system of waste management, are taken from the European Union and countries 
in the region. 

2. Methodology 
To develop the mathematical model for evaluation of cost-effectiveness of waste-to-energy treatment 
technique, a socio-economic analysis is used. Unlike the financial analysis that evaluates the feasibility of the 
project from the perspective of investors, the socio-economic analysis is more complex since it identifies the 
benefits and costs that are not directly associated with the project and considers the wider socio-economic 
aspect of the project. (e.g., greenhouse gas (GHG) savings for the waste treatment alternatives or job 
creation). Measurements must be given in SI. Other units may be given in parentheses. 

2.1. System boundaries 
For the needs of the present study the following considerations were taken in account: 
• Model was developed to calculate the minimum amount of waste to be profitable waste management 

from the point of view of the municipality.  
• The amount of waste was forecasted over the lifetime of the waste treatment facilities. A waste 

generation forecast requires a combination of data normally used for town planning purposes along 
with specific waste generation data. The forecast for the amount of solid waste (x) for the year (n) was 
calculated according to Equation 1 [8]. 

𝑥 = 𝑃𝑃 ∗ (1 + 𝐺𝑅𝑝𝑝)𝑛 ∗ 𝑤𝑐 ∗ (1 + 𝐺𝑅𝐾𝐹)𝑛    (1) 
where: x – the forecasted amount of waste (facility capacity), PP – the present population, GRpp – the 
growth rate of population, wc – the actual key figure (the amount of waste per capita), GRKF – the 
growth rate of key figure, n – the facility lifetime.  

• It was assumed that the cost of waste collection and transportation are the same for all scenarios and is 
not taken into consideration.  

• Project life time is considered in the following way: for buildings and equipment (waste treatment 
facilities) – 20 years, for transportation vehicles – 10 years for all scenarios for ease of comparison. 

• Replacement cost is not specifically taken into account.  
• The Economic Commission of the EU, for the programming period 2007-2013, prescribed a discount 

rate for beneficiaries of EU funds of 3.5% for other. 

2.2. Mathematical model for evaluation of cost-effectiveness 
The analysis of the breakpoints or the lower break-even point analysis is an integral part of the analysis of 
project profitability and is associated with a risk analysis to achieve positive business results. The lower 
break-even point or minimum amount of waste (Wmin) for cost-effective waste management, calculated on 
the basis of equality of the net present value of costs (NPVcost) and the net present value of revenues 
(NPVrevenue) and the initial conditions of the net present value of benefits (NPVbenefit), is equal to zero, as 
shown in Equation 2: 

𝑁𝑃𝑉𝑏𝑒𝑛𝑒𝑓𝑖𝑡 = 𝑁𝑃𝑉𝑟𝑒𝑣𝑒𝑛𝑢𝑒 − 𝑁𝑃𝑉𝑐𝑜𝑠𝑡 = 0                                            (2) 
The net present value (NPV) criterion shows the net present value of cash flow financing and it is part of the 
socio-economic analysis and benefit accounting prices and the social discount rate. 
The segment net present value related to the costs (NPVcost) consists of investment and operating costs. 
Investment costs are taken as a whole, while operating costs are divided into fixed and variable costs, as 
shown in Equation 3. 

𝑁𝑃𝑉𝑐𝑜𝑠𝑡 = 𝐼𝑜 + ∑ 𝑂𝑀𝑡
(1+𝑖)𝑡

20
𝑡=1                                                             (3) 

where: Io (€)–investment costs, OMt (€/year)–operating costs in the t-th year, i (-)–social discount rate, t 
(year)–project life time. 
Investment costs (purchase of facility and equipment) depend on the facility capacity and the authors suggest 
that for the calculation of facility costs one should use the empirical equations from reference [9] obtained by 
statistical processing of data relevant to European states which provides a reasonably accurate approximation 
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of investment facility costs. Investment costs (€) for an incinerator facility with energy recovery with the 
capacity range 20,000 – 600,000 t/y is given in Equation 4a and for an anaerobic digestion facility with the 
capacity range 2,500 – 100,000 t/y is given in Equation 4b: 

𝐼𝑜 = �
4900 ∗ 𝑥0.8                                                                        (4a) 
34200 ∗ 𝑥0.6                                                                      (4b)

 � 

where: x (t/year) – capacity of waste treatment facility.   
Due to the influence of different elements in the structure of operating costs, the authors suggest that for the 
calculation of operating costs one should use the empirical equations from reference [9], obtained by 
statistical processing of data relevant to European states which provides a reasonably accurate approximation 
of operating costs. Operating costs OM (€/t) for an incinerator facility with energy recovery with the capacity 
range 20,000 – 600,000 t/y is given in Equation 5a and for an anaerobic digestion facility with the capacity 
range 2,500 – 100,000 t/y is given in Equation 5b. 

𝑂𝑀(𝑥) = �
726 ∗ 𝑥−0.29                                                                       (5a)
16722 ∗ 𝑥−0.61                                                                  (5b)

� 

The net present value of the related revenues is shown in Equation 6: 

𝑁𝑃𝑉𝑟𝑒𝑣𝑒𝑛𝑢𝑒 = ∑ 𝑅𝑝𝑡
(1+𝑖)𝑡

+20
𝑡=1 ∑ 𝑅𝐶𝑂2𝑡

(1+𝑖)𝑡
+20

𝑡=1 ∑ 𝑅𝑓𝑒𝑒𝑡
(1+𝑖)𝑡

20
𝑡=1                                (6) 

where: Rpt (€)–revenues from sales of waste treatment product (electric and thermal energy, compost), in the 
t-th year, RCO2t (€)–revenues from GHG emission saving, in the t-th year, Rfeet (€)–revenues from gate fee, in 
the t-th year. 
Revenues achieved from sales of energy (electric and thermal) depend on the price of energy, net calorific 
value of waste and incinerator efficiency (electric and thermal), and is shown in Equation 7:  

𝑅𝑝 = (𝑃𝑒 ∗ 𝐻𝑑 ∗ 𝜂𝑒 + 𝑃𝑡 ∗ 𝐻𝑑 ∗ 𝜂𝑡) ∗ 𝑊𝑚𝑖𝑛                                           (7) 
where: Pe (€/kWh)–price of the generated electric energy, Pt (€/kWh)–price of the generated thermal energy, 
Hd (kJ/kg)–net calorific value of waste, ηe–electrical efficiency, ηt–thermal efficiency.  
Revenues generated with energy savings and reductions in CO2 emissions are given in Equation 8:  

𝑅𝐶𝑂2 = 𝑃𝑐𝑡 ∗ 𝐶𝑂2𝐸𝑞𝑢 ∗𝑊𝑚𝑖𝑛                                                         (8) 
where: Pct (€/t)–carbon trading price, CO2Equ (-)–amount of CO2 that is saved per ton of treated waste.  
Revenues achieved by the gate fee are shown in Equation 9:  

𝑅𝑓𝑒𝑒 = 𝑊𝑖𝑛
𝑊

∗ 𝐺𝐹 ∗ 𝑊𝑚𝑖𝑛                                                             (9) 

where: GF (€/t)–gate fee, Win/W–share part of the waste treated in the scenario in the total amount of waste. 
Mathematical model for evaluation of cost-effectiveness of waste-to-energy treatment technique is presented 
in Figure 1. 
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Figure 1 Mathematical model for evaluation of cost-effectiveness of waste-to-energy treatment technique 

Assuming that the revenues are annually constant for a given payback period, the minimum amount of waste 
annually (Wmin) for the cost-effective waste-to-energy treatment technique is calculated by replacing 
Equations 3 - 9 in Equation 2, as shown in Equation 10. 

𝑊𝑚𝑖𝑛 =
𝐼𝑜+∑

𝑂𝑀𝑡
(1+𝑖)𝑡

5
𝑡=1

�𝑃𝑠𝑟𝑚∗
𝑆𝑟𝑚
𝑊𝑖

+𝑃𝑒∗𝐻𝑑∗𝜂𝑒+𝑃𝑡∗𝐻𝑑∗𝜂𝑡+𝑃𝑐𝑡∗𝐶𝑂2𝐸𝑞𝑢+
𝑊𝑖𝑛
𝑊 ∗𝐺𝐹�∗∑ 1

(1+𝑖)𝑡
5
𝑡=1

                     (10) 

3. Experimental research 
3.1. Study area 
To calculate the minimum amount of waste for cost-effective waste-to-energy treatment technique with the 
socio-economic aspects, the city of Niš is chosen. The city area covers 596.71 km2. In the City of Niš, 
according to the census of 2011, lived 260,237 inhabitants [10]. In most cities in Serbia, the waste is 
disposed of in open dumps or unsanitary landfills endangering the environment and human health. In Serbia 
there are only seven sanitary landfills. The situation is similar in the city of Niš. At present, the city has a 
dysfunctional unsanitary landfill and waste management comes down to the collection and disposal of waste 
in the landfill. Amount of waste that generated in the city of Niš is 72,100 t per year [11]. The current 
situation in the city is such that the waste is collected by a public company and disposed of in unsanitary 
landfill. In the city there are several private companies involved in the recycling of waste (mainly metals, 
paper, plastics and e-waste). There are several locations with containers for the collection of recyclable 
materials (plastics, glass, aluminum cans, paper). The waste is collected and transported once a week. Waste 
collection is charged at the surface of the housing unit. Table 1 presents the composition and quantity of 
waste generated annually. Data on the quantities of waste generated in the city of Niš are used in the Waste 
Management Plan of Niš [11]: 

Table 1. The composition of municipal waste. 

Fraction Percentage (%) Production (t/year) 

Food waste 33.7 24,298 

Yard waste 10.4 7,494 

Paper 15.3 11,031 

Plastics 17.7 12,762 
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Glass 5.1 3,677 

Metals 1.9 1,370 

Other 15.9 11,464 

Total 100.0 72,100 

 
This paper considers two waste-to-energy scenarios for which a calculation was done: incineration and 
anaerobic digestion. Scenarios are developed on the basis of the composition of municipal waste, Waste 
Management Plan of Niš [11], and strategic documents in Serbia [12].  
Scenario 1: Except glass and metal (5,047 t), the rest of the waste (67,053 t) is sent to incineration facility 
with cogeneration plant. Energy efficiency recovery in a cogeneration plant is 75%. Facility energy 
consumption is 70 kWh/t.  
Scenario 2: Amount of 17,809 t of recyclable waste (glass, metal and plastic) is recycled and rest of the 
waste (54,291 t) is sent to anaerobic digestion facility with cogeneration plant to produce electricity and heat. 
Composition of biogas produced: CO2 45%, CH4 55%. Energy efficiency produced in anaerobic digestion 
process is 20%. Facility energy consumption is 22% of energy produced. 

3.2. Reference data 
The analysis of the investment cost is based on the following data:  
Scenario 1 – the land-take area is 40,000 m2, the buildings for equipment, manipulative space and 
warehouses are 15,000 m2. Equipment for incineration includes the incinerator, a system for flue gas control, 
CHP plant. Considering that in Serbia there isn’t incineration of waste, the equipment price is taken from the 
literature [12];  
Scenario 2 – the land-take area is 10,000 m2, the buildings for equipment, manipulative space, warehouses 
are 5.000 m2. Equipment includes anaerobic digestion facility, the gas storage, CHP plants. Considering that 
in Serbia there isn’t anaerobic digestion of waste, the facility price is taken from the literature [13]. 
The analysis of the operating cost is based on the following data: Operating costs of buildings maintenance 
are calculated as 1% of the investment cost of buildings, operating costs for equipment maintenance are 
calculated as 4% of the investment costs for the equipment. Labor costs are calculated based on the number 
of workers required for the performance of waste treatment, with an average salary in Serbia. Energy costs 
for the plant and fuel for the equipment are calculated based on data on the consumption of facility and 
equipment given in the description of the scenario and the current prices of electricity and fuel on the 
territory of Serbia.  
Preferential prices for energy from waste [14] are shown in Table 2, while the revenue generated from 
electricity and heat production is calculated on the basis of the incinerator efficiency given in the description 
of the scenario. The low calorific value of waste of 9,000 kJ/kg was adopted. 

Table 2.  Preferential rates for the production of energy from waste [14] 

 Installed power (MW) Price (c€/1 kWh) 

Biogas power plants 

 up to 0.2 MW 16.0 
 from 0.2 MW  to 2 MW 16.444 – 2.222*R 
 over 2 MW 12,0 

Power plants, landfill gas and gas from sewage treatment of municipal wastewater 
  6.7 

Waste power plants 
 up to 1 MW 9.2 
 from 1 MW to 10 MW 8.5 

*R – installed power 
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The amount of CO2Equ that is saved per ton of waste treatment is taken from the literature [15]. The carbon 
trading price on the world market amounts to 17 €/t, based on which the savings that are reflected in the 
reduction of CO2 emissions are calculated. The adopted gate fee is the one currently valid in the city of Niš 
[11]. 

4. Results and discussion 
Table 3 shows the total investment and operating costs and revenues for developed scenarios. 

Table 3  Socio-Economic Analysis of waste treatment. 

Scenario Scenario 1 Scenario 2 

Investment costs 

Land acquisition (€) 80,000.00 20,000.00 

Site preparation (€) 800,000.00 200,000.00 

Buildings (€) 6,000,000.00 2,900,000.00 

Equipment (€) 38,000,000.00 8,600,000.00 

Transportation vehicles (€) 500,000.00 500,000.00 

Operating costs 

Building maintenance (€/year) 240,000.00 29,000.00 

Equipment maintenance (€/year) 405,000.00 344,000.00 

Labour (€/year) 384,000.00 240,000.00 

Energy consumption (€/year) 234,500.00 206,250.00 

Fuel (€/year) 45,000.00 65,000.00 

CO2 emission system control (€/year) 378,900.00 - 

Revenues 

Electricity produced (€/kWh) 74.40 18.00 

Thermal energy produced (€/kWh) 35.00 9.45 

Gate fee (€/t) 26.00 20.80 

CO2 emission saving (€/t) - 16.40 

 
Using the previously described model for calculating the minimum amount of cost-effective waste 
management scenario (Equations (2) – (9)) and based on the data listed in Table 3 as well as adopted 
discount rate and project life time, the net present value of total costs and revenues, and the minimum 
amount of waste are calculated and presented in Table 4.  

Table 4  Results of the analysis. 
Net present value / 

minimum amount of waste 
Scenario 1 Scenario 2 

NVPcost (€) 52,908,500.00 16,232,435.00 

NVPrevenue (€) 610.00 292.00 

Wmin (t) 86,715.00 55,541.00 

In scenario 1 the amount of waste that incinerated is 67,053 t, while the minimum amount of waste for cost-
effective incineration is 86,715 t. This also points to the insufficient amount of waste and the need for 
supplying the waste from the municipalities in the region. Given the size of the investment, which amounts 
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to 45,380,000.00 €, this makes sense. If the gate fee was increased to 70 €/t of waste, the amount of waste 
currently generated would be sufficient for a cost-effective incineration.  
In scenario 2 the amount of waste that was used for biogas production by anaerobic digestion is 54,291 t, and 
the calculated minimum amount of waste for the cost-effective anaerobic digestion is 55,541 t. This shows 
that the city of Niš generates enough waste for anaerobic treatment. 

5. Conclusion 
The mathematical model for evaluation of cost-effectiveness of waste-to-energy treatment technique was 
developed using the socio – economic analysis. The model is flexible since it contains variables that depend 
on the specific economic conditions in the certain teritory. Using the presented model, can be easily 
identified waste treatment which can be applied, according to the amount of waste, its composition on a 
certain territory and cost-effectiveness. 
According to the obtained results it can be concluded that the amount of waste currently generated in the city 
of Niš is not sufficient for the cost-effectiveness of incineration. With the currently available amount of 
waste in the city of Niš, anaerobic digestion is the waste-to-energy treatment that can be operated without 
losses at the moment. The amount of waste that can be used for biogas production by anaerobic digestion is 
54,291 t, and the calculated minimal amount is 55,541 t, and that means there is enough waste for anaerobic 
treatment in the city of Niš. 
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Abstract: The objective of this study was to numerically investigate the heat transfer in spiral coil tube in 
the laminar, transitional and turbulent flow regimes. The Archimedean spiral coil was exposed to radiant 
heating and should represent heat absorber of parabolic dish solar concentrator. Specific boundary 
conditions represent the uniqueness of this study, since the heat flux upon the tube external surfaces varies 
not only in the circumferential direction, but also in the axial direction. The curvature ratio of spiral coil 
varies from 0.029 at the flow inlet to 0.234 at the flow outlet, while the heat transfer fluid is water. The 
three-dimensional steady-state continuity, Naviere-Stokes and energy equations were solved using the 
Transition SST turbulence model. Results showed that secondary flows strongly affect the flow and that 
the heat transfer is strongly asymmetric, with higher values near the outer wall of spiral. Although overall 
turbulence levels were lower than in a straight pipe, heat transfer rates were larger due to the curvature-
induced modifications of the mean flow and temperature fields. 

Keywords: Archimedean spiral coil, Heat transfer, Numerical simulation. 

1. Introduction 
The utilization of modern paraboloidal concentrators for conversion of solar radiation into heat energy 
requires the development and implementation of compact and efficient heat absorbers (HA). Knowledge of 
the distribution of radiant heat flux incident upon the absorber tubes at any point along their length and 
circumference will aid in developing meaningful heat transfer information for the absorber. The radiant heat 
flux field is incident on only one-half of the circumference of the absorber tubes in parabolic dish receivers. 
The objective of this paper was to investigate the heat transfer characteristics of Archimedean spiral coil 
employed as HA in parabolic dish receiver. 
Spiral tubes or spiral coils first were introduced in 19th century and have been widely used in various thermal 
engineering applications such as heat exchangers, electronic cooling, chemical reactors, etc. They have better 
heat transfer performance and compactness which result in occupying less space. The transport phenomena 
occurring in the spiral tubes are more complicated than those in straight ducts. Secondary flows observed in 
the flow patterns, induced by centrifugal forces, significantly affect the flow field and heat transfer. 
Convective heat transfer and flow developments in the curved tube strongly depend on the behavior of 
secondary flow. The secondary flow in the curved tube is caused by the centrifugal force. This force has 
significant effect on the enhancement of heat transfer. 
The enhancement of heat and mass transfer in curved geometries is due to the onset of secondary flow 
structures which appears as twin counter rotating vortices in the cross-sectional plane. Consequently the fluid 
in the central region is driven toward the outer wall by centrifugal force and this phenomenon, by causing the 
thinning of the boundary layer, necessarily encourages the heat transfer mechanism. 
A mathematical model for the fluid flow in a toroidal duct of constant radius was introduced by Dean [1, 2]. 
His studies revealed that a secondary flow develop in curved tubes when so called the Dean number exceeds 
a certain critical value. A characteristic secondary motion develops in the cross section due to the imbalance 
between pressure and inertial (centrifugal) forces [1]. The fluid moves towards the outer bend side near the 
equatorial midplane, returns towards the inner side along two near-wall boundary layers, and then forms two 
symmetric secondary cells having a characteristic velocity scale uav√δ. 
Since then several experimental [3 - 8] and numerical [9 - 16] studies have been published which examined 
the flow and heat transfer phenomena in the spiral tubes. Most of these papers investigate laminar flow of 
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Newtonian fluids in coils, while those that investigate turbulent flow conditions are rare. Moreover, all take 
into account two common thermal boundary conditions - constant wall temperature and constant heat flux. 
Even though the interest in spiral coiled systems is on the rise, there are still very few published articles on 
spiral coil tubes. They are less popular compared to helical tubes, which have attracted major attention in the 
study of coiled tubes for heat transfer. There are very little information and correlations on the Nusselt 
numbers and in the absence of appropriate correlations, traditional approach is to use correlations developed 
for circular or helical tubes with an average curvature. 
Earlier investigations have shown that the presence of centrifugal force due to curvature will lead to 
significant radial pressure gradient in the flow core region [17]. In the proximity of curved ducts inner and 
outer walls, however, the axial velocity and the centrifugal force will approach zero. Hence, to balance the 
momentum transport, secondary flows will appear. Due to the curvature and no slip boundary condition at 
the spiral walls, the development of axial velocity is affected by the axial and secondary flows. The 
numerical simulation results indicate that the axial flow pattern is different for low and high Reynolds 
numbers depending on the spiral tube configuration, thereby affecting the temperature field. 
There is the similarity of flow phenomena between heated straight pipes and unheated curved pipes, the 
techniques developed in treating the flow problem in the latter can be applied to study the flow development 
in the former. Morton [18] found that the flow in a heated straight pipe is similar to that in a curved pipe. 
Heated pipes also develop vortices that result from the combination of the radial-directional and the 
downward motions of the fluid particles which are induced by the displacement of the boundary layer and 
develop along the pipe. A favorable pressure gradient is generated on the bottom wall of the pipe; an 
unfavorable pressure gradient is induced on the top wall. Natural convection and variable material properties 
play important roles in the heat transfer and the fluid flow in a heated pipe. Frequently the prediction of the 
heat transfer by forced convection alone, without considering the secondary flow, could cause large errors. 
Another interesting character of the flow in heated pipes, revealed by Mori et al. [19] is that the secondary 
flow generated by heating can suppress the turbulence level when the inlet turbulence level is high and can 
enhance it when its level is low at the inlet. On the other hand, the curvature of the wall stabilizes the flow by 
delaying the transition to the turbulent flow. The effect of the inertia forces, which act on the fluid’s particles 
due to the curvature of the trajectories that they are forced to follow, has a positive effect on the convective 
heat transfer coefficient. 

2. Geometric, mathematical and numerical model 
The objective of this paper was to study numerically the distribution of the heat transfer coefficient in a 
horizontal spiral-coil tube exposed to radiant heating that is characteristic of parabolic dish solar 
concentrators. The Archimedean spiral, with the pitch slightly larger than the outside diameter of the smooth 
coiling tube, was selected between different types of spirals in order to achieve the most favorable ratio of 
active surface area and the total volume of the HA in parabolic dish receiver. Geometrical parameters of 
analyzed Archimedean spiral coil heat absorber are listed in tab. 1, while the geometric model of the spiral 
coil and receiver cavity is shown in fig. 1.  
Table 1. Geometrical parameters of HA 

         
            Figure 1. Geometric model of spiral coil heat absorber       

positioned in the receiver cavity 

Archimedean spiral coil 

 d i 11.7   mm inside diameter of pipe 

do 12.2  mm outside diameter of pipe 

s 0.25 mm pipe wall thickness 

Rmin 25 mm minimum radius of the coil 

Rmax 202 mm maximum radius of the coil 

ps 13.6  mm spiral coil pitch 

n 13 - number of coil turns 
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From the geometry of the spirally coiled test section, it is obvious that only one-half of the perimeter of each 
turn cross section receives the incident radiation and the other half remains in the shadow and will not see the 
radiation source.  
As the incident radiation is not uniform in the focal plane (where the HA is placed), the heat flux upon the 
tube external surfaces will vary not only in the circumferential direction, but also in the axial direction. The 
incident heat flux distribution in the focal plane is shown in fig. 2 [20], where z is the radial distance from the 
center of the plane. 

 
Figure 2. Incident flux distribution in the focal plane of receiver 

The incident heat flux distribution on outside surface of spirally coiled heat absorber was obtained by 
detailed three-dimensional numerical procedure in Fluent using S2S Hemicube method.  From the theoretical 
point of view, the circumferential distribution of the incident heat flux should be represented by a cosine 
function. The numerical simulations have shown that part of the reflected radiation from adjacent tubes was 
also absorbed by the tube surface which rendered the distribution of incident flux around the tube cross 
section more uniform. 
Since the temperature of the air enclosed in the receiver that surrounds the HA is higher than the temperature 
of HA (for considered horizontally placed spiral coil), the convective heat transfer on the outside wall of HA 
was also taken into account and calculated. This convective gains were added to incident radiation heat flux 
to obtain total heat flux distribution on the outside surface of the HA. The calculated portion of convective 
gains was less than 7% of the amount of heat that was theoretically added to transport fluid. 

2.1. Mathematical model 
The following set of partial differential equations for velocity components, pressure and temperature as 
functions of x, y, z describes the flow and temperature field inside a spirally coiled heat absorber. The 
conservation equations are formulated in the Cartesian coordinate system because the applied flow solver 
(Ansys Fluent 15.0) uses the Cartesian system to formulate the conservation equations for all (vector Ui and 
scalar T, P) quantities. 
The continuity equation is formulated in the following manner in Cartesian coordinate system: 

 ( ) 0i
i

U
x
∂

ρ =
∂

 (1) 

The following equation system is the representation of the momentum equations in Cartesian coordinate 
system where i, j ∈{1, 2, 3}: 

 ( ) j
j i

i j i i

UPU U
x x x x

∂  ∂ ∂ ∂
ρ = − + µ   ∂ ∂ ∂ ∂  

 (2) 

The following form of the energy equation is solved to calculate the temperature field: 

 ( )p i
i i i

Tc U T
x x x

  ∂ ∂ ∂
ρ = λ   ∂ ∂ ∂  

 (3) 
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The transport equations have been formulated in a conservative form according to Patankar [21]. 
Temperature dependency of different physical properties of the working fluid has been considered to 
improve the accuracy of the calculations. Interpolation polynomials have been fitted to the available 
numerical data of the physical properties of the water used in the numerical calculations. The results 
presented later are in terms of the mixed mean temperature or bulk temperature variation along the spiral 
coil. The bulk temperature is given by [22]:  

 
1

b c
c Ac

T TUdA
VA

= ∫


 (4) 

where V is the mean velocity given by: 

 
1

c
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The local internal heat transfer coefficient at any axial location z and angular position θ is then calculated 
from: 

 ,
( )|

( ) |
i

i z
i b z

qh
T Tθ

θ
=

θ −
 (6) 

2.1.1. Constitutive relations 
Thermophysical properties of water are treated as temperature-dependent and were obtained as polynomial 
functions of temperature. The density, viscosity, thermal conductivity and specific heat capacity of water 
were described as [23]: 

 2( ) 765.33 1.8142 0.0035T T Tρ = + −  (7) 

 2 4 6 2 9 3( ) 9.67 10 8.207 10 2.344 10 2.244 10T T T T− − − −µ = ⋅ − ⋅ + ⋅ − ⋅  (8) 

 3 6 2( ) 0.5752 6.397 10 8.151 10T T T− −λ = − + ⋅ − ⋅  (9) 

 3 2 6 3 9 4( ) 28.07 0.2817 1.25 10 2.48 10 1.857 10pc T T T T T− − −= − + ⋅ − ⋅ + ⋅  (10) 

2.2. Stability criteria for flow in spiral coil 
The transition from laminar to turbulent flow in curved pipes occurs at higher critical Reynolds number than 
in straight pipes. The spiral coil flow is special because there are two critical Reynolds numbers in a 
particular spiral, one where turbulence has set only in the outer turns with lowest curvature ratio, and the 
other, when the inertia forces, even in the innermost turns with highest curvature ratio, are sufficient to 
overcome the damping effect of the secondary flows. When fluid enters the coil from the outmost turn, the 
initial straight tube turbulence in the feed line gets damped out in the inner turns as the intensity of secondary 
circulation increases and only one transition takes place. At the approach of the first critical Reynolds 
number turbulence appears at the maximum radius point of the coil, and spreads to greater length with the 
further increase in Reynolds number. 
The following equations were used to estimate critical Reynolds numbers in smooth spiral [23]: 

 
0.21 0.1

max max
Re 2100 1 4.9 i

crit I
d p

R R

    
 = +    
     

 (11) 

 
0.17 0.1

min min
Re 2100 1 6.25 i

crit II
d p

R R

    
 = +    
     

 (12) 

 
Applaying eqs. (11) and (12), the vaules of critical Reynolds numbers in studied geometry (tab. 1) are as 
follows: Recrit I =6450 and Recrit II =13030. 
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In this study all three flow cases were investigated, laminar, transitional and turbulent. Reynolds numbers 
corresponding these flow regimes are 3630, 7420 and 13050, respectively. These values were obtained using 
thermophisical properties of water at average temperature Tav = (T in + Tout) / 2 for particular flow regimes. 

2.3. Decription of numerical approach 
Di Piazza and Ciofalo [25] applied the ANSYS CFX code to turbulent flow and heat transfer in curved pipes 
with zero torsion. Different turbulence models were used and compared, including the standard k-ε with wall 
functions, the SST k-ω and a second-order RSM. The SST model was found to yield the best agreement with 
experimental results. 
By considering the geometry (as shown in fig. 1) and physical problem, the Transition SST turbulence model 
was used to simulate the flow and heat transfer characteristics. The Transition SST model is based on the 
coupling of the SST k-ω transport equations with two other transport equations, one for the intermittency and 
one for the transition onset criteria, in terms of momentum-thickness Reynolds number. An ANSYS 
empirical correlation (Langtry and Menter) has been developed to cover standard bypass transition as well as 
flows in low freestream turbulence environments. For the purpose of brevity, the transport equations for the 
model were not shown here, but detailed information could be found in literature [26, 27]. 
The computational domain was resolved with around 6.5·106 elements: a fine structured mesh near the wall 
to resolve the boundary layer and an increasingly coarser unstructured mesh in the middle of the channel in 
order to reduce the computational cost. Description of the entire geometry of the studied problem is 
incorporated into the generated hybrid numerical grid. The applied grid is strongly non-uniform near the wall 
of the tube to resolve the wall boundary effects. A careful check for the grid-independence of the numerical 
solution has been made to ensure the accuracy and validity of the numerical scheme. The grid independence 
test indicated that the amount of grid of 6.5·106 ensures a satisfactory solution. This is verified by the fact 
that the difference of the computed results of outlet water temperature and heat transfer coefficients with grid 
of 8.6·106 are within 0.1%. 
A geometric refinement was introduced at the wall, with a wall normal expansion ratio 1.1 in the radial 
direction. The first near-wall grid points (volume centers) were at y+= 0.23 (Re=3630), y+= 0.56 (Re=7420) 
and y+= 1 (Re=13050). 
Based on the extensive literature surveyed for numerical work of this type of problem, it is concluded that 
the following discretisation and algorithms selected would be ideal for such an analysis. The momentum 
equations are discretised using the Power law [21]. Since the model considers both buoyancy and centrifugal 
source terms, pressure discretisation is performed with body force-weighted approach. Fluent uses the 
equation of continuity to deduce the pressure necessary to resolve the equations of motion. 
Due to the incompressible nature of the flow regime, a direct link between the density and pressure is not 
obvious. As a result, an algorithm is required to address an effective pressure-velocity coupling issue. The 
SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm [21] is employed to introduce 
pressure into the continuity equation. Selection of the Power law for the momentum discretisation and 
SIMPLE algorithm for the pressure-velocity coupling is from best practices taken from the existing literature 
for such problems. The discretisation and treatment of the continuity equation is an inherent choice from the 
software. 
The linearised set of equations was solved with a point implicit (Gauss-Seidel) solver in tandem with an 
algebraic multigrid (AMG) method. The convergence is achieved with values not higher than 10-3 for all 
variables and 10-6 for temperature.  

3. Results and discussion 
The cold water entering the outermost turn, flows along the spiral tube and flows out at the outermost turn. 
Constant mass flow is assumed at the inlet position of the heat absorber coil. The gradient of the velocity 
profile and of the temperature field is assumed to be zero at the inlet cross section. 
For the first of the numerical runs, the calculated Reynolds number (Re = 3630) at the spiral coil inlet was 
less than the first critical Reynolds number and only this one run was completely laminar throughout the 
spiral coil. For the second run, the calculated Reynolds number (Re = 7420) was between two critical 
Reynolds numbers, which meant that all three flow regimes (laminar, transitional and turbulent) should occur 
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in the coil. The Reynolds number (Re = 13050) for the last run was greater than second critical Reynolds 
number, and this run was completely turbulent throughout the coil. 
The local internal heat transfer coefficient has been calculated at 13 axial locations that were positioned at 
the middle of each turn of the spiral in axial direction. At every axial location four peripheral locations were 
specified: location A (θ = 0°) corresponds to the side of the tube cross section which is directly subjected to 
radiant flux, location B (θ = 90°) corresponds to the inner side of the spiral wall, location C (θ = 180°) which 
receives heat by air convection and conduction through the tube wall and location D (θ = 270°) corresponds 
to the outer side of the spiral wall. 
The heat flux at the inside wall of the pipe would be redistributed in relation to the flux at the outside wall 
due to the significant circumferential wall temperature variations and conductance of the wall. The material 
of the wall is stainless still AISI 304. 
The bulk temperature and local inside heat transfer coefficients at predefined locations were calculated 
according to the above mentioned principles (eqs. (4) - (6)) and shown in fig. 3 - 6. All reference values 
needed for evaluation of these variables were estimated at the local values of pressure and bulk temperature.  

  
Figure 3. Axial distribution of bulk temperature                         Figure 4. Axial distribution of heat transfer coefficient  
                           at different peripheral locations, Re = 3630 

    
Figure 5. Axial distribution of heat transfer coefficient               Figure 6. Axial distribution of heat transfer coefficient 
               at different peripheral locations, Re = 7420                                at different peripheral locations, Re = 13050  

Local heat transfer coefficient results around the inner periphery of the pipe cross section at four coil turns 
(2nd, 5th, 9th and 12th) and for different flow regimes were shown in Figures 7-9. These positions along the 
absorber were chosen such that each figure represents the circumferential variation of heat transfer as the 
flow progresses through the spiral coil from inlet to exit. 
Due to the secondary flow, caused by the nature of the flow and the curvature changes, the heat transfer 
process from the walls are also affected which results in not only axial but also circumferential boundary 
layer formations. The maximum velocity at the entrance region is observed to be at the center of curvature of 
the spiral tube, but further downstream the maximum velocity shifts towards the outer wall of the spiral tube. 
Well into the spiral tube, the fluid is heated more in regions where the velocity magnitude is less causing 
larger thermal boundary layers at the inner side of the spiral wall, while very thin thermal boundary layers 
are observed at the outer side of the spiral wall.  
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      Figure 7. Circumferential distribution of heat                           Figure 8. Circumferential distribution of heat      
                         transfer coefficient, Re = 3630                                                   transfer coefficient, Re = 7420 

 
Figure 9. Circumferential distribution of heat transfer coefficient, Re = 13050 

The heat transfer generally increases along with the curvature ratio (δ = d i / Dc). Peripheral distribution of 
heat transfer coefficient clearly indicate the presence of secondary circulation and of a strong stratification of 
streamwise velocity and temperature along the radius of curvature. This is characteristic both for laminar and 
turbulent flow. 
For moderate values of curvature ratio heat transfer coefficient fluctuates and this observed phenomenon is 
different than that of straight tubes. These oscillations are caused by the flow pattern which is affected by the 
centrifugal, buoyancy and viscous forces inducing formation of very complex thermal boundary layer. This 
is in accordance with previous findings of Seban and McLaughlin [28], who presented the experimental data 
on friction and heat transfer for the laminar flow of oil and the turbulent flow of water in curved pipes under 
the uniform wall heat flux thermal boundary condition. Their data clearly showed an irregular behavior of 
the local convective heat transfer coefficient along the axial distance. Similar oscillatory behavior of the 
Nusselt number has also been found by Lin and Ebadian [29] in their numerical studies of turbulent 
convective heat transfer in smooth helical pipes. 
Turbulent velocity and temperature fluctuations in curved pipes were much more intense in the outer region 
than in the inner one. With respect to the straight pipe case, velocity fluctuations were concentrated in a 
narrower near-wall layer and were relatively less intense in the core flow, while the temperature fluctuations 
in the core region were more intense. 
At the outlet region, where the radius of curvature increases significantly with each turn, the flow stabilizes 
in relatively short distance, thus oscillations are not so significant. Increasing the curvature led to a decrease 
in the fluctuations of streamwise velocity and temperature and of the turbulent heat fluxes over the whole 
cross section. 
The decrease of turbulence levels and of turbulent heat fluxes with increasing the curvature ratio for a given 
Reynolds number might lead one to expect that overall heat transfer rates would decrease. However, this is 
not the case, and the present computational results indicate a moderate but clear increase of the heat transfer 
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coefficient with the increase of curvature ratio. Such behavior could be explained by the global changes that 
curvature induces in the flow and temperature fields, especially by pushing high-speed and low-temperature 
fluid towards the outer wall region and away from the inner wall. As a consequence, heat transfer increases 
in the outer region and decreases in the inner region quite independently on the changes in turbulence 
structure. The net effect is a slight increase of the average value of heat transfer, similarly as could be 
observed in laminar flow.  

4. Conclusion 
Three-dimensional turbulent convective heat transfer in the Archimedean spiral coil tube under radiant 
heating has been studied numerically with control volume method. The numerical computations revealed the 
development and distribution of heat transfer in the spiral coil tube. The induced secondary flows by 
centrifugal and buoyancy forces in the coil tube with constantly changing curvature have significant effect on 
the enhancement of heat transfer. Results of numerical calculations with various inflow rates, that represent 
all three flow regimes, indicate the development and distribution of the local heat transfer coefficient at 
different axial and periferial locations. The secondary flows strongly affect the flow, what in conjunction 
with specific boundary conditions, makes the heat transfer strongly asymmetric, with higher values near the 
outer wall of spiral. The local heat transfer coefficient varies along the axial locations of spiral coil and this 
oscillating behavior is a consequence of the highly intensified secondary flow field. 

Nomenclature 

Latin symbols 
Ac

 – Cross-section area, in [m2]. 

cp – Specific heat capacity, in [kJ kg-1 K-1]  

de – Inside diameter of pipe, in [m]. 
d i – Inside diameter of pipe, in [m]. 
h i – Local value of inside heat transfer 

coefficient, in [W m-2 K-1]  

I – Incident heat flux, in [W m-2]. 
n – Number of coil turns. 
ps – Spiral coil pitch, [m]. 
q i – Local value of heat flux at the inside 

surface of pipe, in [W m-2]. 
Re – Reynolds number.  

Rmin – Minimum radius of the coil, in [m]. 
Rmax – Maximum radius of the coil,[m]. 
s – Pipe wall thickness, [m]. 
T – Temperature, in [K]. 
Tb – Fluid bulk temperature, in [K].  

   
T i – Local value of inside wall 

temperature, in [K]. 
Ui – Velocity components, in [m s-1]. 
V – Mean velocity, in [m s-1]. 

Greek symbols 
δ – Curvature ratio. 

θ – Circumferential position, [°]. 

λ – Thermal conductivity, [W m-1 K-1]. 

μ – Dynamic viscosity, in [Pa s].  

ρ – Density, in [kg m-3].  

Subscripts 
av – Average. 
in – Inlet 
out – Outlet 
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Abstract: The application of mathematics for solving various problems most commonly goes through 
mathematical models. For that reason it is necessary to have in mind some considerations as to be sure 
that the obtained solutions will be credible. Mathematics has always developed new theories and new 
tools which are eventually taken over by other sciences and applied there for solving various problems. 
Today, mathematics is incorporated in every aspect of our life which makes our society a scientific one: 
from climate simulation, through internet software, to biotechnology. In this article we point to the 
applicable side of mathematics by presenting some selected examples. We discuss some issues 
concerning a proper mathematical modelling and simulation, stress some possible limitations and 
problems, and give some practical hints for modelling big-data problems. We also discuss the problem of 
multiscale modelling and present an example. 

. Keywords: Applied mathematics, Numerical algorithm, Mathematical modelling, Computational complexity, 
Multiscale modelling  

1. Introduction 

Mathematical modeling and simulation, and mathematical apparatus have been always a tool for 
analyzing and understanding various scientific problems. Engineering sciences have traditionally 
relied a great deal on mathematics. Today, the role of mathematics gains an increasing importance 
along with the development of new technologies. The functioning of modern world is under the 
immense influence of all kinds of information technologies, from the widespread and increasing 
employment of computers, e-mail, the internet, DVD-s, iPads, search engines, YouTube, to 
interface design, 3D conferencing, virtual medical procedures, e-learning, animation. All this 
demands the development of sophisticated technologies which involve various branches of 
advanced mathematics. Algebraic geometry has recently established links with high energy physics 
and mathematical logic is of increasing importance in computer science. Magnetic resonance is 
based on a real-world application of non-commutative Fourier analysis [10]. 

In this article we are concerned with the importance of mathematical modelling for solving 
scientific problems in various sciences. We first discuss in Section 2 the applicability of 
mathematics in real life problems and then give some historical notes of unexpected use of 
mathematical results.  In Section 3 we discuss some aspects of a proper mathematical modelling, as 
consistency issues and computational boundaries. We are also concerned with the prospects for 
mathematics in the contemporary science and multi-media civilization, particularly with modeling 
big data problems. In Section 4 we are concerned with the problem of multiscale modelling. 

2. Mathematics and Its Applicability 

Mathematics is one of the most ancient human mental activities, as old as mankind itself. Even if 
we do not always realize that, it is present in our everyday life through science, technology, and 
culture.   

The word “mathematics” comes from the Greek “mathema”, which means “lesson”.  The ancient 
Greeks did not consider a person educated without a thorough knowledge  of mathematics. 
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Allegedly, no one was allowed to Plato’s academy without knowing geometry. This reflects not 
only connection of mathematics to philosophical thought, but its powerful way to explain and 
eventually govern the world. Most importantly, mathematics teaches people to think critically about 
the world and to question their assumptions.  

Mathematics has often been appointed to as queen and servant of the sciences. This corresponds to 
the essential features of mathematics: its theoretical nature, which puts it to the place of the purest 
of sciences, and its applicability and usefulness to other sciences. Both are of equal importance. The 
first qualification is related to completely theoretical nature of mathematics, its independency on 
reality and real life problems. Mathematics deals with abstract notions on a completely abstract 
level. This puts mathematics to the position of the purest science, something like art. In that sense 
mathematicians are more free than other scientists. They can freely develop new ideas, launch 
conjectures and then refute them without consequences. Famous mathematician George Cantor 
said: “The essence of mathematics lies in its freedom.” However, mathematicians can conceive the 
inconceivable because they can abstract from ideas, because they can formalize. This is the way 
how mathematics lays out the development path for other sciences. 

Mathematics is on the other hand the most applicable and useful. Mathematical thinking is a 
powerful tool for analyzing and understanding problems. From CD player to the stock exchange, 
from computer tomography to transport planning, it is all mathematics. Not only is mathematical 
thinking necessary for making scientific discoveries, but also mathematics presents a specific 
language and tool for expressing particular scientific problem into an elegant and abstract form. 
Such mathematical frame enables easier manipulation and analysis.   

While developing their theories, mathematicians do not think of their applicability. Pure 
mathematicians are even proud for their theories being on quite abstract level apart from reality. 
However, no matter how weird ideas mathematicians come upon with, it eventually turns out that 
these theories find perfectly well implementation in the real world. Here we list some examples of 
unexpected applications of mathematics. Many others emerge every day. More examples one can 
find in [1].       

1)  Ellipse and Orbits of Planets 

The affiliation of old Greeks to geometry is very well known. Among other geometrical objects, 
they knew about ellipse and its characteristics. 

 

 
Figure 1. An ellipse with focuses (-c,0) and (c,0).  

They studied the shape and properties of ellipse from sheer esthetic point of view. This knowledge 
was of no use for the next two thousand years when, surprisingly, it turned out that ellipse describes 
the shape of orbits of planets. Namely, the planets move around Sun by elliptic paths with Sun 
being at one of its focal points, contrary to the previous belief that these paths are circular. This fact 
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was first observed by Kepler, and proved by Newton, which is one of the greatest achievements of 
scientific thought. 

2)  Boolean Algebra and Modern Computer Era  

English mathematician George Boole, in his attempt to systemize the principles of  logic,  
developed at the time awkward algebra based on binary number system which he published in 
his An Investigation of the Laws of Thought (1854) [2]. His innovation started a controversy and 
even Boole regarded this contribution as a flawed exposition of his logical system. Surprisingly, 
seventy years later Boolean algebra became the foundation for the operation of  all modern digital 
computers.  

Claude Shannon, one of the founders of the modern computer technology,  introduced his switching 
algebra for the practical digital circuit design in 1930.  He employed the properties of electrical 
switches to process logical operations.  To his surprise,  Shannon realized that there already exists 
the abstract mathematical apparatus, Boolean algebra, that serves perfectly  for his analysis and 
design of circuits, which he thus employed in [9]. Whereas in elementary algebra expressions 
denote mainly numbers, in the two-element Boolean algebra they denote the truth 
values: false and true. These values are represented with the bits (or binary digits), namely 0 and 1. 
The basic operations are presented in the Table 1. 

Table 1. Basic operations of Boolean algebra  

𝑥 y x˄y x˅y ¬x 

0 0 0 0 1 

1 0 0 1 0 

0 1 0 1  

1 1 1 1  

There is evidence that Victor Shestakov proposed a theory of electric switches based on Boolean 
logic even earlier but his result was published only in 1941 (in Russian). Hence Boolean algebra 
became the foundation of practical digital circuit design; and Boole, via Shannon and Shestakov, 
provided the theoretical grounding for the Digital Age. 

3)  Primes and Cryptography   
Prime numbers are usually regarded as the purist and the most useless form of mathematics. They 
were investigated from ancient times without any particular purpose.  However, last few decades 
they have found application in the construction of security codes for banks and other organizations. 
This is what is called cryptography. 

In cryptography, where many systems rely on problems in number theory, primes have an important 
role (since primes are in a sense the "building blocks" of numbers). For example, one of the most 
common encryption schemes RSA is based on the use of prime numbers. All arithmetic is done by 
modulo 𝑛, 0T with 𝑛 = 𝑝𝑞, where  𝑝, 𝑞 are large primes. Decryption in this system relies on 
computing Euler's phi function, 𝜑(𝑛), which is hard to compute (hence the system is hard to 
break) unless it is known the prime factorization of n (which is also hard to compute unless it is 
known in advance).  
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RSA algorithm uses a “public key,” information that is publicly available, and a “private key,” 
something that only the decoding party (client) has. Roughly speaking, the public key consists of a 
large number that is the product of two primes, and the private key consists of those two primes 
themselves. It’s very difficult to factor a given large number into primes. For example, it took 
researchers two years recently to factor a 232-digit number, even with hundreds of parallel 
computers. For the sake of comparison let us just note that currently the largest known prime 
number is 257,885,161 − 1, a number with 17,425,170 digits, discovered on February 2013 in the frame 
of  GIMPS (Great Internet Mersenne Prime Search) project. 

However, advanced security systems involve much more than this: along with elliptic curve 
cryptology there is a set of systematic algorithms and protocols for encryption, key exchange, 
hashing, and signature. This is all part of the Advanced Encryption Standard (AES), widely used by 
governments, industry, and citizens to ensure confidentiality.   

Examples like these show how abstract mathematical constructions stemming from everyday 
human experience arise in unexpected places producing a sense of wonder. In other words, 
scientific taught always finds way to apply mathematical ideas into practical scientific problems. 

2. Mathematical Modelling  

Mathematical modelling is the foundation of any application of mathematics to solving problems in 
other scientific disciplines.  A mathematical model describes a phenomena or process using 
mathematical symbols and equations and it can take many forms. Mathematical models are widely 
used in many disciplines, such as natural sciences (physics, biology, earth science, meteorology) 
and engineering disciplines (computer science, artificial intelligence), as well as in the social 
sciences (economics, psychology, sociology). Physicists, engineers, statisticians and economists use 
mathematical models most extensively. For this reason it is important to stress out some important 
features connected to mathematical modelling. Many valuable suggestions one can find in [4]. 

3.1. Consistency  

Mathematical model should be a proper approximation to the physical model, which is already a 
substantial reduction of the reality. Problems in engineering and in other sciences are real life 
problems that must be consistent to the given constraints. This issue must be carefully taken care of 
as to prevent the appearance of works that are mathematically sound but conceptually wrong. 
Mathematical equations do not care about reality and whether the mathematically obtained solution 
makes any sense in physical world. 

The mathematical theory that is used must be credible. Sometimes flawed theories are taken over by 
other authors without verification and applied, which eventually lead to flawed results. This is 
particularly dangerous today when publishing is expanding enormously. In the flood of information 
it is hard to distinguish erroneous theories or pseudo-mathematical theories.  

 Let us here quote the famous physicist Richard Feynman (who used a lot of mathematics in his 
work) said in [3]: “I must point out that you cannot prove a vague theory wrong. […] Also, if the 
process of computing the consequences is indefinite, then with a little skill any experimental result 
can be made to look like the expected consequences. “ 

3.2. Mathematical Modelling of Big Data  
The last decades have seen a rapid development of computers and their growing use in all kinds of 
human activities. Modern high-performance computers have a dramatic impact on the way in which 
mathematics is done and how it is implemented. Moreover, computers are used to perform highly 
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complex computations in order to apply mathematical models to a variety of empirical problems, 
often in such branches as biology (genomics and proteomics), social sciences, oceanography,  
meteorology, or the financial industry. The common feature of the listed branches is the use of data 
in large scale.  
Modern data analysis is sometimes supported by the belief that sufficiently large data collection 
from a phenomenon will provide answer to any question about the phenomenon. Regardless of how 
complex nature may be, there is a belief that a fundamental explanation can be found and that a 
theoretical, explicative model can be reached. However, such data-driven models, supported by a 
flood of information generated by innumerable measuring devices, might become enormous and 
unusable. 
One approach, widely accepted lately, can be applied for the construction of models of the 
phenomena which are described as historical. Historical phenomenon is a process of change in 
which each state at some moment of the successive states of a changing system presents a 
modification of a previous state as a causal transformation and not as an independent occurrence. 
For example, these phenomena appear in biology, economics, and in the social sciences in general. 
The wise strategy to build a model in such a case is based by backtesting, which refers to testing a 
predictive model using existing historic data. In other words, it is the process of applying a strategy 
or analytical method to relevant historical data in order to see how accurately the strategy or method 
would have predicted the results. If the obtained prediction of some past state coincides with the 
actual state of phenomenon at the corresponding moment, then such model can be applied for some 
future prediction. It usually takes a relatively small number of trials to identify the right strategy 
with considerably high backtested performance. This approach is particularly effective in economy 
for forecasting the investment strategies. 

Several techniques in mathematical modelling have been developed as partial historical modelling 
of key variables, evolving in time, describing a phenomenon. The methods in question are nonlinear 
time series analysis methods, where modelling of random or nonlinear processes includes 
knowledge of its past states at several time points, or forecasting methods where collections of 
initial conditions are used to predict as good as possible the future state of complex system, such as 
ensemble of Kalman filter [8], or some less structured particle filters method.   

Another example is particle swarm optimization [4], where the search for optimal solutions to a 
problem is regarded as a collective process in which individual tentative solutions are changed in 
time not only by their tendency to improve their current fitness but also by their tendency to retain 
close contact with the best-known tentative solution. 

3.3. Boundaries of Computability  

 
One of the most important issues is the complexity of the problem, that is, the degree of difficulty 
measured by the time an algorithm needs to solve the problem. The complexity of the problem 
consists of the effort needed to compute the solution from the input. It is said that a problem has 
polynomial complexity if for 𝑛 input data the algorithm requires 𝑛𝑝 operations. If  𝑛 is not too large, 
today’s computers can easy solve such problems. 
However, there are much harder problems whose complexity is exponential. This occurs when the 
effort increases by a factor 𝑎 > 1 as we pass from 𝑛 to  𝑛 + 1. Suppose that we have complexity  

 
𝑙(1) = 𝑎, 𝑙(2) = 𝑎 × 𝑎 = 𝑎2, 𝑙(3) = 𝑎3, 

 
and, generally 𝑙(𝑛) = 𝑎𝑛. This means that we have exponential growth of complexity. In such cases 
the computing time explodes and the fastest computers are not able to produce the solution.  
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     Table 2. Evaluation time for exponential problems  
 

𝑛 Time 
10 ~ 10-8 seconds 
40 ~ 10   seconds 
70 ~ 317 years 
100 ~ 317 billion years 

 
For example, suppose that we use computer which can perform 100 billion operations per second. If 
the complexity is 2n, then the time needed for the solution is given in Table 2. It becomes obvious 
from this example how dramatic becomes the growth of operation time for modest values of 𝑛. It is 
unimaginable what can happen for larger values of 𝑛, but even the problems presented in Table 2 
are far from being solvable. 

4. Multiscale Modeling   
 

Multiscale modelling appears in problems which involve multiple scales of time or space,  such as in 
engineering, physics, meteorology, and computer science. The scales can be distinguished from macroscale, 
mesoscale, nanoscale to sub-nanoscale. This theory is today extremely developed and branches to many 
particular disciplines.  We are going to present here an example as the illustration to the principles of 
multiscale modelling.  
Let be given a sphere of a small mass ε which is fixed to the floor by means of a spring and a damper, C 
being spring constant and δ being damping constant. A force F produces vertical oscillations of the sphere 
(see Figure 1). It is our task to find the displacement )(ty  that satisfies the differential equation 

𝜀𝑦′′ = 𝐹 − 𝛿𝑦′ − 𝐶𝑦 
with the initial conditions 0)0( yy = and 1)0(' yy = . Here y’ is the velocity and y’’ the acceleration. 

 
 

Figure 1. The example of an oscillator with small mass and small damping  

 
Take, for example, (𝑡) = 𝑐𝑜𝑠𝑡 , C=1, the exact solution of the given Cauchy problem is given by 

𝑦(𝑡) = 𝑒−
𝛿
2𝜀𝑡 �𝑎 cos �

𝜔
√𝜀

𝑡� + 𝑏 sin �
𝜔
√𝜀

𝑡��+𝐴 sin 𝑡 + 𝐵 cos 𝑡  

where  
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𝐴 =
𝛿

1 − 𝜀
𝐵,𝐵 =

1 − 𝜀
𝛿2 + (1 − 𝜀)2

,𝑎 = 𝑦0 − 𝐵, 𝑏 =
√𝜀
𝜔
�𝑦1 +

𝑎𝛿
2𝜀

− 𝐴� ,𝜔 = �1 −
𝛿2

4𝜀
 

Particularly, we choose the initial conditions to obtain the following differential equation:   

,0)0(',3.1)0(,'cos'' ==−−= yyyyty δε  (1) 

Employing the programming package Mathematica and taking  𝛿 = 0.2𝜀 we obtain the exact solutions for 
different values of 𝜀 and 𝛿. Some of the solutions are presented graphically on Figure 2.  

       
a)                                                                                                b) 

 
c) 

Figure 2. The exact solution of the oscillator problem (1) for a) 𝜀 = 0.1, 𝛿 = 0.02, b) 𝜀 = 0.01, 𝛿 = 0.002,  
c) 𝜀 = 0.001, 𝛿 = 0.0002   

Horizontal axis represents time varying in the interval [ ]π6,0 , while the displacement of the mass is 
shown on the vertical axis. Comparing graphs on these three figures we can see that while the mass 
𝜀 and damping 𝛿 decrease by a factor 10, around the slow oscillation of the exact solution oscillates 
faster and faster. Clearly, there is a trend that the solution is a superposition of a slow process and a 
fast, gradually decaying process as 𝜀 and 𝛿 become smaller.  

Here is presented relatively simple problem which can be solved by the use of computer. However, 
in more complex problems, such as whether forecast, we are not able to find the exact solution. In 
such cases we seek an approximate solution relying on computer simulations. Here emerges a 
serious problem. The computer memory, however big can be, is still finite and what we can get is 
only a discrete approximation to the continuous solution. Depending on the resolution, it can 
happen that we cannot properly observe the processes on very small scale. 

Figure 3 presents an enlarged fragment of fast oscillations in two different grids. While the refined 
grid catches the exact solution properly, the coarse grid tends not only to pass of connections of 
individual points of exact solution suppressing every second oscillation, but also omits to show a 
very regular pattern of fast oscillations.  
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Problems of this kind exhibit a great deal of instability under small perturbations of parameters while 
requiring an enormous quantity of data.  Such is, for example, the problem of the weather forecast, known as 
the one of most complex problems. Ever since computers have been involved in problem solving, the 
meteorology centers have employed the most powerful digital machines, together with oceanography 
(mapping the see floor). More details on this issue one can find in [5] and [6]. 

                             
Figure 3Enlargement of the segment of the solution together with its coarse approximation 

Applied mathematics (numerical analysis, asymptotic analysis) can contribute to analyzing the interactions 
between multiple scales. In spite of the constant development of ever more sophisticated techniques, its 
potentials have not been fully exploited. Among other reasons there are difficulties due to translating real-life 
problems into concrete mathematical problems.  

Acknowledgements 
 
This work was done under the grant of the project ON174022 of Ministry of education and science 
of Republic Serbia.    

References 
[1] M. Aigner, E. Behrends (editors), Mathematics Everywhere, AMS, Providence, Rhode Island, 2010.  
[2] George Boole, An Investigation of the Laws of Thought , London, Walton & Maberly, 1854, 265-275. 
[3] R. Feynman, The Character of Physical Law, The MIT Press, 1964. 
[4] N. Higham, Accuracy and Stability of Numerical Algorithms, SIAM, Philadelphia, 1996J. Kennedy, R.C. 

Eberhart, Y. Shi, Swarm Intelligence, Morgan Kaufmann, San Francisco, 2001. 
[5] R. Klein, Mathematics in the Climate of Global Change, in: Mathematics Everywhere (Eds. M. Aigner, E. 

Behrends), AMS, Providence, 2010.  
[6] A. Majda, Sistematic Multiscale Models with Moisture and Systematic Strategies for Superparametrization, J. 

Atmos. Sci., (64) 2007, 2726-2734.  
[7] D. Napoletani, M. Panza, D.C. Struppa, Agnostic science. Towards a philosophy of data analysis, Foundations of 

Science 16 (19), 2011, 1-20. 
[8] C. Shannon, A Symbolic Analysis of Relay and Switching Circuits, Trans. AIEE 57 (12): 713–723. 
[9] W. J. Schempp, Magnetic Resonance Imaging: Mathematical Foundations and Applications, Wiley, 1998. 

 

852

https://en.wikipedia.org/wiki/The_Laws_of_Thought
http://eu.wiley.com/WileyCDA/Section/id-302479.html?query=Walter+Johannes+Schempp


Influence of Polynomial Coefficients on the Weighted Sum of Gray 
Gases Model Optimization 

Nenad Crnomarkovića (CA), Srđan Beloševićb, Ivan Tomanovićc, Aleksandar Milićevićd, 
Andrijana Stojanoviće and Goran Stuparf 

a University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, ncrni@vinca.rs 
b University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, v1belose@vinca.rs 

c University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, ivantomanovic@vinca.rs 
d University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, amilicevic@vinca.rs 
e University of Belgrade, Vinča Institute of Nuclear Sciences, Belgrade, RS, andrijana@vinca.rs 

f University of Belgrade, Faculty of Mechanical Engineering, Belgrade, RS, gstupar@mas.bg.ac.rs 

Abstract: Influence of the number of the significant figures of the coefficients in the interpolating 
polynomials representing the weighting coefficients of the weighted sum of gray gases model (WSGM) 
on the relative differences of the numerical investigation results was investigated. For the selected 
pulverized coal furnace, the computer code which solved the set of equations of the mathematical model 
describing the turbulent two-phase reactive flow with radiative heat exchange was used. Radiative 
properties of the gas phase were determined by the simple gray gas model and WSGM. Two 
combinations of the WSGM were made: one gray gas plus a clear gas and two gray gases plus a clear gas. 
The weighting coefficients were approximated by the polynomials of the third degree. The coefficients of 
the polynomials were determined with seven significant figures. The number of the significant figures 
was reduced by one and the relative differences of the selected variables were found. The investigation 
showed that at least seven significant figures of the coefficients in the interpolating polynomial of the 
weighting coefficients are needed to optimize the WSGM for the selected furnace. This investigation 
enabled establishing a procedure needed for the optimization of the WSGM for some other furnace. 

Keywords: Furnace, Numerical simulation, Significant figure, Radiation, Weighted sum of gray 
gases model. 

1. Introduction 
In numerical investigations of processes inside pulverized coal fired furnaces, radiative properties of the gas-
phase combustion products are often modeled by the weighted sum of gray gases model (WSGM) [1-3], 
replacing the real gas-phase combustion products by the mixture consisting of several gray gases and a clear 
gas. In the WSGM based on total radiative properties the number of gray gases usually is not bigger than 
three [4, 5], although there are WSGMs defined for more than three gray gases [6]. Each gray gas is 
represented by the temperature dependent weighting coefficient and constant absorption coefficient. 
Emissivity of a real gas is a sum of terms, each of which contains a gray gas emissivity multiplied by the 
temperature dependent weighting coefficient. 
It was shown that the relative differences of the numerical investigation results decreased with the increase 
of the number of gray gases of the WSGM [7]. Influence of the number of gray gases was found using an in-
house developed computer code which solved the set of equations of the mathematical model describing the 
reactive two-phase turbulent flow with radiative heat exchange. Gas phase radiative properties were 
determined by the simple gray gas model (SGM) and two combinations of the weighted sum of gray gases 
model (WSGM): one gray gas plus a clear gas (WSGM1) and two gray gases plus a clear gas (WSGM2). 
Parameters of the WSGM were determined using the procedure developed by Hottel and Sarofim [4]. The 
temperature dependent weighting coefficients were determined in the range 600-2400 K. Functional 
dependence of the weighting coefficients on temperature was determined in the form of polynomials of the 
third, fourth, and fifth degrees. The polynomial coefficients were determined by the least-square method and 
for scaled temperature, θ = T/1000. Each coefficient was determined in the following form: 
±0.d1d2d3d4d5d6d7 × 10-n, where n is an integer and each term in the series d1-d7 is a significant figure. 
(Every polynomial coefficient was determined with seven significant figures.) 
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The objective of this investigation was to find the influence of the total number of the p significant figures in 
the olynomial coefficients on the relative differences of the numerical investigation results of processes 
inside the pulverized coal fired furnace. On the basis of the previous investigation [7], the weighting 
coefficients of the WSGM were presented by the third order polynomial. Total number of the significant 
figures of every polynomial coefficient was reduced by one and the average and maximal relative differences 
of the selected variables were found.  
Numerical investigations were carried out for the pulverized lignite fired furnace of the 210 MWe boiler. 
Dimensions and the shape of the furnace, coal properties, as well as mass flow rates of coal and air were 
described [8, 9]. Briefly, the furnace was fired by the lignite Kolubara and it was 45.0 m high, 16.5 m wide, 
and 14.5 m deep. In the following text, the mathematical model and results are presented. 

2. Mathematical model and method of the analysis of results 
Mathematical model of the turbulent two-phase reacting flow with radiative heat exchange process inside the 
furnace was detailly given in [10]. Here, only the main characteristics are described. 
The gas phase is described by the time averaged differential equations of the conservations of the 
momentum, enthalpy, gas-phase concentrations, turbulent kinetic energy and its dissipation rate in Eulerian 
reference frame. The general form of the gas-phase equation is the following: 

 ( )g ,pi
i i i

U S S
x x xΦ Φ

Φρ Φ Γ Φ

 ∂ ∂ ∂
= + + ∂ ∂ ∂ 

 (1) 

where ρ [kg m-3] is the gas-phase density, iU  [m s-1] is the component of the gas-phase velocity vector, Φ is 
the general physical quantity of the gas phase, ΦΓ  [kg m-1 s-1] is the transport coefficient for the Φ, ΦS  is 
the source term for the Φ, and p,ΦS  is the source term for the Φ because of the presence of the particles. The 
set of equations is closed by the k-ε model of turbulence. The pressure field is solved using the SIMPLE 
algorithm. 
Dispersed phase is described by the differential equations of the motion and change of mass and energy in 
Lagrangian reference frame. Heterogeneous reactions of coal combustion are modeled in the kinetic-
diffusion regime. Combustion model was detailly described in [11].  

The radiative heat exchange is determined by Hottelʼs zonal method of radiation, based on division of the 
furnace volume into volume zones and furnace walls into surface zones. For every pair of zones, the direct 
exchange areas and total exchange areas (TEAs) are calculated. The wall heat flux of the surface zone si is a 
difference of absorbed and lost energy: 
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where m iG S  [m2] is the volume-surface TEA, n iS S  [m2] is the surface-surface TEA, Nvz is the number of the 
volume zones, Nsz is the number of the surface zones, 

mgT [K] is the temperature of the volume zone gm, 

isT [K] is the temperature of the volume zone si, is∈  is the emissivity of the surface zone si, and 
isA  [m2] is 

the surface area of the zone si. The sum of the first two terms in the numerator of the eq. (2) is the heat 
transfer rate of the gained energy and the third term is the heat transfer rate of the energy loss because of the 
emission of radiation from the surface zone si. The heat transfer rate of the zone si is determined multiplying 
the wall flux by the surface area: w,i i is s sQ q A= , and the heat transfer rate through all furnace walls is found 

854



by summing the heat transfer rates of all surface zones which represented wall: fur isQ Q=∑  . When the 
WSGM is used, the TEAs are replaced by the directed flux areas. 
Thermophysical properties of the gas phase are determined from the equation of the state, tabulated values, 
and empirical relations. Discretization and linerization of the gas-phase equations are achieved by the 
method of the control volumes and hybrid different scheme. Stability of the iterative procedure is provided 
by the under-relaxation method [12]. The furnace walls are composed of two-layers: the metal wall layer of 
the thickness 4.0 mm and the ash deposit layer 0.3 mm thick. The effective thermal conductivity of the ash 
deposit layer on temperature is adopted from reference [13] (the sample whose silica ratio is 62), whereas the 
thermal conductivity of the metal layer is that of the carbon steel [14, 15]. The wall emissivity is 0.8. 
Temperature distribution inside the furnace of the two-phase medium is obtained for the condition of the 
thermodynamic equilibrium between gas and dispersed phases [10].  
Influence of the number of significant figures on the approximation accuracy of the weighting coefficients 
was determined by the root-mean-square error: 

 ( ) ( )( )
dp 2

1

dp

N

i i
i

a T f T

N
χ =

−
=
∑

 (3) 

where a(Ti) is the weighting coefficient, f(Ti) is the interpolating polynomial, and Ndp is the number of 
discrete points. The root-mean-square error was determined for the temperature range 750-1800 K, which 
was the expected temperature interval of the coarse numerical grid.  
The influence of the gray gases was found comparing the differences of the results of numerical simulations. 
Differences between results when WSGM1 (on one side) and SGM or WSGM2 (on the other side) were 
determined. The relative differences of the gas-phase variables and absorbed wall fluxes which were 
determined as the ratio of the absolute difference with the value of the variable obtained by the WSGM1: 

 RPM WSGM1
RPM

WSGM1

100.0
η η

δ
η
−

= ⋅  (4) 

where the symbol η stands for the medium temperature Tm, wall fluxes qw, and wall temperature Tw. The 
subscript RPM designates gas-phase radiative property models: SGM or WSGM2. The average values of the 
relative differences were determined using following equation: 

 RPM RPM,
1

1 N

i
iN

δ δ
=

= ∑  (5) 

The results included the relative differences of the furQ . 

3. Results and discussion 
Radiative heat exchange was solved on the coarse numerical grid composed of the cubical volume zones of 
the edge dimension of 1.0 m. The furnace volume was divided into 7956 volume zones and furnace walls 
were divided into 2712 surface zones. Flow field was determined on the fine numerical grid which was 
obtained dividing the volume zones into 64 control volumes. The fine numerical grid contained 620 136 
nodes (or control volumes). Agreement with experimental data was already proved. 
Radiative heat exchange was solved using Hottelʼs zonal method, by which the furnace space and walls are 
divided into volume and surface zones. Direct exchange areas and total exchange areas were determined for 
every pair of zones. Direct exchange areas of the close zones were determined using correlations [5]. Total 
exchange areas were calculated by the method of original emitters of radiation [4]. Improvements of the 
values of total exchange areas were accomplished using the generalized Lawson’s smoothing method [16]. 
All results were obtained after 4000 iterations. 
The results were given in Tables 1-4.  
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Table 1. Values of the χ for various numbers of the significant figures 
SF WSGGM1 WSGGM2 

a1 a0 a1 a2 
7 0.37436⋅10-3 0.39216⋅10-3 0.35216⋅10-3 0.37577⋅10-3 
6 0.36982⋅10-3 0.39208⋅10-3 0.35219⋅10-3 0.37582⋅10-3 
5 0.37006⋅10-3 0.39172⋅10-3 0.35169⋅10-3 0.37689⋅10-3 
4 0.37400⋅10-3 0.39446⋅10-3 0.37582⋅10-3 0.37658⋅10-3 
3 0.25128⋅10-3 0.71382⋅10-3 0.36634⋅10-3 0.53637⋅10-3 
2 0.52580⋅10-2 0.32029⋅10-2 0.16139⋅10-1 0.60050⋅10-2 
1 0.10585 0.10929 0.24987⋅10-1 0.10601 

 
Table 2. Average values of the relative differences 
SF qw Tm Tw 

SGM WSGM2 SGM WSGM2 SGM WSGM2 
7 1.91 0.62 0.28 0.22 0.32 0.09 
6 1.80 1.26 0.34 0.38 0.30 0.16 
5 1.78 1.10 0.42 0.29 0.28 0.14 
4 1.87 1.48 0.34 0.43 0.32 0.20 
3 1.90 1.24 0.25 0.40 0.30 0.17 
2 2.01 1.62 0.25 0.38 0.32 0.27 
1 1.83 3.21 0.43 0.51 0.29 0.51 

 
Table 3. Maximal values of the relative differences 
SF qw Tm Tw 

SGM WSGM2 SGM WSGM2 SGM WSGM2 
7       7.62            5.80 56.62 47.68 1.32 1.37 
6       9.18 14.08 56.79 21.53 1.71 1.59 
5 11.77 18.01 56.60 17.70 1.74 2.29 
4      7.47            8.74 56.68 33.10 1.68 1.49 
3 11.78 11.27 45.27 45.42 1.14 2.31 
2      9.72            9.25 45.35 51.84 1.91 1.67 
1 13.70 14.36 56.87 32.99 3.27 2.18 

 

Table 4. Values and relative differences of the furQ  for various numbers of the significant figures 
SF furQ  [MW] δSGM [%] δWSGM2 [%] 
7 192.73 1.33 0.0073 
6 193.28 1.03 0.12 
5 193.26 1.05 0.47 
4 192.30 1.56 0.27 
3 192.93 1.53 0.14 
2 192.82 1.59 1.30 
1 193.47 0.94 2.92 
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The results given in Table 1 show that values of the χ remains approximately unchanged for all values of the 
number of significant figures from seven to three. Yet, every combination of the coefficients of the 
interpolating polynomials produces different results. It shows that the root-mean-square error is not 
meaningful measure of the weighting coefficient approximation accuracy. The root-mean-square error only 
has to be smaller than 0.4⋅10-3, roughly. The difference of the results is probably caused by the different 
values of the coefficients. 
The results given in Tables 2-4 show that there are three groups of the significant figure numbers according 
to the influence on the relative differences of the results. The first group contains two or one significant 
figures. For two significant figures, values of the WSGM2δ  for qw and Tw are close to values of the SGMδ , 
whereas the average and maximal values of the relative differences for Tm are bigger for the WSGM2 than 
for SGM. For the same number of significant figures, the relative differences of the furQ  are very close. For 
one significant figure, average values of the relative differences for qw and Tw are bigger for the WSGM2 
than for SGM. Also, the relative differences of the furQ  are bigger for the WSGM2 than for SGM. It is clear 
that this group of the significant figures cannot be used to show the decrease of the relative differences of the 
results with the increase of the number of the gray gases. 
The second group contains the number of significant figures from six to three. The relative differences of the 

furQ  are bigger for the SGM than for WSGM2. On the other hand, the average values of the relative 
differences for Tm are bigger for the WSGM2 than for SGM in several cases. The maximal values of the 
relative differences of all considered variables are also bigger for the WSGM2 than for SGM in several 
cases. This group of the number of significant figures also does not provide the decrease of the relative 
differences of the results with the increase of the number of the gray gases. 
The third group of the number of significant figures contains only one member: seven significant figures. For 
this number of the significant figures, the relative differences of the furQ  are bigger for the SGM than for 
WSGM2. The average values of the relative differences of all considered variables are bigger for the SGM 
than for WSGM2. The maximal values of the relative differences of all considered variables except for Tw 
are bigger for the SGM than for WSGM2. It seems that seven significant figures enables the decrease of the 
relative differences of the results with the increase of the number of the gray gases.  
These results show that in this particular case of the numerical investigation of the selected furnace, the 
coefficients of the interpolating polynomial for the weighting coefficients should be determined with at least 
seven significant figures to obtain the optimization of the WSGM. There is a vast variety of the furnaces, and 
the influence of the number of significant figures for other furnaces might be different from that described in 
this paper. But, if one wants to optimize the WSGM, one must be aware of the influence of the number of the 
significant figures.  
The results from this paper enables the formation of the procedure for the optimization of the WSGM. The 
numerical investigations should be started with, for example four or five significant figures. If the decrease 
of the relative differences of the furQ  and average and maximal values of at least some variables is obtained, 
then the results can be probably improved by increasing the number of the significant figures. The reasonable 
number of the significant figures must not be exceeded. 

3. Conclusions 
Influence of the significant figure numbers of the coefficients in the polynomials that represent the 
dependence of the weighting coefficients on temperature on the relative differences of the numerical 
investigation results was described. Three groups of the number of the significant figures in the coefficients 
of the interpolating polynomial of the weighting coefficients were found. The main conclusion of this work 
was that, for the numerical investigations of the selected furnace, the coefficients of that polynomials should 
be found with at least seven significant figures. Whenever the optimization of the WSGM is to be done for 
some other furnace, the number of the significant figures can be found by the procedure in which the starting 
number of the significant figures (four or five) is increased by one until the decrease of the relative 
differences is obtained.  
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Abstract: Autothermal Thermophilic Aerobic Digestion (ATAD) is a wastewater 
treatment process using aerobic thermophilic microorganisms for biochemical 
oxidation of organic matter. It is carried out in parallel series of batch bioreactors at 
different operating temperatures. ATAD systems are subjected to daily uncertainties 
coming with each portion of raw sludge filled in first bioreactor. The latter causes 
decrease of operating temperatures and a thermal shock on microorganisms. To 
reduce the impact of the thermal shock, energy integration between the outgoing 
and incoming flows is applied by means of heat storage. Resulted redesign problem 
is two-stage stochastic optimization. A set of scenarios is generated for its 
presentation. Genetic algorithm with a specially constructed chromosome is applied 
for problem solution. Numerical results obtained by using industrial data show 
increased temperatures of incoming flows and sustainability of the operating 
temperatures in bioreactors. 

Keywords: ATAD system, Energy integration, Genetic algorithms, Stochastic 
optimization, Uncertainties 

1. Introduction 
Autothermal Thermophilic Aerobic Digestion (ATAD) is becoming a more widely used process for 

municipal waste water treatment thanks to its advantages compared to the conventional aerobic digestion, as 
well as Class A Biosolids production. ATAD process relies upon stimulation of non-pathogenic thermophilic 
bacteria having exothermic energy metabolism. In the process of biochemical oxidation of organic matters 
they release energy in the form of heat, water, carbon dioxide, ammonia, and other odors. Retention of 
generated metabolic heat into the process is very important for both the sludge stabilization, i.e. degradation 
of organic matters and pasteurization – killing of pathogens. The optimal temperature for bacteria growing is 
about 55°- 65°С while temperatures of less than 45°С dramatically decrease the rate of growth. 
Consequently, heat generation is the basis of ATAD processes and its retention in the system is critical for 
proper processing. 

Investigations carried out on ATAD processes have found that their duration should be about 20-23 
hours, and the wastewater must be treated in batch mode in two bioreactors at different operating 
temperatures with aeration and mixing. In the first bioreactor sludge stabilization is reached while in the 
second the pasteurization takes place. This is the reason for conventional ATAD systems to operate in series 
with two, rarely more, consecutively connected bioreactors. The number of series depends on the variations 
in the hydraulic load of treated sludge. Highest stabilization rate is achieved at temperature of about 55°С, 
which is the most desirable operating temperature for the first stage bioreactors. Better pasteurization takes 
place at 65°С – required operating temperature for the second stage bioreactors, [1-5]. 

Keeping a constant volume of treated wastewater in the bioreactors, each new batch starts 
approximately every 24 hours by replacing a part of the partially treated wastewater in the first bioreactor 
with raw sludge. In order to avoid contamination of already treated sludge, discharging and loading begins 
from the second to the first bioreactor. Observations carried out on industrial ATAD systems have shown 
that the major problem arising during the charge of raw sludge is a sharp temperature drop in the first stage 
bioreactors. The latter provokes a thermal shock (TSk) on the thermophilic microorganisms; leads to 
fluctuations in operating temperature in the first and often in the second bioreactors; reduces microbial 
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activity, i.e. biodegradation; prolongs retention time and hence has a negative impact on the energy 
efficiency of the entire system, [5]. Depth of the thermal shock depends on variety of parameters that are 
subjected to daily uncertainties such as the volumes and temperatures of loaded raw sludge, ambient 
temperature, sludge properties etc., as illustrated on Figure 1a. Due to the thermal shock the reactors from 
the first stage usually operate at about and below 50°C, Figure 1b.  
 

 
1a. Temperatures drop in the first bioreactor. 

 
1b. Achieved maximum operating temperatures in the 

first bioreactor. 

Figure 1. Influence of the volumes and temperatures of loaded sludge on the temperature drop (1a) and achieved 
maximum temperature (1b) in the first bioreactor. 

Reduction of the temperature drop in the first bioreactor and its impact on the microorganisms can 
improve the energy efficiency of ATAD systems and lead to more sustainable operating temperatures in the 
bioreactors. Csikor et al., [6] have shown that temperature control can be achieved by loading smaller 
amounts of sludge but at the expense of system capacity. However, energy analysis carried out on ATAD 
system has shown that the TSk can be reduced by appropriate heat integration. The presence of considerable 
amount of low grade heat in the flows outgoing from ATAD system has been proven and at specific 
conditions it could be used for preheating of raw sludge incoming to the first bioreactor. However, its 
utilization is hampered by the batch mode of process operation, the discrepancy in the time of the flows 
subjected to integration, and most importantly by daily uncertainties in the parameters of flows that must be 
integrated. 

In order to capture these uncertainties and to ensure effective utilization of the waste heat, the design 
problem of the facilities for heat integration of ATAD system should be considered as a problem of 
stochastic optimization. The latter is the main goal of this study. 

In order to achieve this goal, the study is structured as follows: next part presents general 
formulation of two-stage stochastic optimization problem. A proposed heat integration framework is 
discussed in Section 3. Section 4 presents the formulation of two-stage stochastic programming for an 
energy-integrated ATAD system. Brief description of BASIC Genetic Algorithm used for problem solution 
is given in part 5. The results obtained for an industrial ATAD system are considered in Section 6. Finally, 
short comments and concluding remarks are presented. 

2. Two-stage stochastic optimization problem 
Decision-making under uncertainties is an extremely complex process. Comprehensive overview of 

optimization problems under uncertainties is given by Sahinidis in [7]. There the author has paid an attention 
to two-stage stochastic programming as one of the most widely used approaches for dealing with 
uncertainties. Non-linear (NL) and mix-integer non-linear (MINL) stochastic programming are some of the 
most widely used approaches dealing with uncertain information in engineering and process system 
engineering design. 

According to the paradigm of two-stage stochastic programming, the decision taken in the first stage 
refers to the moment before realization of the uncertain parameters, while in the second stage uncertain 
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parameters are already revealed and additional decisions are made so as to ensure constraints satisfaction. 
Consequently, the variables are also partitioned into two sets referring to the first and second stage. Due to 
the uncertainties, the value (cost) of the second stage is a random variable. The purpose of optimization is to 
choose such values of variables related to the first and to the second stages so as the sum of the value (cost) 
of the first stage and expected value (cost) of the second stage to be minimal. 

Discretization of the space of uncertain parameters and transformation of two-stage stochastic 
programming into deterministic problem is one of the most widely used techniques for its solution. It results 
in formulation of optimization problem with a set of scenarios. Each combination of values of the uncertain 
parameters presents certain scenario – s. However, consideration of all possible combinations of the values 
could result in explosion in the number of scenarios, hence in formulation of very large and hard for solving 
optimization problem. The choice of scenarios should be made in such way so the values of uncertain 
parameters in them to appear with predefined probability– ps, and the sum of probabilities of the selected 
scenarios is equal to 1.  

Thus, general formulation of two-stage stochastic programming with scenarios is as follows: 
To minimize the objective function: 

 ( )∑
=

+=
S

s
ss qCpCZMin
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,")(' syxx  (1) 

Subject to: 
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where x and sy are vectors of the first and second stage variables and sq  is the vector of uncertain 
parameters for the scenario s. In chemical engineering problems, the set of constraints in form of equalities 

0)(, =•sih  usually represents the process model, while the inequalities 0)(, ≤•sjg  represent technical, 
technological and other type of constraints. Objective function, most often represented as a cost function, 
comprises value determined from the first stage variables )(' xC  and sum of the expected values - ( )sqC syx,"  
determined from variables of the second stage, weighted on the probabilities sp  for realization of the 
corresponding scenarios.  

Two most important problems connected with two-stage stochastic optimization with scenarios are 
related to the choice of scenarios and to the selection of the appropriate solution approach and technique. 

3. Heat integration framework 
In 1993, Ivanov et al, [8] have proposed a method for heat integration of the flows outgoing in 

different time intervals from two, hot and cold, batch reactors by using one heat storage tank. We have 
implemented this method in the conventional two-stage ATAD system with two series (А and B) of 
bioreactors. The heat integration framework is shown in Figure 2. Its general purpose is to integrate hot 
flows that appear during partial discharge of hot stabilized and pasteurized sludge from the second stage 
bioreactors - 2-А or 2-В, with the cold ones, appearing during loading of the raw sludge to the first stage 
bioreactors, 1-А or 1-В. Service, (loading and discharging) of each series is independent of each other. 

The proposed heat integration scheme comprises two heat exchangers: HE-c for preheating the cold 
sludge, incoming from the feed tank toward 1-А or 1-В, and HE-h – for cooling the hot stabilized sludge 
discharged from the bioreactors 2-А or 2-В and as well as one heat storage tank. Intermediate fluid storing in 
the heat storage tank plays the role of heating or cooling agent at different time intervals. During loading the 
bioreactors 1-А or 1-В, the intermediate fluid stored as a hot agent in the heat storage tank, passes through 
HE-c, preheats the cold sludge, cools and returns back to it. Due to mixing the hot and cold intermediate 
fluids in the storage tank, the heat exchange in both HE-c, and the heat storage tank, is unsteady state. 
Accordingly, during discharging 2-А or 2-B, the cooled intermediate fluid, which is already placed into the 
heat storage tank, is used in HE-h for cooling the hot stabilized sludge, outgoing from the bioreactors 2-А or 
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2-B. This process is also unsteady state. Two sludge pumps transport the fluids from the feed tank and 
bioreactors 2-А or 2-В toward corresponding heat exchangers, while the transport of heating/cooling 
intermediate fluid from the heat storage tank toward corresponding heat exchangers is carried out by one 
regular pump. 

 
Figure 2. Heat integration framework. 

Cutting the flows between the bioreactors and thus opening the system permits both parts, cooling 
and heating, to be considered separately, which leads to a mathematical model with an analytical solution 
allowing to explicitly determine all temperatures in the integration process as functions of the design 
parameters of the scheme. 

4. Two stage stochastic optimization for energy-integrated ATAD system  
For thus proposed heat integration framework a design problem under uncertainties is formulated. 

The goal is to design at minimal cost the facilities for heat integration of the conventional ATAD system that 
are capable to capture the impact of uncertain parameters and to ensure better temperature conditions in the 
system. 

4.1. Analysis of the uncertainties 
Analysis of long-term industrial records gives an opportunity to determine the uncertain data that 

impacts to the greatest extent on the temperature conditions in the bioreactors. It has been found that the 
uncertainties determined by the compositions of raw end pasteurized sludge have negligible impacts. Total 
concentration of solids in the raw sludge is about 6%, and in the outgoing stabilized sludge - about 3.8%. 
This gives a reason to consider the main parameters of the flows participating in the heat integration process 
- specific heat capacity and density - as constants. The uncertainties having the most significant impact are 
related to the mass and temperature of loaded raw sludge. They influence the achieved maximum operating 
temperatures at the end of ATAD process in both bioreactors stages. Since the integration is carried out 
between outgoing flow from the second bioreactor and the flow incoming into the first bioreactor, and 
having in mind that the mass of discharged treated sludge is equal to the loaded amount, the main 
uncertainties in ATAD system and their boundaries of variation are: 

Mass of daily discharged/loaded sludge    12000 kg– 20000 kg. 
Temperature of loaded sludge     5.6 оС – 20.2 оС 
Temperature of discharged sludge   54.5 оС – 68.1 оС 
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All tree groups of uncertain data are subjected to a normal distribution law.  

4.2. Assessing the energy integration at the boundaries of the uncertain space 
The boundaries of uncertain space conclude the space of variation of the uncertain data. It could be 

accepted as a hyper-cube with vertices determined by the possible combinations of boundary values of 
uncertain data, when their number is equal to 2N, and N is the number of different groups of uncertain data. 
Regarding the considered ATAD system, the number of vertices of the hyper-cube is 8, where each one of 
them contains a combination of data corresponding to vertex scenario. 

A solution of deterministic integration problem for each vertex scenario at the  criterion  maximal 
temperature of outgoing from the heat exchanger HE-c flow can provide a temperature assessment of the 
integration scheme at the uncertain boundaries. Thus, the lowest temperature up to which the incoming raw 
sludge can be preheated is 18.73 оС and corresponds to vertex (20000 kg; 5.6 оС; 54.5 оС), while the highest 
one is 33.37 оС for the vertex (12000 kg; 20.2 оС; 68.1 оС). The results show considerable temperature 
assessments at the vertex scenarios. However, their main role is to determine the lower boundary of the 
stochastic problem that be used for limiting the areas of variation of the first-stage constructive variables. 

4.3. Scenarios generation  
The aim of the scenarios generation is to select the suitable reduced subset of scenarios which is 

capable, with sufficient accuracy, to approximate the optimal solution. Normal distribution to which the 
uncertain data are subjected, allow both the probabilities and the related to them appearance of certain 
values, to be determined. Using these data, the problem for selection of the subset of scenarios at criterion 
minimum size is formulated as relaxed linear programming problem. Then its solution is used in formulation 
of the two-stage stochastic optimization problem. 

4.4. Mathematical formulation of two stage stochastic programing for energy- integrated 
ATAD system 
4.4.1. Data required 

Stochastic data. Formulation of the optimization problem needs the set of stochastic scenarios S, 
Ss ,..,2,1=  be determined in advance. For each scenario -s: the probability sp Sss ∈∀ ,  of its appearance 

and the values of uncertain data ( sM , 0c
sT , 0h

sT ) are also determined, where: 

sM  is the mass in [kg] of loaded/discharged cold/hot sludge for scenario - s, Sss ∈∀ , ; 
0c

sT  is the initial temperature in оС of loaded cold raw sludge for scenario - s, Sss ∈∀ , ; 
0h

sT  is the initial temperature in оС of discharged hot stabilized sludge for scenario - s, Sss ∈∀ , . 

Deterministic data. Following deterministic data must be given: 
ccp  is the specific heat capacity in [J/kg.deg] of cold sludge; 
hcp  is the specific heat capacity in [J/kg.deg] of hot sludge; 
mcp  is the specific heat capacity in [J/kg.deg] of intermediate heating/cooling fluid in heat storage tank; 

cU  is the heat transfer coefficient in [W/m2 deg] of heat exchanger HE-c; 
hU  is the heat transfer coefficient in [W/m2 deg] of heat exchanger HE-h; 

minТ∆  is the admissible minimal temperature difference in оС between flows at the end of the heat 
exchangers; 

csρ  is the density in [kg/m3] of loaded cold raw sludge; 
hsρ  is the density in [kg/m3] of discharged hot treated sludge; 
mρ  is the density in [kg/m3]  of intermediate heating/cooling fluid in heat storage tank. 

4.4.2. Variables 
Heat exchange areas cA  and hA  for both heat exchangers HE-c and HE- h respectively and the mass 

mM  of the intermediate heating/cooling fluid in heat storage tank are chosen as the first stage variables.  
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Times for heating c
sτ  and cooling h

sτ in the heat exchangers HE-c and HE-h for the scenarios-
s Sss ∈∀ ,  are determined as the second stage variables.  

All variables are continuous. 
 
4.4.3. Mathematical model of the energy integration 

The mathematical model of heat-integrated ATAD system determines all temperatures in the 
integration scheme as functions of the first and second stage variables. 

Thus, for some scenario – s, the cold raw sludge incomes in the heat exchanger HE-c with the known 
temperature - 0c

sT  and outgoes with the temperature- 1c
sT . Latter, due to the unsteady state heat exchange 

varies in time and at the end of the heating process- c
sτ  is: 
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The temperature- mh
sT  of hot intermediate fluid incoming from the heat storage tank into the heat 

exchanger HE-c, also varies in time at the inlet of the heat exchanger. At the end of the process c
sτ , it is: 
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where: 
m

mh
smh

s
M
w

G =  [s-1]. 

The temperature 1mh
sT  of the intermediate agent at the outlet of the heat exchanger HE-c at the end 

of the heat exchange process c
sτ  is: 
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Likewise, the hot flow incoming from bioreactor 2-А into heat exchanger НЕ-h with known 
temperature- 0h

sT  at the end of cooling process h
sτ  has a temperature 1h

sT : 
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h
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The temperature mc
sT  of the cold intermediate fluid at the inlet of the heat exchanger НЕ-h at 

moment h
sτ  is the following: 
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while at the outlet of НЕ-h it is: 
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Designations used in equations (7)-(10) are: 

mmc
s

hh
sh

s
cpw
cpw

R
.
.

= , h
s

sh
s

Mw
τ

=  [kg/s], h
s

m
mc
s

Mw
τ

=  [kg/s], ( )
( )hhh

s
h
s

hhh
sh

s
AUyR

AUy
e

..exp.1
..exp1

−−

−−
=Φ , 

mmc
s

hh
s

h
s

cpwcpw
y

.
1

.
1

−=  and 
m

mc
smc

s
M
w

G =  [s-1]. 

864



The temperatures 0mh
sT  and 0mc

sT  in equations (6) and (9) are initial “hot” and “cold” temperatures 
of the heating/cooling intermediate fluid in the heat storage tank for scenario-s. They are determined 
according to: 

 2111

211222
0

1 ss

sssmh
s

bb
bbb

T
−

+
= ;      

2111

221112
0

1 ss

sssmc
s

bb
bbb

T
−

−
=  ,   Sss ∈∀ , , (11) 
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4.4.4. Constraints 
Temperature constraints. Three types of temperature constraints are involved in the optimization 

problem. 
The first ones concern the feasibility of the heat exchange in heat exchangers: 

 minТT c
s ∆≥∆ ,  Sss ∈∀ , , (12) 

 minТT h
s ∆≥∆ ,  Sss ∈∀ ,  (13) 

where c
sT∆  and h

sT∆  are minimal temperature differences at the end of heat exchangers HE-c and НЕ-h for 
scenario - s. They are determined as: 
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Second type of temperature constrains refer to the intermediate agent. Their aim is to ensure suitable 
temperature levels in the heat storage tank at the end of heating/cooling processes so as the following after 
them cooling/heating processes to be feasible: 

 00 c
s

mh
s TT ≥ ,  Sss ∈∀ , , (16) 

 00 h
s

mc
s TT ≤ ,  Sss ∈∀ , , (17) 

 00 mc
s

mh
s TT ≥   Sss ∈∀ , . (18) 

The third type of temperature constraints put lower boundaries on the first stage variables, by 
supporting the temperatures of the outgoing flows from heat exchanger HE-c to be kept over the minimal 
temperature assessment for the vertex scenarios.  

If nTC  are the temperature assessments for vertex scenarios - n  for the hyper-cube defining the 
space of variation of uncertain data, these temperature constraints are determined as: 

 { }nc
s TCT min1 ≥    Sss ∈∀ , ;    Nnn ∈∀ ,  (19) 

Other constraints. This group of constraints determines the boundaries of variation for the first and 
second stage variables: 

 ccc AAA maxmin ≤≤  (20) 
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4.4.5. Objective function 
The objective function includes annualized capital costs for the equipment (heat exchangers, heat 

storage tank, pumps) and operational costs, determined by the yearly consumed electricity for fluids 
transport. The capital costs are determined taking into account that the variables belong to different stages of 
the stochastic formulation.  

The costs of the heat exchangers and the heat storage tank depend on heat exchange areas and the 
mass of intermediate fluid in the heat storage tank that are the first stage variables and determined as follows: 

 ( ) ( ) 62.0
. c

HE
c AACost α= , ( ) ( ) 62.0

. h
HE

h AACost α= , ( ) ( ) 68.0
. hs

HS
hs QQCost α= [CU] (25) 

where m

m
hs MQ

ρ
= [m3], and HEα and HSα  are respective cost correlation coefficients. 

The control of the flow rate of transported fluids must capture the revealed uncertain parameters so 
as to ensure satisfaction of the constraints (5)-(21). Therefore, sludge and regular pumps must handle all 
scenarios. They have to be able to transport flows with different flow rates. For that reason, their choice 
depends on these scenarios- *s , at which corresponding flows have the largest flow rate. Thus, the flow rate 
for the sludge pump serving HE-c determines as follows: 
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Likewise, the flow rate for the sludge pump serving НЕ-h determines as: 
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Having in mind that a regular pump has to serve both HE-c and НЕ-h its flow rate determines from 
the bigger one of two: 
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where: 
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The costs for pumps are evaluated as follows:  
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(29) 

where PSα  and PRα  are respective cost correlation coefficients for sludge and regular pumps. 

The yearly cost paid for the electricity consumed by pumps determines the operational cost. At given 
efficiency coefficient of the engine η , differential head of h [m], and gravity g [m/s2] shaft powers of the 
pumps for flows transportation in each scenario s are determined as:  
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Daily consumption of electric energy from the pumps is calculated as follows: 
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(36) 

At energy cost EC [CU/ kWh], the energy consumed per year depends on the number of days in which some 
scenario-s is maintained, i.e. on the probability of its occurrence:  

 ( )ECEEEDpEN m
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h
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c
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where D is the number of days in the year in which the plant operates. 
Thus, the cost for energy integration of conventional ATAD system is calculated as:  
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The formulated optimization problem (5) - (38) is a two-stage non-linear stochastic programming. 
For its solution BASIC Genetic Algorithm is used, [10]. Genetic algorithms are direct search methods that 
deal only with unconstrained problems. That is the reason the above formulated constrained stochastic 
optimization to be translated into unconstrained problem by applying the dynamic penalty technique. 

5. BASIC Genetic Algorithm 
Genetic algorithms (GAs) are powerful optimization tools used widely in engineering. They are 

stochastic optimization techniques whose search methods model a natural evolution.  
The designed by us BASIC GA works with a predefined constant size of population. The continuous 

search space [0, 1] and real representation schemes are exploited for both real and integer variables. The 
fitness function plays the role of the environment to distinguish between good and bad solutions. 

BASIC GA follows all common steps of genetic algorithms. It starts with randomly chosen parent 
chromosomes from the search space to create a population using the chromosome genotype. The population 
“evolves” towards the better chromosomes by applying genetic operators - selection, recombination and 
mutation. Selection compares the chromosomes in the population aiming to choose these which will take part 
in the reproduction process. The selection occurs with a given probability on the base of fitness functions. 
The recombination is carried out after the selection process is finished. It combines, with predefined 
probability, the features of two selected parent chromosomes forming similar children. After recombination 
the offspring undergoes mutation. The mutation refers to the creation of a new chromosome from one and 
only one individual with predefined probability. In the last stage, selection for replacement takes place to 
produce a new population for the next generation. The offspring decode to obtain the respective solutions. 
Both the parents’ and children’s chromosomes collect in a replacement pool. The elite individual, 
corresponding to the best solution in the pool passes in the new population. Further, selection for 
replacement goes unbiased randomly drawing chromosomes from the pool till the next population is 
completed. At the end of this stage, the generation number increases. 

BASIC uses the generation number as a stop criterion. It checks for the stop criterion fulfillment. If 
it is met, the obtained best solution is proposed as a problem solution. In the opposite case, the loop is closed 
through the fitness functions calculation for the new population. 

The continuous search space and real representation schemes used in BASIC GA for different types 
of variables allow us to construct chromosome (coded vector of independent variables), consistent with the 
partitioned into two sets the variables, concerning the first and second stages of the stochastic optimization 
problem. Since the decision for the first stage variables is taken before the realization of the uncertainties, 
they are common for all scenarios. This allows the first part of the chromosome to represent the variables 
related to the first stage where the number of genes is equal to the number of the first stage of variables. The 
second part of the chromosome is divided to S segments, each of them referring to certain scenario s. The 
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number of genes in each segment is equal to the number of variables related to the second stochastic stage. 
Thus, each chromosome will provide a specific solution to the problem, as is illustrated on Fig. 3. 

  
 

Figure 3. Proposed chromosome structure and corresponding solution. 

BASIC GA starts with randomly generated population of N chromosomes following the above 
described steps until the problem solution is obtained. 

6. Results  
The considered for heat integration industrial ATAD system consists of two series of bioreactors 

with volumes of the bioreactors of 100 m3. The water is chosen as the intermediate fluid in the heat storage 
tank. 

By application of the methodology proposed in [9], two sets of scenarios named S1 and S2, 
containing 16 and 14 scenarios respectively are constructed. The formulated optimization problem (5)-(38) is 
solved separately for each of the constructed sets of scenarios. The best solution obtained for set S1 has a 
cost of 17164.2 CU, while the best solution for S2 is 17174.5 CU. Optimal values of the corresponding to S1 
and S2 constructive parameters and operational costs are listed in Table 1. 
Table 1. Optimal values of the constructive parameters and operational costs for S1 and S2. 

Scenarios HE-c 
[m2] 

HE-h 
[m2] 

V 
 [m3] 

PCs* 
[m3/h] 

PHs* 
[m3/h] 

PMs* 
[m3/h] 

Oper. 
Cost [CU] 

S1  
16 scenarios 

33.00 57.05 39.16 25.59 50.55 118.08 1208.28 

S2  
14 scenarios 

33.44 57.19 38.45 29.32 50.56 138.63 893.39 

It is obvious from Table 1 that the areas of the heat exchangers for both regarded sets are equal. The 
difference consists in the volumes of heat storage tanks. Costs of pumps and the operating cost determine the 
expectation cost for the second stage of the stochastic optimization. They are 7363.78 and 7340.79 CU for 
S1 and S2 respectively. It is evident that both sets of scenarios S1 and S2 lead to almost identical values for 
the objective function and for the expectation cost of the second stage and each of these solutions can be 
selected for implementation of heat integration of ATAD system. 

In the next stage, using the solution obtained for S1, simulation of heat- integrated ATAD system is 
carried out to follow how the integration impacts on the operating temperatures in the bioreactors. Specially 

1 Stage 

2 Stage 

Solution (n) Chromosome(n) 

Scenario 1 

gene(x1) 

gene(y1) 

gene(yM) 

gene(y1) 

gene(xN) 

gene(yM) 

Scenario S 

value (x1) 

value (x1) 

1 Stage 

Scenario 1 

value (yM,S) 

value (y1,S) 

value (yM,1) 

value (y1,1) 

2 Stage 

Scenario S 
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trained Artificial Neural Networks [11] are used to predict the depth of the thermal shocks and maximal 
operating temperatures at the end of the ATAD process in the bioreactors.  

Taking into account that discharging and charging of the real facility is carried out from Monday to 
Friday, simulation of closed into the loop heat-integrated ATAD system was carried out by using real sets of 
weekly data.  

During the simulation we have tracked the temperatures of the charged preheated raw sludge, levels 
of TSk and expected maximum temperatures in both bioreactors. Some of these results for one winter week 
are shown in Table 2.  
Table 2. Comparison between measured (real) temperatures in bioreactors without heat integration and calculated 
(calc) ones in simulation of heat integrated ATAD system. 

 Feed Bioreactor-1A Bioreactor-2A 
[m3] 

 
T [oC] TSk  [oC] Tmax  [oC] TSk  [oC] Tmax  [oC] 

real calc. real  calc. real calc. real calc. Real calc. 
M 17 9.1 18.75 49.1 49.2 50.1 51.6 58 61.8 62.7 63.2 
T 15 9.5 19.9 48.1 49.8 50.2 53.6 60.9 62.3 61.5 63.3 
W 15 9.6 20 47.1 50.5 49.2 55.1 54.1 62.3 54.6 63.1 
T 15 9 19.5 46.4 51.9 48.6 55.9 56.6 62.2 60.8 63.1 
F 16 5.6 16.2 46.2 51.7 48.9 55.8 59.1 62 62.3 63 

The results obtained demonstrate a partial suppression of the thermal shock in both bioreactors, up to 
5-6 oC. Furthermore, more sustainable and close to the required operational temperatures are obtained in both 
reactor stages of ATAD facility, ~55 oC and ~63 oC, respectively. They prove that the daily uncertainties in 
the raw sludge could be captured trough application of the energy integration thus utilizing discharged heat, 
and open the prospect for further system’s improvement.  

7. Conclusions 
The present study deals with the daily drop of temperature in the bioreactors of conventional ATAD 

systems arising at loading of each new portion of raw sludge. The heat available in the exhaust from the 
system streams, which is released into the environment, can be used to reduce the temperature fluctuation in 
the first-stage bioreactors. Recovering and utilisation of this heat is obstructed by the discreteness of the 
processes which leads to shifting in the time of the flows which are candidates for heat integration. To deal 
with this obstacle we have used a heat integration framework comprising а heat storage tank able to store the 
heat and cold at different time intervals, two heat exchangers for heating and cooling respective flows when 
they appear, and sludge and regular pumps. 

Additional specifics of the problem are the uncertainties in the estimation of the temperatures of the 
streams which are candidates for heat integration. To capture these uncertainties and ensure efficient heat 
recovery we have formulated a required design problem as a two stage stochastic optimization with 
scenarios. Variables belonging to the first and second stages are defined. Both the mathematical model 
describing the integration process and the respective constrains are given. The cost function, comprising 
capital and operation costs, is used as an optimization criterion. The problem is solved by application of 
BASIC GA. Special structure of the chromosome is proposed to correspond to the problem structure. 

Using data from real industrial system the problem is solved for two different sets of scenarios. The 
best solutions obtained for them are almost equal. Then a numerical simulation of heat-integrated ATAD 
system by using real sets of weekly data is carried out. The simulation shows considerable increase in the 
temperature of loaded raw sludge, reduction of thermal shock and close to the required operating 
temperatures in the bioreactors.  

All obtained results prove that the suitable heat utilization through energy integration could support 
the sustainability of the temperature conditions in the industrial ATAD processes. 
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Abstract: The guyed masts are used for meteorological measurements, power transmission or wireless 
communication in the telecommunications industry. The behavior of the mast is non-linear due to its 
slenderness and compliant ‘guy-support’ system, having a tendency to lose stability and even crush 
suddenly. Wind load is one of the main factors affecting the stability of the structure of the mast. 
European standards EN 1993-3-1:2006 and EN 1993-1-6:2007 already provides some guidelines about 
the basis of design, structural analysis, ultimate and serviceability limit states and buckling of the 
components of masts and towers. This paper presents the results of numerical simulations of a guyed mast 
exposed to wind action using FEM (Finite Element Method). The investigated tower is a 79 m tall guyed 
mast with four levels of guys, consisting of standard beam elements. Static analyses were performed for 
three different constant wind loads, modal analysis provides the values of natural frequency and mode 
shapes, while the stability analysis was performed for the first three buckling load factor values. 

Keywords: Guyed mast; Wind loading; Structure assessment; Finite Element Method. 

1. Introduction 

The guyed masts are used for meteorological measurements, power transmission or wireless communication 
in the telecommunications industry. Modern tall guyed masts constructed of high-strength and lightweight 
elements tend to be more flexible and lightly damped than those in the past. Therefore, the sensitivity of such 
guyed mast to dynamic excitation by wind attains considerable importance. Beside the ice load and 
earthquake, wind load remains the main factor affecting the stability of the mast structure. The European 
standards EN 1993-3-1:2006, [1] and EN 1993-1-6:2007, [2] already give some information about the masts 
structure definition and guidelines for internal forces and moments determination. FEM (Finite Element 
Method) is a powerful tool for structural analysis of lattice structures and tall towers. The cable elements 
must also be analyzed, because of its complex behavior and nonlinear characteristics. 

In this paper, finite element method is used for modeling behavior of a guyed mast exposed to wind action. 
The Newton-Raphson approach was used to solve this nonlinear problem, introducing load subdivided into a 
series of load increments. Quadratic two-node finite strain beam elements with six degrees of freedom and 
one internal node in the interpolation scheme were used for modeling tower, while the discrete model was 
used for modeling cables, presenting every cable element as a series of several truss elements [3]. Numerical 
simulations of structural response were performed for three different wind loads, providing the values of 
displacement and von Mises stress. Modal analysis was done to determine vibration characteristics, natural 
frequency and mode shapes. Stability analysis was performed for first three buckling load factor values. 
European standards [1] and [2] are used to analyze the structure of guyed mast and to calculate the wind load 
and resulting deflection and stress on the critical structure element. The aim of this paper is to show the 
contribution of the FEM structural analysis compared with the literature and international standards. FEM is 
reliable, accurate, but numerically demanding and complex method. Standards are general and may be 
applicable for different structures, masts, towers, chimneys, even buildings. 

2. Description of the tower 
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The tower is a 79 m tall guyed mast consisting of 26 segments (3 m length each and one segment 1 m 
length). Connections between elements are defined as rigid. The structure of the mast is shown in Fig. 1. The 
tower is supported by cables hooked for each peak of the triangle at appropriate height and has two positions 
on the ground. Each level is held by three guys with an angle of 120 degrees between them. The cables are 
made of elastic material and they are modeled to be able to change shape and length. 

One segment of the mast is 0.75 m length with a leg-to-leg distance of 450 mm. It consists of 12 elements, 
cylinders made from steel, diameter 12 mm and 48.3 mm. Material properties of the mast used in this 
simulation are given in Tab. 1. 

 
Figure 1. Scheme of the guyed mast with four levels of guys 

 
Material properties  Value 
Density (kg/m3) 7 
Young's Modulus (GPa) 205  
Poisson's ratio 0.3 
Tensile Strength (GPa) 4.98  
Yield Strength (GPa) 3.55  
Thermal Coefficient  1.2 x 10-5 
Damping Ratio 0.03 

Table 1. Material properties of the mast 
 

3. Description of the model 

The tower structure is modeled using quadratic two-node finite strain beam elements with six degrees of 
freedom (translations in the x, y and z directions and rotations about the x, y and z directions in the global 
coordinate system) with an internal node in the interpolation scheme. The element is based on Timoshenko 
first-order shear-deformation beam theory [4], supporting an elastic relationship between transverse-shear 
forces and transverse-shear. It is assumed that the warping of a cross-section is negligible. 

The section strains and generalized stresses are evaluated at element integration points and then linearly 
extrapolated to the nodes of the element. The number of integration points along the length of the beam was 
two, while number of section integration points in general depend on the type (geometry) of the section. 
Each section is assumed to be an assembly of a predetermined number of nine-node cells with four 
integration points. 

Cables are modeled using a uniaxial tension-only finite element with three degrees of freedom at each node: 
translations in the nodal x, y and z directions. As a pin-jointed structure, no bending of the element is 
considered. The modeling of the guys is more complex than the modeling of the mast due to the nonlinearity 
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of cable structures. Cables are modeled by using so-called discrete modeling. Every cable member can be 
considered as a series of several truss elements [3]. 

The finite element model includes 2346 tower elements modeled as a three-dimensional beam-columns and 
150 cable elements. 

4. Static analysis 

The tower is exposed to wind loads and different working conditions make the aerodynamic loads uncertain 
and variable for each case. Useful information can be obtained by suitable experimental tests using wind 
tunnels and/or through on-site measurements. 

It is assumed that wind flow is in one direction and normal to one side of the tower. 

Wind velocity along the tower can be calculated by the expression 

0.18

1
1 2

2

yv v
y

 
= ⋅ 

 
         (1) 

where y1 is the distance from the ground, and y2=10 m. The wind velocities used in this investigation are 10 
m/s, 20 m/s and 30 m/s at height 10 m above ground. Wind velocity distribution along the height of the mast 
are calculated according to Equation (1). 

The aerodynamic forces due to wind turbulence are expressed as follows with no lifting effect in the present 
case. Wind load is approximated by two forces at each segment of the mast, Fig. 2, and the fluctuating 
components of the wind load can be calculated by simple expression 

( ) ( )21
2 DF y v y C Aρ= ⋅ ⋅ ⋅ ⋅         (2) 

where ρ is the density of the air, v velocity of the wind, CD drag coefficient for the shape of the structure and 
A reference area. Determination of drag coefficient of lattice structure by using CFD (Computational Fluid 
Dynamics) approach has been investigated in [5]. Three different turbulent models were investigated, 
compared with experimental results [6] and value of drag coefficient was determined. In this case, a value 2 
for drag coefficient is used to insure the safety and stability of the mast. It is assumed that the wind loads are 
distributed along the whole mast acting only on the tower elements. This assumption is justified because of 
the force acting on the ropes is significantly smaller than the force acting on the tower, Equation 2. The 
values of the wind force are calculated according to Equations (1) and (2). Wind forces are modeled as 
concentrated forces maintain their original orientation, regardless of the element orientation. Wind pressure 
loads are modeled as forces acting on the appropriate nodes to be conservative always acting normally to the 
deflected element surface. In previous research, [7], the load obtained from wind action is substituted with 
three resultant force acting in the middle of the tower: gravitational loading, wind load axial stress and wind 
load bending stress. 
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Figure 2. Wind forces distribution 

Since the material of the beams is considered to be elastic, stresses and strains are available after 
extrapolation in cross-section at the nodes of section mesh. 

5. Modal analysis 

The mast natural frequencies knowledge is a fundamental issue regarding the mast structural analysis. Modal 
analysis is used to determine the vibration characteristics (natural frequencies and mode shapes) of a 
structure. Guys may be subject to low amplitude resonant type vibrations at low wind velocities caused by 
vortex excitation at high frequency. If the excitation frequencies are similar to the natural mast frequencies, 
the structure could, in extreme cases, be jeopardized by the resonance or fatigue related phenomena. Modal 
analysis refers to ‘eigenvalue‘ analyses. In addition to the frequencies, the mode shapes of vibration which 
arise at the natural frequencies are also of interest. 

The Block Lanczos Method [8] is used for this model. The Block Lanczos Method is a very efficient, fast 
and robust algorithm to perform a modal analysis of large models. 

6. Stability analysis 

Buckling analysis is a technique used to determine critical loads (buckling loads) at which a structure 
becomes unstable and the characteristic shape (buckled mode shapes) associated with a structure's buckled 
response. The technique used for stability analysis in this paper is eigenvalue buckling analysis, which 
predicts the theoretical buckling strength (the bifurcation point) of an ideal linear elastic structure. The 
stability analysis was performed for first three buckling load factor values. Buckling factor has to be 
multiplied with a certain load to induce the buckling. The real value of induced buckling can be obtained by 
using loads corresponding different wind velocities. 

7. Results and Discussions 

The mast is exposed to wind loads acting normally on one side of the mast, Fig. 2. Finite element method 
was used for numerical analyses, providing the values of displacement and Von Mises stress from the static 
structural analysis, frequency and mode shapes from modal analysis, and buckling load factor values from 
buckling stability analysis. 

European standard EN 1993-3-1 describes the principles and application rules for the  safety, serviceability 
and durability of the tower, mast and chimney steel structures, giving the information about the maximal 
allowable displacements and moments of the structure. Part 3-1 of the standard deal with towers and masts. 
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The internal forces and moments are determined by using elastic global analysis according to [9]. The 
internal forces and moments may be determined by the second-order analysis, taking into account the 
influence of the deformation of the structure. The connections should satisfy the requirements of full 
continuity, with rigid connections according to [10]. These results are compared and analyzed in this paper. 

The static structural analyses are performed for three different wind loads, corresponding to wind velocities 
of 10 m/s, 20 m/s and 30 m/s at height 10 m above ground. The displacements of the mast in the horizontal 
direction are shown in Fig. 3 and values of Von Misses stress distribution in the mast structure are shown in 
Fig. 4. It is obvious that the values of displacement are highest for maximum values of wind velocity because 
of the maximum values of force acting on the tower. The values of maximal displacement range from 0.01 m 
for wind velocity 10 m/s to 0.09 m for wind velocity 30 m/s, Tab. 2. The velocity of 30 m/s (108 km/h) 
corresponds to a very high value of wind load, close to the critical value. The maximum displacement 
according to above mention standards is 0.202 m, higher than the displacement for the maximum wind load 
assumed in the FEM analysis. According to [11], the lateral displacement of the top of the mast is several 
times higher, because of the simplified expression from the standards, which was proposed in [12]. 

 

 

Figure 3. Displacements of the mast subjected to wind loads, corresponding to wind velocities: 10 m/s, 20 m/s and 30 
m/s. 

The values of von Mises stress obtained from FEM for different wind loads are given in Tab. 2. It is obvious 
from Fig. 7 that the segment connected to the ground was subjected to the maximum stress. According to 
European standards [1,2], maximum von Mises stress for these kind of structures is 0.7.108 N/m2, 65% more 
than the value obtained from FEM analysis of the maximum wind load. This is expected since the standards 
are general, applicable for different geometries and structures, while FEM provides information about 
particular structure and operating conditions. 

 
wind velocity (m/s) 10  20  30  
displacement (m) 0.01 0.04 0.09 
stress (N/m2) 0.266.108 0.334.108 0.449.108 

Table 2. Values of maximum displacement and maximum Von Mises stress for different wind loads. 

The results of the modal analysis for first eight mode shapes are presented in Fig. 5, while the values of the 
natural frequencies and mode shapes for first eight modes are given in Tab. 3. 
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Figure 4. Von Mises stresses of the mast subjected to wind loads, corresponding to wind velocities: 10 m/s, 20 m/s and 
30 m/s. 

 

Figure 5. The results of the 1st, 2nd, 3rd, 4th, 5th, 6th, 7th and 8th mode shape for modal analysis. 

 
No.  Natural frequency 

(Hz) 
1 1.089 
2 1.095 
3 1.301 
4 1.305 
5 2.232 
6 2.234 
7 3.077 
8 3.401 

Table 3. Values of natural frequency for eight mod shapes. 

The lowest natural frequency of the mast is 1.09 Hz. According to Holmes [13], turbulent wind energy is low 
for frequencies greater than 1.0 Hz. This means that the structure is not very sensitive to the aero elastic 
effects. From the 5th mode of initial structures the frequency of oscillation is increased. This trend continues, 
resulting in value of 3.401 Hz for the last 8th mode. 
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Also, in the 7th mode of the mast, there is torsion, and the maximum displacement always occurs on a lattice 
tower structure, which are a critical aspect of the exploitation of the structure. The identification of the 
natural frequency structure does not determine the relative importance of each mode in determining the 
response of the inertial load. Identifying the important modes becomes significantly difficult as the number 
of degrees of freedom of the model increases, which further complicates this task in the case of mast, 
because a large number of modes of oscillation occurs in the cables, which are in fact independent of the 
tower. Therefore, for this type of construction the modes of oscillation are significantly higher. This further 
emphasizes the importance of the modal analysis to determine the frequency of the load caused by the 
oscillation of the structure, which helps determine which parts of the structure will be subjected to vibration 
at certain frequencies. 

The fundamental flexural frequency of structures according to standard [8] is approximately 1.11 Hz. This 
value corresponds to the natural frequency of the first mode obtained from FEM analysis, Tab. 3. Vibrations 
can cause rapid development of fatigue. According to standards for stress values up to 0.71.108 N/m2, [1,2] 
the fatigue life of guyed masts subjected to in-line vibrations only induced by gusty wind may be assumed to 
be greater than 50 years. 

Figure 6 presents the results of the buckling load analysis. Tab. 4 presents the first three buckling load factor 
values for the investigated mast structures. 

From Tab. 4 it is clear that the critical value of buckling load factor is for the first buckling mode. From Fig. 
6 it can be concluded that the first buckling mode is related to deformed configurations with the maximum 
modal amplitudes located in bars in the middle of the tower. If rigid connections are used in the design 
model, higher buckling load values will be induced, overestimating the actual values, [7]. In our case, this 
assumption can also be a reason for higher buckling load values. The linear eigenvalue buckling analysis 
predicts the theoretical buckling strength (the bifurcation point) of an ideal linear elastic structure. More 
realistic buckling load value can be obtained from the nonlinear buckling analysis. 

 

 

Figure 6. Buckling mode associated with the 1st critical load (λ01 =4. 702). 
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Number of buckling load factor Value of buckling load factor 
λ01 4.702 
λ02 10.798 
λ03 10.814 

Table 4. Buckling load factor values. 

9. Conclusions 

The results of structural analysis of a guyed mast exposed to wind action are presented in this paper. Finite 
element method was used for this purpose. The mast is modeled as tower 79 m height with four levels of 
guys and ground exposure. The finite element numerical model used for the static structural analysis includes 
wind loads obtained for three different wind velocities, 10 m/s, 20 m/s and 30 m/s. Modal analysis was done 
in order to determine natural frequency and mode shapes of the structure. European standards EN 1993-3-
1:2006 and EN 1993-1-6:2007 are used to analyze the structure of guyed mast and to calculate the internal 
forces and moments for elastic structural analysis. The results of structural and modal analysis are compared 
with the results obtained using related equations described by standards and it can be concluded that the 
values of maximal displacements and moments are higher in the case of calculations based on standards. 
This was expected because the standards should provide safety and reliability in the general case, for 
different geometries and operating conditions. But, for buckling analysis the critical value of buckling load 
factor overestimates the actual values. The explanation for this phenomenon should be found in linear 
eigenvalue buckling analysis and definition of connections between the segment elements. 
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Abstract: Paper presents a mathematical model for determination of the energy losses in the joints of the 
kinematic chain and drive mechanisms of the manipulator in the loader with Z-kinematics. Also, it is 
shown program which is developed based on a mathematical model that allows dynamic simulation of 
manipulators work. Losses of energy and power due to friction in the joints of the kinematic chain and 
drive mechanism, is determined by simulation during manipulation task. As an example, it is given the 
analysis of energy losses in joints of manipulator of the loader which mass is 15000 kg with different 
variants of the drive mechanism. 

Keywords: loaders, tribological analysis 

1. Introduction 
During loader's manipulation task it comes to distinct relative movement of the kinematic chain members of 
loader under load with tribological phenomena - friction and wear between the elements of kinematic pairs 
(joints) of machine manipulator. The consequences of tribological phenomena are energy losses of 
powertrains and reduced life cycle of joint elements. In this paper, the functional, structural and tribological 
parameters of kinematic pairs (joints) of the kinematic chain and the parameters of loader manipulator 
powertrains, are analyzed. 

2. Mathematical model 
For the analysis of tribological parameters of the manipulator powertrains it is developed a mathematical 
model that consists of a mathematical model of kinematic chain and a mathematical model of manipulator 
powertrains. The mathematical model of the kinematic chain encompasses the general four-member 
configuration of the loader which comprises: back part L1 (Fig. 1, 2) and the front part L2 of the support-
moving mechanism  and manipulator with an arm L3 and bucket L4. The members of the adopted kinematic 
chain of the loader form fifth-class kinematic pairs – rotary joints with a single degree of freedom.The 
kinematic chain manipulator is planar configuration. Centres of the manipulator joints Oi (i=3,4,5) are points 
of intersection of the axis of joints through the plane of symmetry of the manipulator chain members [1].  
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The assumptions of the mathematical model of the loader kinematic chain are: (1) the support surface and 
loader kinematic chain members are modelled using rigid bodies; (2) during manipulation task the loader is 
stable; (3) during the manipulation task, the loader is subjected to external (technological) forces – digging 
resistance W, gravitational and inertial forces of: kinematic chain members, powertrain system members and 
material excavated with the loader bucket. 
The area of the loader model is determined by an absolute coordinate system OXYZ with unit vectors along 
the coordinate axes OX, OY and OZ.  
A member of the kinematic chain Li, in its local coordinate system Oi  xi  yi  zi, with unit vectors   along the 
coordinate axes, is defined by a set of parameters:  
 { } 6,...,1i         ,m,,, L iiiiii =∀= Jtse  (1) 
where: e i  – the unit vector of joint Oi axis which connects member Li to the previous member Li-1, s i – the 
vector of the position of joint Oi+1 centre which is used to connect the chain member Li to the next member 
Li+1, t i – the vector of the position of the member Li mass centre, m – the member mass, J i – the tensor of the 
moment of inertia of the member. 
The drive mechanism of arm makes hydrocylinders C3 that are directly connected to the arm, and the front 
support-moving mechanism. The drive mechanism of bucket makes hydrocylinder C4 that directly drives the 
bucket, over two-arm lever and the rod related in the form of the letter Z.   
The assumptions of the mathematical model of the manipulator drive mechanisms in the loader are: (1) the 
position of the mass centre of hydraulic cylinders is in the middle of the current length of the hydraulic 
cylinder; (2) the masses of joint elements belong to the members of the manipulator kinematic chain. 
The manipulator drive mechanism Ci  in the loader mathematical model is determined with the following set 
of values (Fig.2):  
 { } 4,3i      n,m,,,c,c,d,d C ciciiiikip2i1ici =∀= ba  (2) 
where: di1, di2 – the diameters of the piston and the connecting rod of the hydraulic cylinder; cip – the 
minimal length of the hydraulic cylinder with the fully retracted connecting rod; cik – the maximal length of 
the hydraulic cylinder with the fully extended connecting rod, mci – the mass of the hydraulic cylinder; a i, b i 
– vectors (coordinates) of position of joint center in which are hydraulic cylinders connected to members of 
kinematic chain of drive mechanism, nci – the number of hydraulic cylinders of the drive mechanism.  
2.1. Function parameters of joints 
Joints of the kinematic chain and drive mechanisms of the loader manipulator form tribomechanical 
subsystems, whose structural parameters relate to: the shape, macro and microgeometry, and the material of 
joint elements, as well as the means and manner of joint lubrication. Elements of rotary joints, fifth-class 
drive mechanisms of the loader manipulator, are derived in the form of a single pair of sliding shells 1 (Fig. 
2b) embedded in the hub of the relatively mobile member Li and the clevis pin 2 linked to the relatively 
immobile member Li-1 of the kinematic pair. Macrogeometry determines the basic dimensions of the joint: 
the diameter of the clevis pin (shaft) dsi, the width of the sliding shell bsi, the diameter of the hub Dsi, the 
span of the shells lsi, and the span of the hub Lsi. Microgeometry relates to the quality of the surface and the 
type of the contact between the joint elements. 
Function parameters of joints in the excavator manipulator relate to the kinematic quantities: range θio and 
angular velocity iθ   of the relative movement of the members in the kinematic pair and subjected to loading: 
force Fri and moment Mri of the joint elements which occur during the manipulation task.  
Force Fri and moment Mri of the loading of the elements of Oi (Fig. 2 a,b,c) are determined by using the 
fictive break in the manipulator kinematic chain in the same joint, and by reducing all of the loads of the 
given part of the chain to the centre of the joint [2]: 
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 5c4c5r FFF +=  (5) 
where: Fc3, Fc4   – the forces in the hydraulic cylinder of the drive mechanism of arm and bucket, W – vector 
of potential digging resistance, Fc5 – the force in rod of bucket drive mechanism, Fuj – the total force in the 
centre of the member mass, Muj – the moment of inertial forces in the centre of the member mass, rw - 
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position vector of the center of bucket cutting edge, rti  –  position vector of center of mass of the manipulator 
members.  
The potential digging resistance W, for a certain direction of activity, represents the minimal value of 
digging resistance from a set of boundary values of digging resistance which allows for the stability of the 
excavator and boundary digging resistances which can be overcome by manipulator drive mechanisms at the 
maximal pressure of the loader hydrostatic system. 
The total force Fuj taking into account the influence of gravity and the moment of inertial forces Muj related 
to the mass centre of member Lj is determined by equations (sl. 2a) [3]: 

 jwF  gmm jjjuj −=  (6) 

 ( ) JJ iiiiiui ωωεM ×+−=  (7) 
where: wj  – vector of linear acceleration of member, ε i – vector of angular acceleration of member, ω i  – 
vector of angular velocity of member. 
Loads of joint elements can be broken down to components which are collinear and perpendicular to the joint 
ei axis (Fig. 2c): 
     ziniri FFF +=  (8) 

    niri MM =  (9) 
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During the manipulation task, the drive moment of mechanism Мpi overcomes the components of loading 
moments which are collinear with the joint ei axis, thus the resulting moment for the joint axis is Mzi=0. The 
other components of joint loads Fni, Fzi, Mni strain the joint structure, while some cause friction between its 
elements. For the planar configuration of the manipulator drive mechanism, only the perpendicular force Fni 
which acts on the joint depends, among other loads, on the reduced force Fci of the hydraulic cylinder, i.e. 
drive mechanism parameters. The other joint loads Fzi, Mni are not subjected to the influence of drive 
mechanism parameters since the reduced force of the hydraulic cylinder acts in the plane of the manipulator 
perpendicular to the joint axis. The perpendicular force Fni, apart from exerting a load on the joint structure, 
causes friction between its relatively mobile elements. 

2.2.  Joint structure parameters  
The basic joint structure parameter is the diameter of the clevis pin (shaft) of the joints determine, on the 
basis of loads and mechanical characteristics by equation [4][5]: 
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where: Fnmi – the maximal value of the force exerted on the joint elements, acting perpendicularly on the 
joint axis, esi – the ratio between the width of the sliding shell lsi and the diameter of the joint axle dsi (Fig. 
2b), psm,τsm,σsm – the allowed strains of the surface pressures, shear and bending of the joint elements. 
According to Equation 10 for the same material of joint elements, variant solutions of drive mechanisms with 
smaller transformation and larger transmission parameters have, due to lower loads, smaller dimensions of 
joint elements, and vice versa. 

2.3. Tribological joint parameters  
Tribological joint parameters relate to friction and wear between joint elements. The effect of friction 
between joint elements is the loss of energy and power upon the transmission of energy, with the appearance 
of thermal damage in the joint. Wear causes the loss of material and a change in the microgeometry of joint 
elements. 
According to the parameters of joint function and structure, as tribological parameters of drive mechanisms 
in an excavator manipulator the following can be singled out: 

• moment Mti of friction resistance between joint Oi elements: 

  F
2

d)sign(M nitz
si

iti ⋅−= µθ  (10) 

• power Nti lost due to friction resistance between joint Oi elements: 

   MN ititi θ⋅=  (11) 
where: µtz – the coefficient of friction between the sliding elements of a joint. 

3. Analysis 
According to the defined mathematical model, the software was developed to analyze the tribological 
parameters of manipulator with Z kinemetics in wheel loaders. At the input of the subprogram the following 
is set: data files with parameters of the loader kinematic chain members (Equation 1), data files with 
parameters of the drive mechanism (Equation 2), data files with parameters of the manipulation task of 
loader. 
As an example, by using the developed program, tribological analysis was determined for manipulator 
kinematic chain with Z kinematics of loader whose mass is 15000 kg and volume of bucket 2.7 m3. At 
analysis, manipulation task is simulated with the following operations: material loading, transfer of 
abstracted material and unloading at given height.  
Part of the research results are given in the form of a diagrams: change of angular velocity (Fig. 3a), forces 
(Fig. 3b), moment of friction resistance (Fig. 3c) and power lost due to friction resistance between joint 
elements O3 (Fig. 3d) and O4 of manipulator kinematic chain at given manipulation task for two different 
variants (A and B) of the arm and bucket drive mechanism. 
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Fig. 3 Tribological parameters: a) angular velocity, b) forces, c) moment of friction resistance, d) power lost due to 
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Variant A of drive mechanisms has two hydraulic cylinders of the arm whose diameter of the piston and rod 
d41//d42 = 160/110 mm and one hydraulic cylinder whose diameter of the piston and rod d41//d42 = 160/100 
mm. Variant B of drive mechanisms has two hydraulic cylinders of the arm whose diameter of the piston and 
rod d41//d42 = 125/90 mm and one hydraulic cylinder whose diameter of the piston and rod d41//d42 = 125/90 
mm [6].  
The diagrams shows that for almost the same simulated angular velocity (Fig. 3a) during manipulation task, 
variant A relate to variant B of drive mechanism has a much larger forces (Fig. 3b) and moments of friction 
resistance (Fig. 3c) in joint O3 and O4 of manipulator kinematic chain. In the first three seconds, bucket 
loading is simulated, by movement of supporting-moving mechanism, whereby the members of the 
manipulators is immobile. Change of total power lost due to friction resistance between joint elements of the 
manipulator kinematic chain, shows that variant A related to variant B of drive mechanism has much larger 
losses that are expressed in the operation of material abstraction (3-7 s), transfer of materials (7 -15 s) and 
operation of bucket unloading (15-19 s). 

3. Conclusion  
The conducted tribological analyses of manipulator with Z-kinematics in loader show that the synthesis of 
manipulator drive should strive for the choice of smaller sizes of hydraulic cylinders of arm and bucket. With 
smaller forces of hydraulic cylinders and bigger connection length experience smaller loads on joints for the 
same external mechanism loads. Smaller loads in mechanism joints lead to smaller friction resistances, 
smaller power losses and smaller wear between the joints elements which increases the total mechanical 
degree of efficiency and life cycle of the excavator drive mechanisms.  
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Abstract: The paper presents a two-dimensional CFD model of liquid fuel combustion in bubbling 
fluidized bed. The numerical procedure is based on the two-fluid Euler-Euler approach, where the 
velocity field of the gas and particles are modeled in analogy to the kinetic gas theory. The model is 
taking into account also the third – liquid phase, as well as its interaction with the solid and gas phase. 
The proposed numerical model comprise energy equations for all three phases, as well as the transport 
equations of chemical components with source terms originated from the component conversion. In the 
frame of the proposed model, user sub-models were developed for heterogenic fluidized bed combustion 
of liquid fuels, containing water. The results of the calculation were compared with experiments on a 
pilot-facility. The temperature profiles along the combustion chamber were compared for the two basic 
cases: combustion with or without the support of additional fuel (CH4). On the basis of numerical 
experiments, the influence of the fuel characteristics (reactivity, water content) on the intensive 
combustion zone location and on the combustion efficiency was analyzed.  

Key words: CFD model, combustion, fluidized bed, granular flow, three-phase model, liquid fuel  

1. Introduction 
Gas-solid bubbling fluidized bed (BFB) reactors can be extensively used for various applications, such as 
gasification, catalytic processes, drying, combustion, and incineration.  This technology is very attractive 
because it can be applied to the combustion of low quality coals, biomass, sewage sludge, and waste 
materials. Lately these reactors are repeatedly used for purposes of thermal disintegration (incineration) of 
industrial waste and by-products, with utilization of generated energy. Because of its high thermal inertia 
(thermal capacity), high thermal conductivity and very good mixing, an intensive heat transfer is 
characteristic for fluidized bed (FB). Due to a relatively low combustion temperature (between 
approximately 800 and 950 °C), the level of thermal NOx in fluidized bed boilers is considerably reduced 
compared to most conventional boilers. This reduction is accomplished without the introduction of complex 
burners or additional flue gas treatment facilities. The efficient in-situ SO2 removal is also an important 
aspect of emission control in fluidized bed boilers. 
For the purpose of developing incineration FB facilities, experimental methods and numerical simulations 
are lately equally employed. The computational fluid dynamics (CFD) models provide great opportunities 
for saving resources and time in development of facilities and technologies in the fields of energy and 
process engineering. However, the numerical tools for simulation of complex processes such as BFB 
combustion - where it is necessary to simulate complex fluidized granular two phase flow, including the third 
phase of liquid or solid fuels and homogeneous/heterogeneous chemical reactions - are not completely 
developed. In addition, it is preferred that the numerical tool is also suitable to engineering needs, meaning it 
should not require large computational resources and long time. 
Two approaches are frequently used for CFD modeling of gas–solid fluidized beds: the Euler-Lagrange (EL) 
approach and the Euler-Euler (EE) approach. In the EL approach [1, 2], the gas phase is treated as a 
continuous phase and modeled using an Eulerian framework, whereas the solid phase is treated as discrete 
particles, and described by Newton's laws of motion on a single particle scale (discrete particle modeling - 
DPM) [3-5]. The advantage of the EL approach is that it allows studying the individual particle motion and 
particle-particle interactions directly, but this model requires powerful computational resources in large 
systems of particles, what is case of FB. In the EE approach [6-10], both the gas and solid phases are 
considered as fluids and as fully inter-penetrating continua. Both phases are described by separate 
conservation equations for mass and momentum. The EE approach is not limited by the particle number, and 
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becomes a more natural choice for hydrodynamic modeling of engineering scale systems [11, 12]. However, 
additional closure equations are required in the Euler- Euler approach to describe the stochastic motion and 
interaction of the solid phase. The kinetic theory of granular flow (KTGF) is commonly used to obtain 
constitutive relations for the solid phase. Particles in gas–solid flow may be treated as magnified molecules, 
and the analogy of their behavior to the gas molecules is the reason for wide use of the KTGF for modeling 
the motion of particles. This theory is basically an extension of the classical kinetic theory of non-uniform 
gases [13] to dense particulate flows. The KTGF is based on the concept of granular temperature, what is the 
measure of random oscillations of the particles and is defined as the average of the three variances of the 
particle’s velocities. 
Within the framework of the EE approach, applying a proper drag model is very important, where it should 
be taken into account that, in spite of detailed mathematical modeling of the complex processes in FB, the 
drag laws used in two-fluid models are semi-empirical in nature. The inter-phase interaction drag force 
model by [14] is used often. In that model, the coefficient between fluid and solid (granular) phase depends 
only on the phase void fraction and the terminal velocity coefficient, but not on the minimum fluidization 
conditions. Therefore, correction constants in the expression for the terminal velocity coefficient should be 
performed, which is particularly important in the case of fluidization with chemical reactions [15, 16]. 
In this paper, the EE approach, also called granular flow model (GFM), has been chosen to simulate the 
combustion of an unconventional liquid fuel in a two-dimensional BFB reactor. The unconventional fuel is a 
combustible industrial liquid waste with significant water content. Within GFM calculation, the third phase 
has also been included in the process, which corresponds to a liquid fuel that is fed into the FB. The 
proposed numerical procedure also contains energy equations for all three phases, as well as the transport 
equations of chemical components with source terms due to the conversion of chemical species. Special 
attention is devoted to modeling the process of the liquid fuel combustion in the BFB. In addition to 
homogeneous reactions of gaseous components, heterogeneous reactions with evaporation and direct 
combustion of liquid fuel were taken into account.  
For solving the system transport equations of the proposed EE model for liquid fuel combustion in BFB the 
software package FLUENT 14.0 was used. Thereby, for the models for the drag force, liquid fuel 
devolatilization and water evaporation, particular subroutines have been in-house developed. 
The proposed EE model for liquid fuel combustion in BFB has been applied to the analysis of the impact of 
fluid-dynamic properties of FS (fluidization number) on the combustion efficiency as well as the influence of 
the fuel (volatility, water content) to locate the zone of intense burning. For the liquid fuel considered in the 
numerical experiments an artificial fuel (model-fuel) has been used, which has chemical structure and many 
physical properties as diesel fuel. 
The temperature profiles of modelled FB reactors with combustion of fuel, with, without water content and 
with large amount water supported with additional gas fuel, have been compared to experimental results. The 
experiments with FB reactors have usually been performed at small-scale facilities [17], and their results 
after analysis have been scaled up to large-scale boilers. In this paper, the experiments were done on 
relatively large sized pilot combustion chamber (up to 100 kW) with sunflower oil as the fuel [18]. 
Therefore, only the parameters for comparison were temperature profiles along the axis of the reactor and 
mean values of exhaust gases composition. 

2. Numerical simulation of liquid fuels combustion in the fluidized bed reactor 
The granular flow modeling approach of three-phase BFB comes down to the EE fluidization model that 
considers gas-particle interaction, taking into account the third liquid phase. The basic Euler-Euler fluidized 
bed modeling approach considers the gas and FB dense phase (gas-particle system under conditions of the 
minimum fluidization [19]) as two fluids with different characteristics. The transport equations for 
momentum transfer of the FB dense phase take into account fluid-particle interactions in conditions of the 
minimum fluidization velocity, as well as the interaction between the particles themselves. In this case, the 
third - liquid phase has been included, because of the fuel fed into FB. The interaction between the liquid 
phase and the gas as well as solid phase have been separately modeled. In the Eulerian-Eulerian approach all 
phases have the same pressure and that is the pressure of the continuous-primary phase. This model solves 
the continuity and momentum equations for each phase, and tracks the volume fractions. Further, the 
additional transport equation for the granular temperature (which represents the solids fluctuating energy) is 
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solved, and the solids bulk and shear viscosity are determined using the kinetic theory of gases on granular 
flow.  
2.1. The three phase fluidized bed Euler-Euler granular model governing equations  
For modeling the interactions between gas and particle phases, within the suggested Euler-Euler granular 
approach to fluidized bed modeling, the routines incorporated in the modules of the commercial CFD 
software package FLUENT 14.0 were used. This code allows presence of several phases within one control 
volume of the numerical grid, by introducing the volume fraction of each phase. The solid phase represents a 
granular layer made of spherical particles, with uniform diameters. The mass and momentum conservation 
equations are solved for each phase separately. 
The basic and constitutive equations of the EE granular model of the fluidized bed can be described by the 
following set of expressions [20,21]: 
Continuity 
equation of the gas 
phase 

( ) ( )g g g g g evu S
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Continuity 
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Continuity 
equation of the 
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Momentum 
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equation of the 
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Were Sev is the source and sink due to liquid fuel and water evaporation. 
The stress tensors of the gas, granular liquid phases can be expressed, respectively: 

     22 ( )
3g g g g g gS u Iτ µ λ µ= + − ∇⋅

                     (7) 

22 ( )
3s s s s s s s s sp I S u Iτ α µ α λ µ= − + + − ∇⋅

 ,        (8) 

      22 ( )
3l l l l l lS u Iτ µ λ µ= + − ∇ ⋅

                      (9) 

where: , , ,kS k g s l= is the strain rate tensor, sp  is the pressure of the granular phase [22], while 0  sg is the 
radial distribution function. The viscosity of the granular phase consists of the solids shear viscosity sµ  and 
the bulk viscosity sλ . The solids bulk viscosity sλ  is a measure of resistance of solid particles to 
expansion/compression [23]. The shear viscosity is the result of translator motion (kinetic viscosity ,s kinµ ), 
mutual particle collisions (collision viscosity ,s collµ ) and frictional viscosity ( ,s frµ ): , , ,s s kin s coll s frµ µ µ µ= + + .  

 The last term of the equation (4 and 5) is a consequence of the inter-phase interaction drag force, where 
the coefficient between the fluid and solid (granular) phase, according to the Syamlal-O'Brien model [14], is: 
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The terminal velocity coefficient for the solid phase ur,s was determined as: 
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 The default values of constants a and b in the coefficient B (Eq. 11) are 0.8 and 2.65. However, despite 
rigorous mathematical modeling of the associated physics, the drag laws used in the model continue to be 
semi-empirical in nature. The semi-empirical procedure is proposed primarily for prediction the drag law 
coefficients that correspond to real minimum fluidization conditions. The constants a=0.8 and b=2.65 in the 
coefficient B of the Syamlal-O'Brien inter-phase interaction drag force model (Eq. 10, 11) are not universal, 
particularly when it comes to the fluidization regimes with multi-component fluid and in the non-isothermal 
conditions [15]. For the considered case of combustion in FB it turned out that constants a and b should have 
values of 3.2 and 0.6625, respectively [15, 16]. 
The granular temperature, starting from the equations of conservation of fluctuating granular energy, is: 

( ) ( ) ( ) ( )3 :
2 s s s s s s s s s s s s gs

s
u I u k

t
ρ α ρ α ρ τ γ φΘ Θ

∂ Θ +∇ Θ = − + ∇ +∇ ∇Θ − + ∂ 
    (12) 

where:  
s

kΘ is the conductivity of granular temperature [22], 
s

γΘ is the granular energy dissipation due to the 

inelastic collisions [23] and gsφ is the exchange of kinetic energy between the phases. 

2.1.1. Interphase drag forces due to liquid phase 
The momentum conservation equations of the gas phase and solid phase (4, 5) have additional interphase 
drag force terms, due to presence of liquid phase. Both of these drag force terms: ( )gl g lK u u−  and 

( )sl s lK u u− 
 respectively, are also figuring in the momentum conservation equations of the liquid phase (Eq. 

6). For this case the liquid phase has secondary phase characteristics, same as the solid phase. For fluid-fluid 
flows, each secondary phase is assumed to has form of droplets or bubbles. The exchange coefficient for 
these types of bubbly, liquid-liquid or gas-liquid mixtures can be written as [21]: 

g l l
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α α ρ
τ

=                         (13) 

where f is the drag function and lτ , the “particulate relaxation time”, is defined as 
2

18
l l

l
g

dρτ
µ

=                         (14) 

where dl is the diameter of the bubbles of phase l. 
For the simulation of air-liquid interaction the drag function f model of Schiller and Naumann [21] has been 
used. In present work the inter-phase exchange coefficient between liquid and solid phase is obtained by 
Gidaspow drag model [25]. It is combination of Wen and Yu model and the Ergun equation [21].  

2.2. Equations for energy and conservation of chemical components 
The proposed model includes the energy equations and the transport equations of chemical species 
conservation with the source terms due to the conversion of chemical components, which are presented as 
follows:  
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Energy equation 
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Conservation 
equations for 
chemical 
components 
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The energy balance equations for all three phases are connected through the interphase volumetric heat 
transfer coefficient (h), which has given by Gunn [26] for gas-solid and liqid-solid interphase heat transfer. 
For the gas-liquid interphase volumetric heat transfer coefficient (hgl) the formulation of Ranz and Maeshall 
has been used [27, 28]. The granular conductivity coefficient, for conditions of the developed fluidization, 
has very high values (≈100Wm-1K-1) [19]. The radiation heat transfer is not included in this stage of the 
model developing. This assumption may be valid if it is taken into account that the convective heat transfer 
and conduction in BFB are very intensive [19]. 

2.3. Combustion model 
The source term R i in set of equations (19) corresponds to the chemical conversion rates of the components i. 
The chemical reactions, used for combustion model within presented numerical procedure for liquid fuels 
combustion in FB, are homogeneous and heterogeneous. The homogeneous reactions are: first step 
combustion of the evaporated fuel (to CO and H2O) and CO oxidation as well as combustion of the gas to 
support the very moist fuel combustion; while heterogeneous reactions are liquid fuel evaporation (for cases 
with volatile fuel), the direct first step of the liquid fuel combustion and the water evaporation (when fuel 
comprises water). 

 The production and conversion of species i due to the chemical reactions enter as a source/sink term Ri 
in the transport equations of chemical species: 

        ( ) 
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where NR is the number of reactions l. The laminar final rate reactions have been assumed for all 
homogeneous combustion processes. The same reaction rate constant model can be applied for the 
heterogeneous reaction of direct first step fuel combustion, thus for both processes the reaction rate constants 
ki are determined by the Arrhenius expression: 

          





−=

RT
ETkk ia
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2.3.1. Fuel and water vaporization model 
The reaction rate constants ki for the fuel and water vaporization reactions has to be separately modeled. The 
mathematical modeling of the evaporation of the liquid fuel fed in fluidized furnace had to be differently 
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considered, if the temperature of fuel is higher or lower than the boiling point of the fuel ( , l bp l bpT T T T≥ < ).    
  
In literature [29] an analysis of the prediction of the discrete phase droplet convective boiling can be found. 
The analysis is done for the case that the temperature of the droplet has reached the boiling temperature, Tbp. 
However, the here considered case, based on a continuous introduction of liquid fuel into the hot FB, 
significantly differs from the discrete phase droplet convective boiling. Because of that, somewhat changed 
equation for heat balance of the liquid fuel fed into the heated FB is used: 

 ( ) ( ) ( )2 ,1 h o fu p fu bp o p lat fb l fb bp radY m c T T m q h S T T Q− − + = − +                    (21) 

where  fum and pm  are the mass flows of fuel (with water if it is included) and vapor, respectively; yh2o is the 
mass fraction of water in the fuel; To and Tfb are temperatures of inlet fuel and FB temperature, respectively; 
qlat is latent heat and Qrad is radiation heat transfer.  
It is assumed that the fuel temperature cannot be higher than the boiling point of the fuel. The radiation term 
can be neglected due to the high values of convective heat transfer, hfb, and the expression for the rate of 
evaporation can be written as: 
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The expression for the rate of water evaporation when the fuel temperature is equal to boiling point can be 
written in the same manner: 
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Therefore, the reaction rate constants for the fuel and water vaporization reactions can be expressed as 
p p lk m V=  , where Vl is the liquid phase volume. In the presented model the value of the liquid phase 

surface and volume have been numerically determined by an in-house-developed subroutine. 

In case the fuel temperature is lower than the boiling point ( l bpT T< ) the kinetic rate, ki, was defined by 
input of an Arrhenius type pre-exponential factor and an activation energy (Eq. 20). 

2.4. Numerical procedure  
Numerical solving of the governing equations of the Fluent's Euler-Euler granular model (Eq. 1-6, 15-18) is 
performed by the method of control volumes whereby the coupling and correction of the velocity and 
pressure is carried out for multiphase flows with the Phase Coupled SIMPLE (PCSIMPLE) algorithm. The 
discretisation of the convective terms was carried out with the second-order upwind scheme. 
The calculations were non-stationary, with a time step of 1 ms, which allowed a relatively quick convergence 
with a maximum of 100 iterations per time step, whereby the convergence criterion between two iterations 
was set to 1∙10-3. The number of time steps, i.e. the total simulation time, has been determined by the time 
required for the fluid to pass through the entire reactor space. The computational domain consists of the two 
zones: layer of particles in the fluidized bed and the free flow above the fluidized bed. The entire numerical 
grid consists of more than 10000 nodes (Fig. 1.). 
The inter-phase interaction drag force model equations (10-11, [21], [25]) as well as equations for the 
reaction rate constants (22, 23) for the fuel and water vaporization reactions, were included in the numerical 
simulation process by the specialized subroutines in the "C" programming language ("user defined 
functions"), wherewith the user is able to upgrade individual parts of the core Fluent’s code. 
The proposed calculation procedure is performed through two steps: 1) the calculation of transformation of 
the fixed granular bed to the fully developed bubble fluidization (Chapters 2.1, 2.2.), for desired 
hydrodynamic conditions; 2) continuing the calculation procedure with including the combustion model 
(Chapter 2.3.). The matrix values of the variables calculated in the first computing step were used as the 
initial conditions for the second step of the calculating process. Moreover, in the second step the boundary 
conditions are changed introducing the inlet fuel flow and the equations of chemical species with the source 
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terms due to chemical reactions were activated. The calculation process is ended when the quasi-stationary 
conditions are reached, i.e. when the mean values of calculated thermophysical properties are changed within 
the constant range. 
 All cases of numerical simulation of the processes in a fluidized combustion chamber was performed on the 
fluidization reactor with height of 2.3 m and width of 0.4 m, as it is shown in the schematic view of the 
reactor. The modeled granular bed consists of particles with the diameter of 0.8 mm and density of 2600 
kg/m3, where the height of the bed in the bulk condition is 0.3 m. The fuel was entering through the vertical 
nozzle placed axially on the bottom of the reactor (Fig. 1). Height of the nozzle for the fuel introduction is 
0.05 m. Air for fluidization was introducing annularly as is shown in Fig. 1. The inlet temperature of the air 
and fuel was ambient (300 K). 
 The results of the first step of the presented numerical simulation are presented in Fig. 2., which shows the 
solid volume fraction distribution during the bubbled fluidization development period.  The first step of 
presented numerical simulations are performed by numerical simulation of the bubbled fluidization 
development of sand particles fluidized with air which ensures the fluidization number Nf≈3 on temperature 
of 1200 K.  
 
 
 

Figure 1. Schematic view of the 
geometry of numerically 
simulated fluidization reactor. Figure 2. Development of the solid volume fraction distribution within 

the fluidized reactor before the combustion is started.  

3. Experiments with combustion of the jet-fed fuel into the FB 
The experiments with combustion in the fluidization furnace were done on a pilot-facility, described in [18]. 
The experimental installation has been dimensioned, designed and built in a way that the results obtained 
during investigations on it can be used as design parameters for the construction of real-scale facilities for 

891



combustion of solid or liquid fuel. The combustion chamber has a rectangular cross-section of 0.295×0.290 
m and height of 2.3 m. The power of the experimental chamber is up to 100 kW. 
In the analyzed case the fuel (sunflower oil) was fed into the FB at the angle of 38o, and it was possible to 
regulate the distance of the nozzle outlet from the bed bottom. The fuel is introduced into the experimental 
facility with the fuel feeding system through the tubular nozzle. The FB inert material consisted of quartz 
sand particles with medium diameter of 0.8 mm, deposited density of 1310 kg/m3 and the height of 0.323 m. 
The fluidization gas was air. The air is supplied to the fluidized bed through the distributor. The flue gases 
from the particles burn out in the furnace space above the bed. 
During the stationary regime of the furnace operation, temperatures inside the FB and concentrations of the 
combustion products were monitored continuously. The temperature measuring points along the vertical 
center line of the reactor are placed at the following distances from the nozzles (in mm): T1 - 5, T2 - 115, T3 - 
255, T4 - 445, T5 - 985, T6 - 1415, T7 - 2385. 
Experiments were conducted with the model fuel - cooking oil, and realistic conditions were simulated by 
adding water to the model fuel. In addition, experiments were conducted with oil sludge from the oil tank, 
which has mechanical and other impurities and has very high viscosity than real industrial waste liquid fuels. 
In the sample of oil sludge was 78.3 wt% water and the fuel had to combust with the support of additional 
gas flow (Table 1.). 
The stationary regimes of combustion of model fuel were followed, for different depths of nozzle in the 
fluidized bed and for different compositions of the model fuel, and oil sludge by adding water to oil [18]. 
Table 1. Operating parameters of experimental FB furnace 
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In all investigated regimes, stable combustion conditions were achieved, with average bed temperature of 
850-900 C, which would stabilize soon after the start. Very favorable emissions were achieved, with very 
low CO emissions. 

4. Comparison between numerical simulation and experimental results 
In the experiments with a pilot furnace with liquid fuel feeding into the FB (described in Chap. 3.), 
withdrawal of the intense combustion zone has been observed towards the areas below the bed surface 
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during the combustion of liquid fuels without water content and also in case with significant water content 
[18]. Very similar phenomena has been shown during numerous numerical experiments (which procedure 
has been described in Chap. 2.4.) with combustion of test-fuel (C10H22) in 2D fluidized reactor. As it can be 
observed in Fig. 3. temperature profiles along central vertical line of the FB combustor obtained by 
measurements as well as by calculation show that very high temperatures can be achieved on relatively low 
heights of the reactor. In other words, both experiments and numerical simulations show that in considered 
FB combustor the intense combustion zones have been withdrawn deep into the fluidized bed. This is very 
convenient, because in this way provides efficient and complete combustion within a relatively small 
volume. 
The ordinate in the diagram of Figure 3 (as well as in figures 6 and 7) represents a dimensionless 
temperature, ie. ratio of given temperature and maximum temperature (theoretical combustion temperature) 
in given conditions. Thereby, it should be noted that the axial temperature profile, obtained by the model, 
have been formed by averaging of the temperatures at cross-sections at the considered heights of the reactor. 
Also on presented diagrams the abscissa represents the dimensionless height of the furnace, which is defined 
as ratio between the height of the reactor and the height of the fixed bed (Hfb). 
Figure 3. also shows the results of physical and numerical experiments with combustion of fuel with and 
without water content. Considered type of fluidizing combustion chamber is of particular importance for use 
in combustion of unconventional fuels that often contain water in a substantial amount, so the exposed 
analysis is of significance. As it is shown in Fig. 3. the water content in the fuel has small impact on 
temperature profiles along the axis of the reactor as shown by the experiments and numerical simulation. It 
can be observed even slightly higher relative temperatures in the bottom of the FB for the cases of 
combustion of the fuels that contain water. This phenomenon is more pronounced in results of the numerical 
simulations. It can be concluded that the water content in the fuel affects to some degree the withdrawal of 
the intense combustion zone in fluidized bed furnace towards the lower zones. This also points to the fact 
that in the regimes with fuel that contains water the combustion position is slightly lower, i.e. that little more 
efficient combustion is achieved. The noted effect can be explained by the expansion of the steam what 
contributes to getting the favorable (stoichiometric and over-stoichiometric) mixtures of fuel and oxidizer. 
According to the present model of heterogeneous combustion of liquid fuels in FB (Chap. 2.3.1.) the surface 
area between the liquid phase and FB greatly affects the combustion rate (Eq. 30), and since sudden 
expansion of the water vapor is causing an increase of the liquid phase, it may be assumed that presence of 
water in the fuel can influence the increase of the heterogeneous combustion rate.   

Fig. 3. Normalized temperature profiles along fluidized combustor 
height numerically and experimentally obtained. 
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In the diagram of the experimental results (Fig. 3), a slight decline in temperature over the fluidized bed can 
be seen, as a consequence of non-ideal insulation of the experimental reactor. 

Fig. 4. Calculated temperature profiles along fluidized combustor 
height at conditions of different fluidization number. 

The presented method of numerical simulation of combustion in a bubbling fluidized bed can be used for the 
purposes of analyzing the impact of hydrodynamic characteristics of BFB on the properties and efficiency of 
liquid fuel combustion in these reactors. The diagrams in Figure 4 show the numerical and experimental 
results of comparing the liquid fuel combustion in fluidized beds with different fluidization numbers. The 
fluidization number is the ratio between of the fluidization gas velocity and the minimum fluidization 
velocity and represents a measure of the mixing intensity in FB. As seen in Figure 4, the fuel combustion in 
FB at conditions of higher fluidized bed mixing rate allows complete combustion in the lower zones of the 
reactor, while in the case of the combustion at lower fluidization number, major part of the combustion 
process takes place above the bed. As it is already mentioned, the progress of the combustion process within 
the lower zone of the FB is desirable from the standpoint of energy efficiency as well as environmental 
reasons. 

4.1. Sludge oil combustion 
BFB furnaces are particularly suitable for thermal oxidation (incineration) of materials that can be very 
difficult or impossible to incinerate in conventional combustion chambers. These unconventional fuels are 
often very viscous and contain a large proportion of water. One of these fuel, oil sludge i.e. sediment in the 
tanks for crude oil, which create problems in the oil industry, because it cannot be efficiently and 
environmentally correctly removed. In Chapter. 3 the experimental procedure for the oil sludge incineration 
is shown. Here, the comparison between numerical simulation of oil with 78.3% water (with the support of 
additional gas flow) and experimental results are shown.   
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Figure 5. The change in time of the quasi-stationary temperature field in the fluidized combustion chamber. 

Calculated gas temperature distributions within combustion chamber - the result of the second step numerical 
simulation of the combustion oil fuel with large amount of water in fluidized bed with specified conditions 
(Chap. 3.) - are shown in Figure 5. The oil sludge which contains 78.3% of water (by weight) has combusted 
with the support of a gaseous fuel, so that the energy share of the gas in the total balance was 50%. The gas 
temperature distributions shown in Figure 5 represent the thermal conditions within the fluidized reactor for 
the period starting from 0.5 to 2 seconds after the fuel introduction into the heated fluidized bed. The 
temperature field in the zone of intense reaction in the fluidized combustion chamber stochastically changes 
in time, but within a constant temperature range (Figure 5), so a quasi-stationary processes can be assumed in 
that type of FB combustion.   
Figure 6 shows results of calculations and experiments with incineration of the oil sludge which contains 
78.3%  of water (by weight) with combustion support by the additional gaseous fuel. As seen in Figure 6, 
both experimental results and simulation data, show that significant part of the intensive combustion zone is 
located in the lower zones of the fluidized bed. This suggests that effective BFB incineration, even with such 
complex materials, can be achieved in furnaces with relatively small dimensions. 

 
Figure. 6. Normalized temperature profiles along fluidized combustor 
height for oil sludge incineration. 

The agreement between the experiments and the model (Fig. 6) is well in this case too, whereby in the 
diagram of the experimental results (like as in Fig. 3) a slight decline in temperature over the fluidized bed is 
a consequence of non-ideal insulation of the experimental reactor. Despite possible difficulties during 
combustion of the gaseous fuel in BFB due to the passage of unburned gas by bubbles, both the experiments 
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and the simulations show that the gas (supplementary fuel) have completely burned in the fluidization zone. 
This is confirmed by the diagram (Fig. 7) of changes in the concentration of gaseous fuels along the height of 
BFB reactor obtained by the proposed numerical simulation procedure of the incineration in a fluidized 
combustion chamber process. The diagram shows that the combustion of the gaseous fuel is completed in the 
fluidized bed. Thereby it should be noted that the height of the fixed layer of particles was 0.3 m at power 
furnaces of 66 kW.  
In addition, in Fig. 7 is given the diagram of water vapor mass fraction profile along the height of fluidized 
bed furnace. This diagram, given by the model, shows that also that the most intense part of the steam 
generating process (due to evaporation from oil sludge and due to liquid and gaseous fuel combustion) is 
completed in the zone of the fluidized bed. The zone of water vapor intensive generation is not as deep 
within the FB as in the combustion process, but nevertheless is below the fluidized bed surface. 

Figure 7. Gas and water vapor concentrations along the reactor height.  

5. Conclusion 
A comprehensive numerical model of the liquid fuels combustion in a 2D bubbled fluidized bed is proposed. 
The developed numerical model of the fluidization is based on the Eulerian–Eulerian granular flow 
simulation method including the kinetic theory of granular flow for the particles motion modeling. In the 
standard Eulerian–Eulerian granular model the third phase has been included as a liquid phase due to fuel 
which has been fed into FB.  
The interaction between the liquid phase and the gas, as well as solid phase, has been separately modeled. 
For the inter-phase interaction drag force definition the model by Syamlal-O'Brien has been used, wherein 
the constants a and b of the model coefficient B (Eq. 11) have values of 3.2 and 0.6625, respectively. For the 
simulation of air-liquid interaction the drag function f model of Schiller and Naumann has been used. The 
inter-phase exchange coefficient between liquid and solid phase is obtained by Gidaspow drag model. 
The proposed model includes the energy equations and the transport equations of chemical species 
conservation with the source terms due to the conversion of chemical components. The chemical reactions, 
used for combustion model within presented numerical procedure for liquid fuels combustion in FB, are 
homogeneous and heterogeneous. It is assumed that part of the liquid fuel evaporates and then the steam 
burns according to the two-step combustion concept while part of the fuel is burned directly. The in-house 
developed evaporation model is based on mass-heat balance between the input fuel enthalpy, the latent heat 
of evaporation and heat transfer between FB and liquid phases.  
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The numerical procedure consists of two steps. In the first step of the calculation, the transformation of the 
fixed granular bed to fully developed bubble fluidization for desired hydrodynamic conditions is performed. 
In the second step, the boundary conditions are changed by introducing the inlet fuel flow; and the equations 
of chemical species with the source terms due to chemical reactions were activated. 
Trial experiments with the liquid fuel combustion in the fluidization furnace were done on a pilot-facility 
with power up to 100 kW. Three stationary regimes of combustion of model fuel were followed for different 
cases: test fuel without and with water and also oil sludge from the oil tank with 78.3 wt% of water. 
The general conclusion of the results of experiments and numerical simulations is that in the normalized 
temperature profiles along the FB combustor, very high temperatures on relatively low heights of the reactor 
were achieved. This leads to the conclusion that in considered FB combustor the intense combustion zones 
have been withdrawn deep into the fluidized bed, which means that almost the entire combustion processes 
has been completed within the fluidization gas-particle zone. Similar temperature profiles with high 
temperatures deep in the FB were also obtained in combustion of liquid fuels containing admixtures of water. 
However, slightly higher normalized temperatures in the bottom of the FB are observed for the cases of the 
fuels containing water combustion. This phenomenon is more pronounced in results of the numerical 
simulations. 

The liquid fuel combustion in FB at conditions of larger fluidization number (3.25) enables almost complete 
combustion in the lower zones of the reactor, while in the case of the combustion at lower fluidization 
number (1.63) major part of the combustion process takes place above the fluidized bed. 

BFB furnaces are particularly suitable for thermal oxidation (incineration) of materials that can be very 
difficult or impossible to incinerate in conventional combustion chambers. In this paper the incineration of 
oil sludge i.e. sediment in the tanks for crude oil, which create problems in the oil industry, has been 
analyzed. The comparison between numerical simulation of oil with 78.3% water (with the support of 
additional gaseous fuel) and experimental results are performed. Both experimental results and simulation 
data, show that significant part of the intensive combustion zone is located deep within the fluidized bed. 
This suggests that effective BFB incineration, even with such complex materials, can be achieved in furnaces 
with relatively small dimensions. 
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Latin symbols 
CD drag coefficient 
c molar concentration 

pc  specific heat 

,i mD  mass diffusion coefficient for species i 
dp. ds particle mean diameter 
Ea Activation energy 
g  gravity acceleration 
h heat transfer coefficient with specific 

surface 
H height 
Hfb height of the fixed bed 

I  unity matrix 
Kc reaction  equilibrium constant  

Kgs gas/solid momentum exchange 

tk  thermal conductivity 
ko Pre-exponential coefficient 

skΘ  diffusion coefficient for granular energy 
p pressure 
R universal gas constant 
Rfu summary reaction rate 

kS  strain rate tensor 
T absolute temperature 
Tmax maximal temperature in the regime 
u  instantaneous velocity vector 

iY  species mass fraction 
Yh2o water mass fraction in the fuel 

 

Greek symbols 
α phase void fraction 
ρ density 
λ bulk viscosity 

 phase stress-strain tensor 
 granular temperature 

 kinetic viscosity 

 

 collisional viscosity 

,s frµ  frictional viscosity 
ν stoichiometric number. mol number 

 transfer rate of kinetic energy 

 collisional dissipation energy 

 
Indexes s solid 
b fluidized bed l liquid 
g gas fu fuel 
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Abstract: In this paper multidimensional numerical simulation of the atmospheric saturated pool boiling is 
performed. The applied modelling and numerical methods enable full representation of the two-phase 
mixture behaviour on the heating surface with inclusion of the swell level prediction. In this way the 
integral conditions of nucleate pool boiling are simulated. Here presented three-dimensional investigation 
is performed in order to take into account convective heat transfer on the heated surface as well as spatial 
effects of vapour generation and two-phase flow, such as phase dispersion within the two-phase mixture. 
Results are presented for short time period after the initiation of heat supply and vapor generation on the 
heating surface. A replenishment of the heating surface with water and partial surface wetting for lower 
heat fluxes is shown. The influence of the density of nucleation sites and the bubble residence time on the 
wall on the pool boiling dynamics is discussed. Also, the influence of the heat flux intensity on the pool 
boiling dynamics is investigated. The applied numerical and modelling method has shown robustness by 
allowing stable calculations for wide ranges of applied modelling boiling parameters (density of nucleation 
sites and bubble residence time) 

Keywords: pool boiling, heat flux, modeling 

1. Introduction 

Boiling heat transfer has always been a very interesting research field because of the high efficiency of 
this process in removing heat from a solid body using liquids. Several studies [1,2,3] focussed on the 
understanding of the fluid-solid combinations in order to obtain the highest heat fluxes at the 
minimum wall superheat. High values of this parameter could lead to possible alteration of thermal 
heat transfer characteristics of the solid substrate. However, despite the fact that research has been 
carried on for several decades, the complete picture of the processes involved is far from complete, 
due in part to the nonuniformity of the conditions and characteristics of the materials during 
experiments (substrates and liquids as well as measuring instrumentation), to the non-linearity of the 
processes and to the possible presence of hysteresis phenomena (generally related to the activation 
temperature for a nucleation site significantly higher than the expected or theoretical value). Due to the 
complexity of the research area, the studies focus on different aspects, from the formulation of 
predictive correlations to dedicated experiments investigating specific aspects or to the analysis of 
results of complex numerical simulations.  

Recently, several efforts were directed on the development of sophisticated numerical codes: this was 
possible because of the continuously increasing computational power as well as of the more precise 
experimental equipment and accuracy of the results. However, the higher the level of detail introduced 
in the representing mathematical models, the more complicate the phenomena appear, making part of 
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the scientific community merely doubt the fact that a complete understanding of the physics is even 
possible. Heat transfer characteristics in nucleate boiling are generally believed to be closely related to 
the nucleation site density of a heating surface. Except at low heat fluxes, nucleate boiling forms large 
vapor masses on a heating surface by the coalescence of bubbles, and a liquid macrolayer is attached 
to the bottom of the vapor masses. The general correlation, proposed by Mikic and Rohsenow for 
predicting boiling curves: 

 ( , , , )sat Hf q T n B∆  (1)  

was derived theoretically. 

Recent experimental results with micro-scale observations with modern measuring techniques show 
that physics of boiling is closely related with micro or even nano-scale effects on the heated surface, in 
connection with the macro scale behaviour of the two-phase mixture in the neighbouring flow field. 
The complex processes on the microscale level at the heated surface are strongly influenced by the 
surface roughness, boiling liquid wetting ability and present impurities. All these boundary conditions, 
both from the heated wall surface side and the surrounding bulk two-phase flow field make the 
observation and prediction of the nucleate pool boiling mechanisms extremly difficult. 

Experimental results revealed that four mechanisms contribute to total boiling heat flux under pool 
boiling conditions. These are transient conduction at the area of influence of a bubble growing on a 
nucleation site; evaporation ( a fraction of which may be included in the transient conduction ) at the 
vapor-liquid interface; enhanced natural convection on the region in the immediate vicinity of a 
growing bubble; and natural convection over the area that has no active nucleation sites and is totally 
free of the influence of the former three mechanisms. However, the importance of these mechanisms 
depends strongly on the magnitude of the wall superheat and other system variables such as heater 
geometry, orientation with respect to gravitacional acceleration, magnitude of gravitational 
acceleration, etc. 

Modelling boiling requires many hypotheses whose validity can not always be assessed. This results in 
a large number of different models, often with corrective factors. The results predicted by these 
models are sometimes far from the experimental results. Experiments in boiling also receive their 
share of difficulties. Phenomena are fast, bubbles interact, scales are multiple, material properties are 
not always well defined, especially the wall roughness, and physical parameters are hard to measure in 
fluids. Boiling needs to be simplified in order to identify the role of the different mechanisms 
involved. 
 
Many of the early models [4] were based on bubble agitation-microconvection being the primary heat 
transfer mechanism. These models did not include phase change, but relied on an analogy with forced 
convection, i.e., the role of the bubble was to change the length and velocity scales used to correlate 
data (e.g., Rosenhow 1952; Forster and Zuber, 1955; Forster and Greif 1959; Zuber 1963; Tien 1962). 
For example, the vapor-liquid exchange model proposed by Forster and Greif [5] assumed that 
bubbles act as micropumps that remove a quantity of hot liquid from the wall equal to a hemisphere at 
the maximum bubble radius, replacing it with cold liquid from the bulk. The heat transferred from a 
single site was the energy required to heat this volume of liquid from the bulk temperature to the 
average of the wall and bulk temperatures. In the last decade, theoretical models have been developed 
for partial and fully developed nucleate boiling of pure substances. Fundamentally, they are all based 
on a thin film evaporation concept of Wayner et al. [6]. They investigated the evaporation of a liquid 
meniscus in a tiny area where the liquid-vapor interface approaches the wall (micro-region). In spite of 
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the small geometrical dimensions (about one micrometer), a considerable amount of the supplied heat 
at the evaporator wall flows through the micro-region. In this region, microscale effects such as 
adhesion forces and interfacial thermal resistance in combination with a strong curvature change of the 
phase interface significantly influence local heat and mass transfer. This model predicts heat transfer 
under the bubble during bubble growth as the microlayer evaporates ( the highest heat transfer would 
occur where the microlayer is thinnest just next to the perimeter of the dry patch), and negligible heat 
transfer outside of the bubble footprint. The heat transfer during the bubble departure process should 
only be limited to the evaporation of the residual microlayer and there should be little heat transfer as 
the dry patch is rewet with liquid. The bubble volume should be obtainable from the microlayer 
evaporation. 
 
In this study, the numerical simulations with two different values of heat flux, bubble nucleation sites 
density and bubble residence time were performed, showing the influence of these parameters on the 
pool boiling dynamics. The pool boiling is considered and heat is supplied through the bottom wall. 
Spatial and temporal sites and intensities of the vapor generation are prescribed on the heated surface 
as boundary conditions, while the vapor volume exists above the two-phase mixture swell level. The 
heated wall is divided into zones, while within each zone the spatial and temporal random generation 
of the vapour on the heated wall is introduced. In this way, the microscopic conditions of the vapour 
generation at the nucleation sites within liquid micro-layer on the heated wall are included, and the 
chaotic and complex dynamics of the micro scale small vapour bubbles generation, rise and departure 
at the heater are considered as the very important boundary condition for the CFD investigations of the 
macroscopic pool boiling. Bulk boiling conditions are modelled with the two-fluid model. Mass, 
momentum and energy balance equations are written for vapour and liquid phase, while necessary 
closure laws are stated for interface transfer processes. The special attention is given to the 
formulation of the appropriate closure law for the interfacial drag momentum transfer due to the shear 
stress, because of its significant influence on the two-phase flow modelling accuracy. 

The control volume based finite differences method is applied for the numerical solution of the set of 
governing equations. A pressure-correction equation is derived according to the SIMPLE (Semi-
Implicit Method for Pressure-Linked Equations) numerical method from the momentum and mass 
balance equations, taking into account the two-phase flow conditions. Three-dimensional flow field is 
discretized in Cartesian coordinates.  

2. Boundary and Initial Conditions for Numerical Simulations 
 

Pool boiling is simulated in a square vessel, initially filled with the saturated stagnant water up to 
0.02m, Figure1. The vessel is open to the atmosphere. The water level corresponds to the collapsed 
two-phase mixture level of the BETA physical experiments presented in [7, 8, 9]. The bottom wall 
heating starts at 0.1s after the initial time, and the calculation during this period is performed in order 
to establish a proper pressure field within the vessel. Vapor bubbles are generated at the bottom wall.  
 
At the initial state, the collapsed and swell level coincide, while later on, during the vapour generation, 
the swell level dynamically moves, and its position is predicted with the here presented numerical 
approach. It was found that the inclusion of swell level, as the upper boundary for the liquid flow 
domain, is necessary in order to reliably predict the water recirculation in the pool boiling. The volume 
above the swell level, up to the vessel exit is filled with vapour, Figure 1. The vapour exit part in the 
vessel is modelled with a higher hydraulic resistance in order to stabilize the outlet vapour stream. 
There is no water feeding during the boiling, which leads to the constant water depletion due to the 
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evaporation. For the evaporation of the total water mass within the vessel under the heat flux of 1500 
kW/m2, a period of approximately 27s is needed. Hence the depletion of water mass is of no influence 
on here presented computational results, since the numerical simulations are performed for time 
periods within a few seconds from the initial state. 
 
3. Micro-scale Parameters in Model of Boiling Dynamics 
 
Micro-scale model of bubble growth, applied here is developed and presented in [10,11] The water 
capillarity length is used for scaling the infinite geometry and it is defined with: 

 
( )1 2

cL
g

σ
ρ ρ

=
−

 (2) 

and for atmospheric conditions it is equal to 32.5 10−⋅ m. The applied vessel dimensions are several 
times greater than capillary length. 
 
The density of nucleation sites and corresponding width of the zone for random bubble generation are 
input parameters for here presented simulations. The nucleation site density is determined with the 
heat flux, heating surface roughness, wetting contact angle and thermo-physical characteristics of the 
boiling fluid and the wall. The relation between the density of nucleation sites n and the zone width b 
can be derived from the simple geometric condition that one square meter is covered with n nucleation 
sites, i. e. 

 1b
n

=  (3) 

The vapor generation at the randomly chosen location (nucleation site) is determined by the bubble 
residence time on the heating wall. It is also assumed that the major portion of the heat is transferred at 
the nucleation site, and the sensible heat is neglected in regard to the latent heat of evaporation, Fig 2. 
The two main parameters of the boiling algorithm are the width of the zone and bubble residence time 
on the heating wall. As it is shown by the obtained results, these modelling parameters determine the 
dynamics of the calculated pool boiling. Also, these parameters are closely determined with the 
physically based characteristics of the boiling process. For the heat flux value of 1500 kW/m2 and 
atmospheric conditions, the nucleation site density is about 75.4 10⋅ sites/m2, which gives an average 
distance between two nucleation sites of approximately 41.4 10−⋅ m. 

The roughness of fresh surfaces is smaller, with a lower number of recesses; hence, the boiling at a 
fresh surface is characterized with a lower nucleation site density. Also, the wetting contact angle is 
increased on fresh heaters [8]. The influence of the surface roughness and condition (fresh or aged) is 
introduced in the present discussion through the contact angle θ . A theoretical model of bubble 
growth on the heating surface led to the following correlation for the bubble diameter at the moment 
of separation from the wall [10]. 

 0.0208b cD Lθ= × ×  (4) 

where the contact angle θ is measured in degrees. Equation (4) was assessed in [12] and its good 
prediction ability is confirmed by comparing with experimental results. No dependence of bubble 
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departure diameter on heat flux is shown by Eq. (4). The weak relation between the heat flux and the 
diameter of bubble at detachment is also confirmed in [13]. For a heavily aged surface the contact 
angle of 5 deg. could be assumed, and for atmospheric conditions the bubble departure diameter of 

42.6 10−⋅ is calculated with Eq. (4). For higher heat fluxes, and especially for conditions close to the 
departure from nucleate boiling, it can be assumed that the whole heating surface is covered with 
bubbles, which is described with simple geometric relation that one square meter is covered with n 
bubbles of diameter bD , as follows, 

 2 1bnD =  (5) 

where n is the density of nucleation sites. For the calculated bubble departure diameter for a heavily 
aged surface of 42.6 10−⋅ m, the density of nucleation sites of 71.5 10⋅ m-2 is calculated with Eq. (5). 
For a fresh heater, a contact angle of 40 deg, [8] could be assumed, and the predictions of Eqs. (4) and 
(5) are 32.08 10bD −= ⋅ m and 52.3 10n = ⋅ sites/m2. According to the representation of nucleation sites 
with the zones shown in Fig 1 and the condition of complete heating surface covering with bubbles, 
the width of the zone should be equal to the bubble departure diameter. The width of the zone in the 
millimetre range, which is shown to be appropriate for fresh heaters, can be resolved within the 
numerical mesh with acceptable number of control volumes. 

The second parameter that determines the pool boiling dynamics is the bubble residence time on the 
heating surface. This is the time of bubble growth up to the bubble departure diameter. It can be 
predicted from the relation between bubble diameter and bubble growth time [14] 

 2 22( 2 )bD Ja Ja Ja aγ γ β τ= + +  (6) 

where Ja is the Jacob number 

 1
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By substituting Eq. (4), which determines the separation bubble diameter, into Eq. (6) the bubble 
residence time on the heating surface is derived in the following form 
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2 2

2 2
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θτ
γ γ β

×
=

+ + +
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as the function of wetting contact angle θ  and the Jacob number. 

4. Governing Equations 

Three-dimensional liquid and vapor two-phase flow is modelled by the two fluid model [15,16]. Mass, 
momentum and energy fluid flow conservation equations are written for both phases, while interface 
transfer processes are modeled by ”closure laws” . This approach implies non-equilibrium thermal and 
flow conditions. 
 
The two-phase flow is observed as semi-compressible, that is the acoustic flow effects are neglected, 
while the influence of the pressure change on the vapor and liquid thermo-physical properties is taken 
into account. The surface tension is neglected, as it is not imporant for bulk two-phae flow 
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phenomena. Hence, pressure is the same for both phases within the numerical control volume. 
Conservation equations take the following form in the indiccial notation.   
 
Mass conservation equation 
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Momentum conservation equation 
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Energy conservation equation 
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where k=1 for liquid and k=2 for vapor. The source terms for mass, momentum and thermal energy 
conservation are written on the r.h.s. of Eqs. (9)-(11). The intensity of phase transition, which is the 
mass of evaporation or condensation per unit volume and time, are denoted with eΓ and cΓ  
respectively. The force of vapor and liquid interfacial drag per unit volume in i Cartesian direction is 
denoted with 2 ,l iF . The term q represents a volumetric heat rate from the wall to the corresponding 
fluid phase per unit volume. 

To above system of equations the volume fraction balance is added as follows 

 1 2 1α α+ =  (12) 

Energy equation for the heated wall 

 2

( ) ( )
h b

p p p p

q qT a T
t c cρ ρ

∂
= ∇ + −

∂
 

 (13)   

where hq is the volumetric heat source in the wall, while bq  is the heat sink in the control volumes on 
the wall surface due to the bubble growth, and the heat source in the fluid control volumes on the wall 
when the bubble growth occurs. It is assumed that the bubble nucleation does not occur. i.e. the heat 
source bq  equals zero, if the void fraction in the control volume on the wall surface is higher than 1-
10-5. 
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4.1. Closure Laws 

Calculation of the interfacial drag force ( 21F


) is a crucial step for the proper prediction of the relative 
velocities between the vapour and liquid phase, and consequently the void fraction. The interfacial 
drag force per unit volume of computational cell is calculated as in [16] 

 ( ) ( )
3 2

21, 2 1 2, 1, 2, 1,
1

3
4

D
i j j i i
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CF u u u u
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α ρ
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where DC  is the interfacial drag coefficient, and PD  is the diameter of the dispersed particle. The 

correlation for the interfacial drag coefficient DC  is proposed in the following form 
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1/2

3 2
2 21.487 1 1 0.75D P

gC D ρ α α
σ
∆ = − − 

 
 (15) 

where the dependence on the mixture void fraction 2α  has the same function form as the CATHARE 
code correlation [17] for the interface friction in the transitional two-phase flow patterns. 

The lift force acts in the direction perpendicular to the relative velocity, 
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Here, adopted value for 0.3LC =  is similar to the one used for bubbly dispersed flow. 

The intensity of evaporation and condensation rate in two-phase mixture is calculated with the simple 
empirical model that takes into account the phase change relaxation time - τ . 
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k T T T Tα ρα
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4.2. Numerical Method 

The control volume based finite difference method is applied for the numerical solution of the set of 
balance Equations (9)–(11). A pressure–correction equation is derived according to the SIMPLE 
numerical method [18] from the momentum and mass balance equations. Three-dimensional flow field 
is discretized in Cartesian coordinates. Numerical grid is made from 40×50×40 control volumes. 
Numerical grid consists of two parts: the heated wall (40×10×40 control volumes) and the two phase 
mixture (40×40×40 control volumes). Heated bottom wall is divided into four by four zones, where 
the locations of vapor generation in the control volumes at the heater`s surface are determined with 
different values of the random function for each zone.  
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A discretization of partial differential equations is carried out by their integration over control volumes 
of basic and staggered grids. The convection terms are approximated with upwind finite differences, 
while diffusion and source terms are approximated with central differences. Fully implicit time 
integration is applied. The resulting set of algebraic equations is solved iteratively with the line-by-line 
TDMA (Three-Diagonal-Matrix Algorithm). The calculation error for every balance equation and 
every control volume is kept within prescribed limits by iterative solution of sets of linear algebraic 
equations. The criterion for the overall calculation procedure solution is the fulfilment of the mass 
balance for every control volume within prescribed error. Also, this criterion implies that the overall 
mass balance, for the whole flow field is achieved. 

5. Results of Three-Dimensional Numerical Simulation and Discussions 

Figure 3 shows three-dimensional (3D) view at the void fraction distribution in pool boiling for two 
different values of heat flux. The larger void lumps are formed in case of higher heat flux. 
Consequently, the swell level position is higher in case of higher heat flux. In case of 100 kW/m2 heat 
flux the swell level is almost plane, while in the case of 200 kW/m2 a typical bursting of large vapour 
lumps is observed at the swell level.also, the formation of vapour layers at certain parts of the bottom 
heating wall is observed. Figure 4 shows vapor blankets formation on the heater’s surface with the 
increase of heat flux. In case of lower heat flux the vapor spots are formed at the nucleation sites while 
at the higher heat flux (200kW/m2), wider vapor blankets are formed due to intensive vapor generation 
at the randomly chosen nucleation sites, as well as due to the merging of several vapor lumps into a 
larger one.  

Figure 5 shows temperature field at the heater surface. Higher temperatures and larger number of 
nucleation sites are observed for higher heat flux of 200 kW/m2. Calculated two-phase mixture 
structures are shown in Figure 6. The formation of vapor blanket at the heating wall is observed, with 
vapor plums rising from the bottom. 

6. Conclusions 

Three-dimensional numerical investigation of pool boiling of saturated water under atmospheric 
conditions is presented for two values of heat flux. Two-phase mixture flow in pool boiling is 
simulated with the developed two-fluid model and it is coupled with the solving of the transient heat 
conduction in the heated wall and heat convection on the heated surface. It is shown that the vapor 
blanket forms on the horizontal heater’s top surface in case of higher heat flux value, which leads to 
the heated wall surface temperature rise. 

Developed modelling and numerical methodology revealed that the combined application of the basic 
deterministic conservation laws for the continuous two-phase flow field and the stochastic 
characteristics of the vapor generation at the heated wall is able to simulate complex pool boiling 
conditions. In this way, already known and established physical laws, with the application of simple 
rules for vapor generation dynamics, can generate complex behaviours of boiling systems. Obtained 
results on two-phase mixture structure in pool boiling and temperature field at the heater surface, show 
that the applied algorithm for the prediction of heating wall boundary conditions takes into account the 
complex micro and nano-scale effects. Stable and efficient calculations for two different values of 
nucleation site density and bubble residence time demonstrate the robustness of the applied numerical 
approach. This numerical method could be applied to the investigation of the basic thermal-hydraulic 
mechanisms on the heater wall. It can enables the investigation of the influence of micro-scale 
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parameters, such as density of nucleation sites and bubble residence time on the heating wall, on the 
dynamics of pool boiling. 

Application of the here presented numerical approach will be further continued for the vertical heated 
surfaces, complex geometries of heated walls and the final goal is to develop the general methodology 
of simulating conditions on heated surface in pool boiling on both horizontal and vertical heating 
surfaces. 
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Figure1. Numerical grid with 40×80×40 (width×height×depth) control volumes for pool boiling simulation 

  
Figure 2. Heat flux at random discrete locations within bubble generation zones (left) and numerical grid (right) 

 
 

Figure 3. 3D view of void fractions at the pool boiling (heat flux q=200kW/m2 –left, q=100kW/m2  -right) 
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Figure 4. 2D planes of void fractions at nucleation sites at the heating wall (q=200kW/m2-left, q=100kW/m2 -
right) 

  
Figure 5. Temperature distribution on the heated surface (q=200kW/m2-left, q=100kW/m2 -right) 

  
Figure 6. Void fraction distribution at heat fluxes of q=200kW/m2-left, q=100kW/m2 -righ 
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Abstract: This paper presents adhesive bonding as widely used methods suitable for areas which are 
inaccessible to mechanical fastening and suitable for novel designs which can further reduce weight, costs 
and labor. This paper gives a review of stress distribution in a bonded joint. The stress distribution can be 
obtained by a Finite Element (FE) method or a closed-form model. For complex adhesively bonded 
structures the FE method is preferable. As an add-in to Finite Element (FE) analyses is Cohesive Zone 
Models (CZM). CZM have been used for the strength prediction of adhesive joints, and presents a 
powerful technique to study the failure behavior of adhesively bonded joint. 

Keywords: Adhesive bonded joints, Cohesive Zone Modeling, overlap length 

1. Introduction 
Adhesive bonding is widely used method of joining in which an adhesive, placed between the adherent 
surfaces, become solid (solidifies) to produce an adhesive bond. Adhesive bonding techniques is a reliable, 
well proven and capable established technique for joining with a very long history and dates back to ancient 
times. The subject of adhesives became interesting to scientists when the application of synthetic resins as 
adhesives for wood, rubber, glass and metals were discovered. Historically speaking, the first theoretical 
works on adhesion occurred in the nineteen twenties. One of the first hypotheses [1] presented the idea of 
mechanical adhesion on schematically in Figure 1. When we bond components together the adhesive first 
thoroughly wets the surface and fills the gap between, then it solidifies. When solidification is finished the 
bond can withstand the stresses of use. Adhesives can be found in several forms thin liquids, thick pastes, 
films, powders, reapplied on tapes, or solids that must be melted. Adhesive can be designed with a wide 
range of strengths, all the way from weak temporary adhesives for holding papers in place to high strength 
structural systems that bond cars and airplanes [2]. 

 

Figure 1. Mechanical adhesion – schematic presentation: 1 – adhesive, 2 – entrapped air, 3 – bonded material 

Generally, adhesion is based on various mechanisms as shown (Figure 2). If the substrate surface is rough, 
mechanical interlocking can contribute to the strength of the bond, thus allowing the glue to pass into micro 
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holes. The same physical forces of the wetting process also play an important role for the adhesion of the 
cured glue to the substrate. Main contributes to the bonding strength has a good adhesion between the 
molecules of the substrate and the glue contributes to the bonding strength. When we have a presence of 
polar groups (e.g. –COOH, -C=O, -NH, -NH2) at the surface of a substrate a strong interaction is possible 
between the glue and the substrate. In some cases there is a chemical reaction between the reactive groups of 
the glue and the substrate. Very high bonding strength may be exercised with a relatively small amount of 
these chemical bonds. On a molecular level molecular interdiffusion can also occur. When the surface of a 
plastic dissolves in the glue could occur an “interpenetrating network”. Where the polymer chains are mixed 
on a molecular level (interdiffusion) a kind of third phase is formed between the substrate and the glue [3]. 

 

a.   b.   c.   d. 

Figure 2. Different adhesion mechanisms [3]: a) Mechanical Interlocking, b) Chemical bonding, d) Physical 
Interaction, d) Molecular interdiffusion  

Adhesive bonding become more and more important due to the increasing demand for joining similar or 
dissimilar structural components, mostly within the framework of designing light weight structures[]. 
Adhesive joints have many advantages over the more conventional joining methods such as fusion and spot 
welding, bolting and riveting [4, 5], such as high strength-to weight ratio, electrical and/or thermal 
insulation, conductivity, corrosion and fatigue resistance [6]. They provide a more uniform stress distribution 
along the bonded area, which enables to have a higher stiffness and load transmission, reducing the weight 
and thus the cost.  

2. Design aspects  
During designing adhesive bonding applications, optimizing joint design is a most important consideration 
[7]. An understanding of the various possible joint designs for application is an important step to finding the 
optimum bonding solution. Especially during the design phase, attention must be taken to the potential 
mechanical loads (static and dynamic). Moreover, assembly, manufacturing methodology, and cost factors 
must all be taken into consideration when proposing a joint design.  
Types of adhesive joint design (Figure 3):  
a) Lap (overlap) joint, formed by partially placing one substrate over another  
b) Offset lap joint, similar to the lap joint  
c) Strap joint (single or double), a combination of an overlap and a butt joint  
d) Butt joint, formed by bonding two objects end to end  
e) Scarf joint (angular butt joint), cutting the joint at an angle increases the surface area  
f) Cylindrical joint, a butt joint between two cylindrical objects 
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Figure 3. Types of adhesive joint design [8] 

Butt joints are generally not applicable for adhesive bonding; surely not for components with small wall 
thicknesses. Scarf joints would be highly suitable for tensile-shear loading since the load distribution is in 
this case most favorable, however, they can’t be used for small material thickness but only for parts with 
larger material thicknesses and they are complicated to manufacture. In general, the practical alternative is a 
(single or double) strap joint which is a combination of an overlap joint with a butt joint. Bonded joints may 
be subjected to a range of stresses including tensile, compressive, shear or peel and often a combination of 
these (Figure 4). Adhesives perform best in shear, compression and tension. They behave relatively poorly 
under peel and cleavage loading. Bonded joint needs to be designed so that the loading stresses will be 
directed along the lines of the adhesives greatest strengths [9]. 

 
Figure 4. Loading types relevant for adhesive joints [10]: a) Shear, b) Compression, c) Tensile, d) Cleavage, e) Peel 

Figure 5 shows how the stress distribution in a bonded joint can give a higher stiffness and more uniform 
stress distribution in relation to a riveted joint. 
Due to the polymeric nature of the adhesive, adhesive joints provide good damping properties which also 
enable to have high fatigue strength. Adhesives can bond dissimilar materials with different coefficients of 
thermal expansion because the adhesive flexibility can compensate the difference. They bond thin plates very 
efficiently, which is one of the major applications of structural adhesives. Adhesives have strength well 
below that of metals; however, when used to bond thin plates with a large bearing area, the strength of the 
adhesive is sufficient for structural applications. The adhesive application can be very efficient because it is 
easy to create an automatic process. The joint design is very flexible, in terms of introducing new concepts 
and materials. They enable to have very smooth surface finishes because they avoid the use of holes for 
rivets or bolts or welding marks. They create an intimate contact between the bonded surfaces, which is good 
in structural terms and also for corrosion resistance [11]. 
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a.     b. 

Figure 5. Stress distribution of adhesively bonded joints in relation to riveted joints [12]: a) bonding, b) bolting 

Adhesive bonding is also associated to some disadvantages that leave room for more technological research 
and development. It is necessary to reduce the peeling and cleavage stress because they concentrate the load 
in a small area fixing a poor joint strength. They have limited resistance to extreme temperature and 
humidity conditions due to the polymeric nature of the adhesive. The bonding is usually not instantaneous 
which requires the use of tools to maintain the substrates in position. In addition, the hardening needs 
temperature for many adhesives. This is a big economical disadvantage. To have a good interfacial strength 
and a durable joint, a careful surface preparation is necessary such as solvent cleaning, mechanical abrasion, 
or chemical treatments [11]. The quality control is more difficult than mechanical fasteners because it is not 
possible to dismantle an adhesive bond. However, a series of nondestructive techniques are now available. 
The joint design tends to be complex in many cases. There are no simple rules such as in the case of bolts, 
rivets, or welding, and design engineers still do not trust this technique, especially when it comes to long-
term strength. Applications related to adhesive bonding are today very diverse and can be found in virtually 
all types of industry. 
Figure 6 shows an overview of the shear strength performance over a one square inch fastening area for these 
joint methods [13].  

 
Figure 6. Shear strength for various joint methods [13] 

Figure shows overlap welds and structural adhesives as one of the strongest joints methods available. 
Strength drops off dramatically using bolts, spot welds and flexible adhesives. For all of these methods a 
blend of adequate strength and lowest overall cost is the target. 

3. Adhesively Bonded Joints 
There are two main mathematical approaches for the analyses of adhesively bonded joints: closed-form 
analyses (analytical methods) and numerical methods (i.e. finite element or FE analyses) [9]. Differential 
equations applied physical principles such as conservation of mass, energy or momentum. These equations 
manage mechanical and kinematic behavior of the bodies, and solving of these equations are obtained values 
stresses at any point of the joint. Models for adhesively bonded joints were developed using single lap joint 
geometries. Single lap joint consists of two laminated composite plates (upper and lower adherends) and an 
adhesive layer. Closed-form analyses, provide a good insight into the behavior of adhesively bonded joints, 
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also they are helpful for analysis and planning of tests and for parametric analysis which may result to the 
establishment of design criteria. 
Numerical methods are more appropriate, where the solutions of differential equations are obtained by 
numerical methods or the continuum is represented by a discrete model at the outset [14]. A numerical 
method has been used to analyze models with arbitrary geometries, load conditions and in many scientific 
and engineering fields. They are suitable for the analysis of structures comprised of different materials. 
There are three basic numerical methods for solutions of partial differential equations in science and 
engineering: the Finite element (FE) method, the boundary element (BE) method and the finite difference 
(FD) method. Among the numerical methods, the Finite Element Method (FEM) is a numerical analysis 
which used with success in many scientific and engineering fields including fluid flow, heat conduction, and 
structural analysis and commonly in the context of adhesively bonded joints. And this form of analysis 
requires the generation of a large set of data in order to obtain reasonably precise results [14].  
As an alternative approach to deal with the stress singularity [15], proposed the concept now known as 
Cohesive Zone Modeling (CZM) to remove the stress singularity at the crack tip by adding a zone ahead of 
the crack tip with the intention of describing more realistically the fracture process [16]. The cohesive zone 
is idealized as two cohesive surfaces, which are held together by a cohesive traction. In principal, the CZM 
does not consider the continuum mechanical fracture behavior of the adhesive layer, but describes its failure 
by a simple traction-separation law instead of using classical constitutive equations (Table 1).  
Table 1. Continuum Mechanics and Cohesive Zone Model [16] 

The simplest method of incorporating the CZM into the finite element analysis, and certainly the most 
effective technique for adhesive joints, is by using of cohesive elements. The advantage of the CZM is its 
simulation speed, because a set of complex equations does not have to be solved. One of the major benefits 
offered by the cohesive zone model is that it has an internal fracture energy dissipation mechanism in 
contrast to the classical continuum based fracture mechanics for which such a mechanism is absent. 
Determination of dimensions of single lap joints 
Figure 7 shows a single lap joint, which is most commonly used in practice. In the case of tensile loading of 
such compounds, in parallel with the surface, in the layer of adhesive occurs strain that is actually a 
combination of shear stress parallel with the surface for bonding and normal stresses which are perpendicular 
to the surface. This is a result of the eccentric action of forces. When increasing the tensile force F stresses 
are superposed in the peripheral region of overlap until it reaches a critical stress caused by loosening the 
adhesive layer. 

Kinematics 

Common Solid Elements (i.e. type 1)
[ ][ ] 3,2,1, == iijεε  

Cohesive Elements (types 19 and 20) 
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Figure 7. Single lap adhesive joint 

The greatest impact on the strength of overlap joint is the overlap length. Because of that is often calculates 
the optimum overlap length of a single lap adhesive joint. A single lap adhesive joint is dimensioned based 
on the yield strength of the substrate and the shear strength of the adhesive layer. The maximum tensile stress 
surfaces in the direction of the load or tensile strength of the substrate is calculated according to the 
following formula: 

as
FR ss ⋅

== max
maxσ         (1) 

While the shear strength in the joint is calculated according to the formula: 

al
FR aa ⋅

== max
maxτ       (2) 

where: τamax - shear strength in the joint, Fmax - maximum compound transferred tensile stresses, l - overlap 
length, a - joint width, σsmax - maximum tensile stress in the metal, s - thickness of the adherends. 
If equalize the maximum tensile force in the adhesive and the maximum tensile force of adherends (Fmax), 
which are calculated on the basis of expressions (1) and expressions (2) and inclusion of l = lopt and σsmax = 
R0,2 is obtained: 

asRalR popta ⋅⋅=⋅⋅ 2,0      (3) 

It follows that the optimums overlap length of a single lap adhesive joint: 

a

p
opt R

sR
l

⋅
= 2,0        (4) 

In practice, as the upper limit of the load takes the yield strength of 0,2% and thus calculates the optimum 
overlap length. This length represents safety for case of accidental overload, which in practice often occurs 
due to bending moment components, which is in the theoretical calculations often ignored. 

4. Conclusion 
Adhesive bonding is a widely used process for joining material together, where is an adhesive layer placed 
between the adherends surfaces and solidifies to produce an adhesive bond. Adhesively bonded joints are an 
alternative method of joining and provide many preferences over conventional mechanical fasteners such as 
welding, bolting, riveting and other conventional methods which are used by industry. For example, 
adhesives can be used to bond dissimilar materials with different coefficients of thermal expansion, adhesive 
joints have a high stiffness to weight ratio and the stress distribution within the joint is significantly 
improved [17]. Very important step in finding the best and most acceptable bonding solution is an 
understanding of the various possible joint designs. The types of adhesive joint design, stresses and stress 
distribution in a bonded joint, assembly, manufacturing methodology and cost factors must all be taken into 
consideration when proposing a joint design. 
A large variety of models has been developed to analyze adhesively bonded joints. Some of these techniques 
is yield closed-form solutions and numerical methods. Numerical methods can be used to analyze models 
with arbitrary geometries and load conditions. They are suitable for the analysis of structures comprised of 
different materials. The finite element (FE) method, the boundary element (BE) method and the finite 
difference (FD) method are the three major numerical methods for solving differential equations in science 
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and engineering. Finite element method has been widely used in engineering to analyze adhesive bonds in 
actual structures. This paper gives a review of the one alternative approach, Cohesive Zone Modeling which 
applied to the analysis and simulation of adhesive bonding, to characterize failure initiation and evolution in 
adhesively bonded joints. 
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Abstract: The paper is dedicated to analyses of the ways of obtaining high operation parameters of 
locomotive high boosted engines fed with natural gas. An analysis of various methods of working process 
organization of large-size engines for their operation on natural gas including their feasibility for high 
pressure turbocharging was made. The gas diesel process was selected for further investigations. A 
comparative analysis of one-stage and two-stage turbocharging systems was made. A detailed analysis 
was made to show why, in case of the two-stage turbocharging, the 1st stage compressor should be 
specially profiled to have its map shifted to the area of higher air flow to get the best engine parameters. 
A brief description of computer model is given. Calculations were made for two gas diesel engines: 6L 
D/S=200/280 mm with one-stage high pressure turbocharging system and 6L D/S=265/310 mm with two-
stage turbocharging system using ordinary turbochargers. For both the engines, the target mean effective 
pressure 2.7 MPa and close fuel efficiency were obtained, though it was a bit better in case of the two-
stage turbocharging.  

Keywords: Gas diesel engine, Working process, Simulation, One-stage and two-stage turbocharging. 

1. INTRODUCTION 
The issue of conversion of diesel engines to be fed by natural gas is important because the known reserves of 
natural gas on our planet are several times higher than reserves of oil. Powering locomotive engines with gas 
makes it possible to reduce considerably operational expenses because, in Russia, gas fuel is about twice 
cheaper than diesel. In addition, many main railway lines are passing along the gas pipelines which 
facilitates the problem of building gas-filling stations. One more reason is that transfer from diesel to gas fuel 
reduces exhausts of CO2 approximately by 30%.  
High pressure charging of engines fed by natural gas for locomotive application is one more important point 
because the weight which the locomotive carriage can bear is limited and the requirements for power are 
growing permanently. In addition, high pressure charging improves engine fuel efficiency due to the growth 
of its mechanical efficiency.  
There are many ways of working process organization when gas fuel is used, but a thorough analysis should 
be made to find which of them is the most suitable for high pressure boosting of a locomotive engine 
preventing from knock and ensuring engine durability. 
Maximal values of mean effective pressure of large-size diesel and gas engines which are in development in 
Russia and abroad reach 2.7-2.8 MPa. This requires the use of turbocharging systems ensuring the 
compressor pressure ratio of 5.5 and higher. Such turbochargers are manufactured, for example, by the ABB 
company. These turbochargers need the most precise manufacturing methods and are sensitive to proper 
operation. This means that heavy operation conditions may result in breakage of locomotive engines which is 
absolutely unacceptable for the branch of railway communications.   
On the other hand, it is possible to get the required pressure ratio of 5.5 and higher in two-stage 
turbocharging systems using ordinary turbochargers having the pressure ratio of 2.5-3.5. Such turbochargers 
have been long manufactured in Russia and their durability has been brought up to a high degree in the most 
different operating conditions. 
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2. GOAL OF THE RESEARCH 
1. Analysis of different ways of organizing working processes of locomotive engines powered with natural 
gas, in particular, from the viewpoint of their feasibility for high pressure charging. 
2. Analysis of one-stage and two-stage turbocharging systems enabling to boost the locomotive engines 
powered with natural gas to the mean effective pressure pe=2.7 MPa. 
3. Simulation of operation of an 6-cylinder locomotive gas diesel engine having cylinder diameter/piston 
stroke 200/280 mm (6L20/28) with one-stage high-pressure turbocharging system and a larger in-line 6-
cylinder gas diesel engine having dimensions 265/310 mm (6L26.5/31) with a two-stage turbocharging 
system.  

3. ANALYSIS 
3.1. Working process organization methods  
Methods of organization of working process in natural gas powered engines [1].  
1. Stoichiometric gas engine which has spark ignition, quantity power level control and operates using a 
stoichiometric gas-air mixture. Operation at stoichiometric gas-air mixture results in considerable drop of 
fuel efficiency and growth of NOx emissions, thermal strain of the engine and turbocharger elements. 
Increase of cylinder diameter and charging pressure is limited by knock. Charging pressure is also limited by 
critical levels of turbine temperature. This method is used mainly in automobile engines when high boosting 
is not required.  
2. Lean mixture gas engine does not have these thermal limitations and has one more advantage – its NOx 
emissions level is much lower than that of stoichiometric gas engine which makes it possible to avoid the use 
of a reduction catalyzer. This working process may be used on large-size engines though measures 
preventing knock should be taken. Gas engines Jenbaher J624 (type 6) for electric power generation working 
on lean gas-air mixture and having a gas enriched prechamber attain the mean effective pressure 2.4 MPa 
and more. Here, the heavy-duty Miller cycle is implemented to avoid knock which also ensures high thermal 
efficiency of up to 48.7% and reduces NOx emissions. A two-stage turbocharging system is used which 
makes it possible to attain the engine effective efficiency by 3-4 points higher than with a one stage 
turbocharging [2]. This approach is good for an engine operating at one mode because all the systems can be 
tuned to work most efficiently at full power, but for locomotive engine working in a wide range of speeds 
and loads and at transient modes, many additional problems have to be solved. 
3. Gas diesel engine with quality power level control using its standard diesel fuel system. In this case, the 
problem of ignition of gas-air mixture arises because, in contrast to diesel fuel which has self-ignition 
temperature about 350oC, self-ignition temperature of natural gas is about 700oC. Therefore, to ignite the 
gas-air mixture, one has to use special heavy duty spark plugs or glow plugs and find a proper location for a 
fuel injector and spark/glow plug.  
4. Gas diesel engine using a pilot portion of diesel fuel for ignition of the gas-air mixture. One can use a 
traditional diesel fuel injection system and inject 15-25% of a pilot portion of diesel fuel. But the best 
solution is using the Common Rail. In this case, due to much higher injection pressure and computer control, 
it is possible to attain a fine atomization of the diesel fuel which makes it possible to decrease the portion of 
diesel fuel to 3-5%. The advantage of this method for large-size gas diesel engines is that 3-5% percent pilot 
portion of diesel fuel amounts to 50-100 mg/cycle. If a Common Rail system of a small or average truck 
engine with some changes is used, this will be almost full-load fuel supply, which excludes the problem of 
nozzle tip overheating because it will be well cooled by fuel. 
On the basis of the analysis, a gas diesel engine using a pilot portion of diesel fuel injected by the Common 
Rail system was selected for further simulation research. 
3.2. One-stage and two-stage turbocharging systems  
Production of high pressure turbochargers requires the use of high-precision manufacturing equipment, 
advanced materials and technologies. As is well known, the ABB Turbosystems Company is producing ABB 
turbochargers with pressure ratio over 5.5. But these units have so high thermal loads that the compressor 
wheel is cooled by the charging air from the intercooler after reaching the pressure ratio of about 4.0. And 
for production of these new turbochargers, the company decided to build a brand new factory instead of 
technical re-equipment of the old one. These turbochargers make high requirements for operation conditions 
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and service level. It may cause problems in Russia, where the temperature varies from -50 to +50 Celsius and 
locomotives often work in remote regions. The other way is using a turbocharger having one axial and one 
radial flow wheels [3]. It can reach almost the same high compression ratio as the ABB turbocharger, but has 
much more simple design and ordinary technology can be used for its manufacturing.  
One more way to get a high pressure ratio is using a two-stage turbocharging systems with ordinary 
turbochargers having pressure ratio up to 3.5. Such systems may easily provide pressure ratio 9.0 and higher 
and may be used in the most severe operation conditions as durability of their turbochargers has been 
perfected during many years. The efficiency of two-stage turbocharging systems is few percent higher 
compared with one-stage systems. Additional advantage is lower boost air temperature because the air is 
cooled twice after each compressor which leads to better filling efficiency, lower thermal loads of the parts 
and lower NOx emission. Its disadvantage is larger weight and dimensions and longer “turbo-lag” because of 
higher inertia of two rotors.   
Compressor maps of the 1st and 2nd stages of a two-stage turbocharging system are shown in general in 
Figures 1 and 2. It is clearly seen that the compressor map for the 2nd stage looks quite ordinary while the 
compressor map for the 1st stage is inclined to the right to work efficiently with higher air flows. This is 
explained from formulas used for calculation of reduced values of the compressor air flow Ga.red and rotor 
speed nr.red because reduced values of compressor air flow and rotor speed are used in compressor maps. 
Reduced rotor speed  
 

*
1

*
0

rr.red Т
Тnn ×=  

 

(1) 
 

 

Reduced compressor air flow 
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*
1

*
0

aa.red р
р

Т
ТGG ××=  

 

(2) 

Here: nr – rotor speed, in [rpm]; Ga – compressor air flow, in [K]; Т*0=288 – compressor map reduction 
temperature, in [K]; р*0=1.0 – compressor map reduction pressure, in [MPa]; Т*1 – temperature at 
compressor entrance, in [K]; р*1 – pressure at compressor entrance, in [MPa]. 
As seen from equation (1), reduced rotor speeds of the 1st and 2nd stages do not differ significantly from the 
real values because the temperatures Т*0 and Т*1 are very close for the 1st stage compressor and do not differ 
much for the 2nd stage compressor due to the presence of an efficient intercooler between the compressors. 
Additionally, the temperature ratio is under the square root. 
For the reduced air flow, the influence of the temperature ratio is the same, but the influence of the pressure 
ratio is much higher. In case of the two-stage turbocharging, the air flow passing through each compressor 
grows almost twice compared with situation when the compressors are used for one-stage turbocharging. The 
pressure p*1 at the entrance of the 2nd stage compressor also increases. Therefore, the reduced airflow of the 
2nd stage compressor drops and remains close to the airflow when the compressor is used for 1-stage 
turbocharging. For the 1st stage compressor, the pressures p1 and p0 are close, therefore, the reduced airflow 
grows almost twice, and if we use a “normal” compressor designed for one-stage turbocharging, the working 
point will move to the the right, to the area of low compressor efficiency. Therefore, a special compressor 
having its map inclined to the right should be used as shown in Figure 2.   

 
Figure 1. Compressor map of the 2nd stage of a 

two-stage turbocharging system 

 
Figure 2. Compressor map of the 1st stage of a 

two-stage turbocharging system 

921



 

4. METHOD AND CONDITIONS OF MAKING CALCULATIONS  
Parameters of joint operation of a gas diesel engine with one-stage and two-stage turbocharging systems 
were calculated by one-zone model according to the method indicated in [4] based on the first law of 
thermodynamics. Well known empirical formulas of I.Vibe and G.Woschni are used for calculation of heat 
release and heat losses into cylinder walls. The temperatures of the cylinder surfaces (fixed cylinder head 
and piston crown surfaces and variable cylinder liner surface) are also calculated by empirical formulas. 
Variations of pressure and temperature in the intake and exhaust manifolds are calculated on the base of the 
”filling-emptying” method. Parameters of joint operation of engines with one-stage and two-stage 
turbocharging systems are calculated using iteration method. Initially, approximate values of turbocharger 
rotor speed nr, air excess coefficient α, charging pressure ps and some other parameters are designated and 
then defined more exactly using iterations. Iterations are stopped when the difference between the 
compressor and turbine power is less than the predetermined value (2%).  
Calculations were made for two six cylinder in-line gas diesel engines having the following piston 
stroke/cylinder diameter values: 200/280 mm (6L20/28) with one-stage turbocharging system and 265/310 
mm (6L26.5/31.0) with two-stage turbocharging system. For calculations of the engine 6L20/28, an 
“artificial” high-pressure compressor map (Figure 3) was used made on the basis of a map of the real 
compressor TK23B-31 [5] by extending it toward higher presser ratio and increasing its maximal rotor speed 
to 39000 rpm. For the engine 6L26.5/31.0 with the two-stage turbocharging, turbochargers for the 1st and 2nd 
stages were selected from the model line of mass-produced turbochargers [5]. They have radial compressors 
and axial turbines. A TK30H-17 turbocharger was selected for the 1st stage (Figure 4) and TK23C-011– for 
the 2nd stage (Figure 5).  

 
Figure 3. Compressor map for gas diesel engine 6L20/28 
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Figure 4. Compressor map of TK30-H17           
(1st stage) for gas diesel engine 6L26.5/30.0 

 

Figure 5. Compressor map of TK23-C011         
(2nt stage) for gas diesel engine 6L26.5/30.0 

The turbine effective efficiency varied from 0.78 to 0.79 for the engine 6L20/28 and from 0.8 to 0.82 for the 
turbines of the engine 6L26.5/31.0. Parameters for the gas diesel engine 6L20/28 were calculated by the load 
curve at the engine speed 1000 rpm with maximum mean effective pressure 2.7 MPa. Parameters for the gas 
diesel engine 6L26.5/31.0 were calculated only for the maximal power mode at the engine speed 1000 rpm 
with mean effective pressure 2.7 MPa. Limitations were used: air excess coefficient α>2.0, peak combustion 
pressure pz<22 MPa, exhaust gases temperature Tt< 873 K, turbocharger rotor speed nr lower than the 
maximal speed shown on the compressor map, the surge margin >10%. 

5. RESULTS OF CALCULATIONS 
Parameters for the 6L20/28 gas diesel engine with one-stage turbocharging by load curve are presented in 
Figure 6 for the engine and in Figure 7 for the turbocharger. At full load point, we obtained low brake 
specific fuel consumption ge=164.8 g/kWh with maximal combustion pressure pz=22.0 MPa not exceeding 
the maximal limit, high air access coefficient α=2.23 ensuring good combustion and low NOx emissions. At 
full power mode, the rotor speed nr=37300 rpm is lower than the maximal speed 39000 rpm and exhaust 
gases temperature Tt= 800 K is much lower than the maximal value 873 K. At all points of the curve, 
compressor power Nc and turbine power Nt are very close which confirms that the simulation model found 
successfully the balance of turbine and compressor power. The surge margin, it was higher than >10% in all 
cases 
Parameters for the full power point of the 6L26.5/31.0 gas diesel engine with two-stage turbocharging are 
presented in Table 1 (engine) and in Table 2 (turbocharger). To compare, the similar parameters of the 
6L20/28 gas diesel engine are also presented in these tables.  
The brake specific fuel consumption ge of the engine 6L26.5/31.0 is a bit lower than that of the engine 
6L20/28 (163.6 g/kWh versus 164.8 g/kWh) despite lower boost pressure ps (0.412 MPa versus 0.440 MPa) 
and lower air access coefficient α (2.16 versus 2.23). This can be explained by higher indicator efficiency ηi  
(0.5 versus 0.48) due to larger dimensions of the engine with two-stage turbocharging and consequently, 
lower heat losses into the walls. Lower filling efficiency ηv of the engine 6L26.5/30.1 (0.919 versus 0.939) 
can be explained by lower ps/pt ratio due to lower compressor efficiency of the 1st stage ηc=0.69. Lower 
charging air temperature Ts=344 K versus Ts=360 K should be the result of double air cooling in the two-
stage charging system and also by lower pressure ratio. The rotor speeds nr (37300 rpm, as well as 20600 
rpm and 27000 rpm) and exhaust gases temperature Tt (829 K and 727 K) are safe for turbochargers. Several 
combinations of cross sections of turbines of both the stages of the two-stage turbocharging system were  
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Figure 6. Load curve of the gas diesel engine 6L20/28 

Engine parameters, n=1000 rpm 

 
 
 

 
Figure 7. Load curve of the gas diesel engine 6L20/28 

Turbocharger parameters, n=1000 rpm 
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Table 1. Parameters of gas diesel engine  

Engine Ps 
(MPa) 

Pt 
(MPa) 

ηi Tt 
(K) 

α ge 

(g/kWh) 
pe 

(MPa) 
Ts 

(K) 
ηv 

6L26.5/30.1 
with 2-stage ТС 

0.412 0.399 0.48 829 2.16 163.6 2.690 344 0.919 

6L20/28 
with 1-stage ТС  

0.44 0.395 0.5 797 2.23 164.8 2.696 360 0.939 

Table 2. Parameters of gas diesel engine turbocharging system  

Engine  πc πт nr. 

(rpm) 
Ga 

(kg/s) 
ηc 

6L26.5/30.1 
with 2-stage ТС  

1st stage 2.18 2.08 20600 3.28 0.69 
2nd stage 2.04 1.86 27000 3.28 0.724 

6L20/28 
with 1-stage ТС  

 4.64 3.84 37300 1.69 0.758 

tested, but no variant was found which could raise the 1st stage compressor efficiency. The reason for this is 
explained in the chapter ANALYSIS. Operation parameters of the gas diesel engine with two-stage 
turbocharging are almost the same as that of the engine with one-stage turbocharging. And there is a reserve 
of improvement power and fuel efficiency of the engine with two-stage turbocharging in case of using a 
properly profiled compressor for the 1st stage. The difference between the maximum compressor efficiency 
ηc=0.81 of the 1st stage compressor (Figure 4) and the actual value ηc=0.69 is 14.8%. According to 
estimates, engine efficiency is improved by 1% if compressor efficiency is raised by 3-4%. Therefore, we 
can expect improving power and fuel efficiency of the engine with two-stage turbocharging up to 4% if the 
1st stage compressor is accurately tuned for the engine. 

6. CONCLUSIONS 
The most suitable way of working process organization for high boosted to pe=2.7 MPa locomotive engine is 
a gas diesel process with using for ignition a small portion of fine atomized diesel fuel injected by the 
Common Rail system.  
2. Simulation results demonstrated that the required mean effective pressure 2.7 MPa could be attained for 
gas diesel engines with both one-stage and two-stage turbocharging systems. For both the engines, close 
values were obtained: low brake specific fuel consumption, high air excess coefficient, low exhaust gases 
temperature before the turbine, good surging margin, safe turbocharger rotor speeds.  
3. In case of two-stage turbocharging, efficiency of the 1st stage compressor was poor (0.69 while the 
maximum value for this compressor was 0.81). This is explained by the fact that with ordinary pressure rise 
values, the mass air flow through compressor increases considerably and the working point moves to the 
right to the low efficiency area on compressor map. Therefore, to obtain high efficiency, the 1st stage 
compressor should have special profiling enabling to shift its map to the right. 
4. According to estimates, power and fuel efficiency of the engine with two-stage turbocharging can be 
improved up to 4% if the 1st stage compressor is accurately tuned for the engine. 
4. Generally, both one-stage and two-stage turbocharging systems can be used for gas diesel locomotive 
engine boosted to pe=2.7 MPa. Though with one-stage turbocharging, a special high-pressure turbocharger 
having high reliability in heavy operation conditions should be developed, and with two-stage turbocharging, 
specially profiled compressor of the 1st stage should be used. 
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NOMENCLATURE 

Latin symbols 
g  – specific fuel consumption, in [g/kWh]. 
G – flow, in [kg/s]. 
n  – Speed, in [rpm]. 
N  – Power, in [W]. 
p  – Pressure, in [MPa]. 
T  – Temperature, in [K]. 

Greek symbols 
α – air access ratio. 
η  – efficiency. 
π – pressure rise/drop ratio. 

Superscripts  
*– Total head vfalue 

Subscripts  
a – Air  
c – Compressor 
e – Effective. 
i – Indicated. 
r – Rotor of turbocharger. 
red – Reduced.  
s – Air after intercooler. 
t – Gases before turbine. 
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Abstract: In MADI, investigations are carried out in the field of diesel engine working process perfection 
for complying with prospective ecological standards such as Euro-6 and Tier-4. The article describes the 
results of the first stage of experimental research of the influence of injection pressure up to 300 MPa on 
working processes of diesel engine and its fuel system. Justification of the design of a Common Rail 
injector for fuel injection under 300 MPa pressure is presented. The influence of raising injection pressure 
(up to 300 MPa) on the fuel spray propagation dynamics is demonstrated. The combined influence of 
injection pressure (up to 300 MPa) and charge air pressure on fuel spray propagation dynamics is shown, 
including on emissions and noise. 

Keywords: Common rail fuel injection system, High pressure injection, Common rail injector, Pollution, 
Diesel, Noise 

1. Introduction 
Development of modern engines is aimed at the fulfillment of strict pollution standards at the same time 
preserving or improving such qualities as: fuel efficiency, power, noise level etc. 
In MADI, application studies and experimental research are carried out (unique identifier 
RFMEFI58015X0002) with financial support of the state represented by the Ministry of Education and 
Science of the Russian Federation by the agreement No 14.580.21.0002 on granting subsidies aimed at the 
development of accumulator type (Common Rail) diesel fuel supply systems with controlled injection 
characteristics for transport diesel engines complying with prospective ecological standards on emission of 
pollutant substances with exhaust gases such as Euro-6 and Tier-4.  
In a number of articles [3, 4], published by foreign researchers and leading manufacturers of fuel equipment, 
it is affirmed that one of the efficient ways of solving this task is the increase of injection pressure up to 3000 
bar, recirculation ratio to 50% and charge air pressure to 5 bar. At the first stage, the influence of injection 
pressure increase on diesel engine and its fuel system working processes was investigated. 

2. Experimental complex 
For carrying out experimental research of Common Rail type accumulator fuel systems, an experimental 
plant providing injection pressure up to 3500 bar was developed at the Thermodynamics and IC Engines 
Chair of MADI. 
The complex includes an engine bench and fuel systems testing stand. The last one is used both for testing 
fuel system working process separately from the engine and for supplying fuel into combustion chamber of a 
diesel engine being investigated during its testing. 
The stand has modular design making possible its adaptation for current research tasks and various designs 
of fuel systems. 
The stand contains of: 

– Asynchronous electric motor (7.5 kW, 3000 rpm) with a thyristor transducer enabling a smooth 
control of rotation speed, as well as 12 V and 24 V electric power supply units, 
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– High pressure sensor (measurement range 0 … 4000 bar with a possibility of a short overload up to 
6000 bar) and indicating pressure gauge (measurement range 0 … 6000 bar), 

– Low pressure line which includes a low pressure fuel pump, 12 V and 24 V electric power supply 
units, fine fuel filter. 

The control system developed for the fuel system testing stand makes it possible to carry out tests of fuel 
systems both on the engines and separately and fulfills the following functions: 

– Maintaining the required pressure in the fuel accumulator prail via feedback connection with the 
pressure sensor, 

– Control of a Common Rail Nozzle (CRN) with electromagnetic or piezo valve drive, 
– Fulfilling fuel injection in compliance with the predetermined position of the crankshaft (injection 

advance angle φin.adv). 
The fuel sprays registration system mounted on the stand features a transparent ventilated chamber with the 
possibility of creating an excess pressure inside. The spray registration is made with a high speed digital 
camera in a light passing through the spray. 
The main parameters of the diesel engine are indicated in Table 1. The shape and parameters of the 
combustion chamber are shown in Fig. 1. 
Table 1. Parameters of the diesel engine investigated 

Cylinder diameter D (mm) 120 

Piston stroke S (mm) 130 
Cylinder displacement Vh (l) 1.47 
Compression ration ε 15.4:1 
Number of valves 2 intake 

2 exhaust 
Injector location  central 
Cooling system  water type  
Combustion chamber type  Gesselman 

Charging air pressure in the intake system was created by a rotary type compressor with electric drive. A 
backpressure was created in the exhaust manifold by a controlled throttle valve for imitation of a turbine 
operation.  
Emissions of nitrogen oxide NOx, carbon oxide CO and hydrocarbons CH were registered by the Infralight 
11P gas analyzer. For measuring exhaust smoke opacity C, the Infralight 11D smoke analyzer was used 
which was determining the light flow weakening. 
Indicating of the diesel engine working process was carried out using the AVL measurement complex. 
A modified accumulator Common Rail type fuel system with electronic control was used as an injection 
system. 

3. The influence of raising injection pressure on flow characteristic of Common 
Rail nozzles 
Before the start of engine tests, investigation of the influence of raising injection pressure on flow 
characteristics of Common Rail nozzles of different design was carried out with the aim of selecting a 
properly functioning version at pressures prail up to 3000 bar. 
Common Rail Nozzles (CRN) with the following design features were used in the investigation: 

– CRN No 1 with a solenoid control valve unloaded from fuel pressure forces, 
– CRN No 2 with a solenoid control valve loaded with fuel pressure forces, 
– CRN No 3 with piezoelectric drive of the control valve,  
– CRN No 4 with a solenoid control valve unloaded from fuel pressure forces and integrated 

accumulator. 
The flow characteristics were obtained by weighting a fuel portion collected during a control number of 
cycles. 
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CRN No 1 was the least stable in relation to pressures. The following observations were done in the process 
of its testing: 

– At pressures in the accumulator higher than prail = 1600 … 1800 bar, operation of the CRN became 
unstable, injections missing and pulling happen periodically. The reason of these effects may be 
friction in the valve unit gap which increases under the impact of a high pressure, 

– The further increase of pressure prail over 2400 … 2600 bar becomes impossible due to a brush 
increase of the drain flow. Supposedly it is caused by the seal failure in the valve due to its 
deformation. 

CRN No2 was more resistant to higher pressures than CRN No1, but its tests were accompanied by a number 
of negative events:   

– At pressure prail = 2500 bar and higher, the CRN demonstrated the increase of drain fuel flow, 
– The increased fuel flow causes a strong heating of fuel, the nozzle itself and high pressure pump. The 

body temperature in the control valve area in which the fuel throttling takes place attains 130°С; 
– Nozzle operation becomes unstable (a low intercycle stability) and a high power for high pressure 

pump drive is required (more than 7.5 kW). 
One of the reasons of these negative effects is the fact that fuel pressure creates an axial load on the valve in 
direction reverse to the spring pressing the valve to its seat. At prail = 2500 bar and higher, the spring force 
becomes insufficient for overcoming the pressure, hence hydraulic insulation of the closed valve fails, as 
well as the process of its seating. 
CRN No3 was more resistant to pressure increase than versions No1 and No2. This nozzle operated at excess 
fuel pressure 10 bar in the drain line. Dependence of its injection rate versus control impulse duration and 
fuel pressure is presented in Fig. 1  
In the process of the injector testing at pressure higher than prail = 2500 bar, for activation of the CRN, 
currents and voltages were required which values were considerably higher than those used in modern fuel 
systems (charging a piezo element with 60 A current at constant 220 V voltage).  
The control valve of this injector is not unloaded from fuel pressure force but in contrast to the previous 
version, this force increases the reliability of closing the valve. To open the valve pressed by the high 
pressure, one has to increase the piezo drive force, that is, increase the values of currents and voltages. 

 
Figure 1. Dependence of the injection rate V on the control impulse τ and fuel pressure in the accumulator of CRN No3 

At pressure higher than prail = 2500 bar, the minimal interval between injections is 200 ms. This is caused by 
the increase of pressure in the hydro-plunger chamber which results in leakages of fuel from its volume. The 
pressure increase in the chamber is caused due to the increase of the force transferred by it to the valve 
loaded with fuel pressure. For restoring good operation condition of the injector, a considerable time needed 
for filling the chamber volume is required. 
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CRN No4 was the most resistant to injection pressures up to 3000 bar which influenced on the selection of 
this design for carrying out engine tests. Dependences of its injection rate versus control impulse duration 
and fuel pressure in the accumulator prail are shown in Fig. 2. 
The design of the nozzles of CRN No3 and CRN No4 differs by the use of a “floating bush”. 

 

 
Figure 2. Dependence of the injection rate V on the control impulse τ and fuel pressure in the accumulator of CRN No4 

Injectors operating by a traditional scheme using for example the 18X2H4MA grade steel assure the required 
operation life at fuel pressures up to 1600 bar. The further increase of pressure results in cracking the the 
area of a lateral fuel channel input to the nozzle pocket (Fig. 3a) and deterioration of the nozzle body. 
Transfer to the design of a nozzle with a floating bush without lateral channel (Fig. 3b) makes it possible to 
increase the pressure 1.56 times (to 2500 bar). At the same time, it becomes possible to decrease the diameter 
of the needle sealing surface. Decrease of the needle diameter with the same design of the nozzle assembly 
makes it possible to decrease the return spring pressing force and decrease the impact force of the needle at 
the instant of its seating which also promotes the increase of the nozzle service life. 
Computer simulation carried out in MADI demonstrated that the use of more durable steels for example 
grade H18K8M5T enables to raise the injection pressure to 3000 bar while preserving the same service life. 

 

Fig. 3. Design variants of nozzles of Common Rail Injectors: a) traditional design, b) with floating bush 
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4. The influence of injection pressure growth on dynamics of the development of 
fuel spray injected  
Photos presented in Fig. 4…6 were obtained when the injectors were opened by equal control impulse with 
duration τ=70 ms. Photoregistration was made with a high speed video camera having frequency 5000 Hz. 
The fuel was injected into the air by CRN No2 at atmospheric pressure. The injector was equipped with a 
prototype one-spray nozzle having a 0.12 mm diameter.  
The fuel spray is not homogenous by its width. It has a relatively dense core which consists of disintegrating 
micro-volumes. The spray core propagates in a concurrent flow of a dropping-air mixture which presents a 
boundary lever of the fuel spray [1]. 

 
Fig. 4. Photos of a spray at pressure prail=500 bar: τ – time as from the instant of injection start 

 
Fig. 5. Photos of a spray at pressure prail =1500 bar: τ – time as from the instant of injection start 
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Fig. 6. Photos of a spray at pressure prail =2500 bar: τ – time as from the instant of injection start 

At pressure in the accumulator 500 bar, the cone angle of the spray core is 3…6° and corresponds with the 
results obtained earlier in MADI: 3…5° [1]. When raising injection pressure, the cone angle of the spray core 
increases. In this way, at 1000 bar, spray core angle is 4…9°, at 1500 bar 7…9°, and at 2000 bar and 2500 
bar – 9…10°. 
Raising of pressure in the accumulator has led to decrease of the angle of the spray boundary layer. At 500 
bar, the boundary layer cone angle is 22…27°, at 1000 bar it is 20…28°, at 1500 bar 18…20°, at 2000 bar 
18…19° and at 2500 bar 17…18°. 
The spray angles change non-uniformly. The largest variation is observed when transferring from 1000 to 
1500 bar. 
The decrease of oscillations of the spray boundary layer relating to its axis was demonstrated. The largest 
oscillations were registered at prail =500 bar, they could be approximately estimated within 10°. Further, with 
the increase of prail, the core oscillations decreased and became practically imperceptible at 2500 bar (Fig. 6). 

5. The influence of injection pressure on working cycle parameters of naturally 
aspirated diesel engine 
At the first stage of engine tests, ecological effect of increasing the injection pressure value was estimated, at 
that, a single injection without turbocharging and exhaust gas recirculation was used. 
The rests were carried out at different pressures prail and constant values of torque Te=60 N∙m and engine 
speed n = 1500 rpm. 
The results obtained at injection angle φin.adv = 10°CA to TDC are shown in Fig. 7. 
The increase of prail from 1000 to 3000 bar did not have any considerable impact on emission of CH and 
resulted in the decrease of exhaust smoke opacity. But NOx emissions increased due to the growth of the 
working process severity. 
Assumption that NOx emissions grow with injection pressure rise due to the pressure rise speed dp/dφ 
growth was confirmed by the analysis of the indicated diagrams (Fig. 8). Maximal values of cylinder 
pressures pz and pressure rise dp/dφmax are shown in Table 2. As seen from the table, the increase of the 
pressure prail from 1000 to 3000 bar resulted into the growth of the dp/dφmax value 2,2 times and pz – 1,4 
times. 
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Fig. 7. Dependence of content of nitrogen oxides NOx and soot C in diesel engine exhaust gases on the accumulator 

pressure prail 

(n = 1500 rpm, Te = 60 N∙m, φ in.adv = 10°CA to TDC) 

 

 
Fig. 8. Indicated diagrams of the incylinder pressure of the diesel engine investigated 

(n = 1500 rpm, Te = 60 N∙m, φ in.adv = 20oCA to TDC) 

 
Table 2. Parameters of the diesel engine determined by indicated diagrams 

(n = 1500 rpm, Te = 60 N∙m, φ in.adv = 20oCA to TDC) 
prail (bar) 1000 2000 3000 
dp/dφmax (bar/°CA) 3.5 5.9 7.7 
pz (bar) 63.1 81.3 89.9 

 
It is seen from Fig. 9 that to decrease the emissions of NOx, it is reasonable to decrease the value of φin.adv. 
The decrease of the injection advance angle results in the growth of soot content in the exhaust gases. When 
the pressure prail grows up to 3000 bar, these tendencies become more evident. 
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6. Impact of injection pressure on operation parameters of turbocharged diesel 
engine working cycle 
At the second stage of engine tests, the possibility of improving ecological and economic parameters of the 
diesel engine working at pressures prail up to 3000 bar and higher was analyzed. 

 
Fig. 9. Dependence of nitride oxygen content NOx in exhaust gases on the injection advance angle φ in.adv 

(n = 1500 rpm, Te = 60 N·m) 

Fig. 10, 11 illustrate the positive influence of increasing the excess charging air pressure pk on NOx and soot 
emissions. This is associated with the growth of the charge air temperature in the combustion chamber and 
growth of the air excess coefficient in case of maintaining the specified value of torque (Te=60 N∙m) at 
various combinations of prail and pk. 
In this way, at the operation mode n=1500 rpm, Te=60 N∙m, when the pressure pk grows from 1,0 to 1,4 bar, 
the exhaust smoke opacity becomes lower the threshold of detection of the smoke analyzer (Fig. 11). 
This data corresponds to the results of paper [4], in which the fulfillment of the Euro-5 standards is assured 
in case of combination of prail=3000 bar, pk=3 bar and exhaust gases recirculation ratio ≥ 40%. 

 
Fig. 10. Dependence of NOx emissions on injection pressure at various charging air pressures 

(n = 1500 rpm, Te = 60 N⋅m, φ in.adv= 10°CA to TDC) 
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Figure 11. Dependence of exhaust smoke opacity C on injection pressure at various charging air pressures 

(n = 1500 rpm, Te = 60 N⋅m, φ in.adv= 10°CA to TDC) 

Increasing injection pressure and charging pressure when maintaining the prescribed operation mode (n = 
1500 rpm, Te=60 N⋅m) resulted in reduction of fuel consumption per hour Gf (Fig. 12). Thus compared with 
operation at prail=1000 bar, pk=50 bar, the value of Gf at prail=3000 bar, pk=1,4 bar decreased by 17%. This 
was caused by the reduction of injection duration and increasing of the air excess coefficient due to 
increasing of charging air pressure. As a result of decreasing the injection duration, the length of the control 
impulse of the CRI was decreased 3.4 times. 

 
Fig. 12. Fuel consumption per hour Gf versus injection pressure at various charging air pressures 

(n = 1500 rpm, Te = 60 N⋅m, φ in.adv= 10°CA to TDC) 

Experimental results obtained correspond to the conclusions of other investigations on the practicability of 
using fuel systems ensuring injection pressure up to 3000 bar coupled with increasing charging air pressure 
and exhaust gas recirculation ratio. 

7. Investigation of the influence of charging air pressure and accumulator 
pressure on the level of structural noise of the diesel engine examined 
The structural noise of the diesel engine examined was measure by the hardware and software complex LMS 
Pimento and microphone PCB Piezotronics. 
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Measurements were taken at the operation modes of the diesel engine with the torque 60 N⋅m at engine 
speeds 1000 and 1500 rpm. The pressure values prail varied from 1000 to 3000 bar and the pressure pk – from 
0,5 to 1,45 bar. The results obtained are shown in Fig. 13. 

 
Fig. 13. The influence of charging air pressure on structural noise level Lp of the diesel engine investigated at various 

engine speeds 

(Te = 60 N⋅m, φ in.adv= 10°CA to TDC) 

Raising the pressure prail results in increasing the noise level (Fig. 13) due to increasing the pressure rise 
speed dp/dφ (Table 2) caused by increasing the quantity of fuel injected during the ignition delay period. 
The growth of pressure pk increases the charge air pressure and temperature in the combustion chamber and 
thereby decreases the ignition delay period, decreases the value dp/dφ and, as a consequence, the level of 
structural noise Lp decreases [2]. 
Raising the engine speed of the diesel engine investigated from 1000 to 1500 rpm while maintaining the 
fixed values of Te =60 N⋅m and injection advance angle φin.adv = 10°CA to TDC augmanted the influence of 
raising the pressure pk and lowering the pressure prail on the value of Lp. For example, raising pk from 0,5 to 
1,45 bar at prail = 3000 bar and n = 1000 rpm caused lowering of Lp by 1,3 dB, while raising pc from 0,5 to 
1,4 bar at prail = 3000 bar and n = 1500 rpm – by 2,1 dB. Variation of prail from 1000 to 3000 bar at pk = 1 
bar and n = 1000 rpm resulted in increasing Lp by 0,9 dB and at pk = 1 bar and n = 1500 rpm – by 0,4 dB. 
Higher influence of pk and lower influence of prail with raising n can be explained by increasing the speed of 
air motion in the cylinder of the diesel engine having a positive impact on mixture formation and increasing 
the charge air compression speed intensifying its heating and evaporation of fuel. 
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Latin symbols 
NOx – Nitrogen Oxides, [ppm]. 
CRN – Common Rail Nozzle. 
prail – Accumulator pressure, [bar]. 
V – Injection rate, [mg]. 
Te – Torque, [N∙m]. 
pz – Maximal values of cylinder pressures, 

[bar]. 
pk – Charging air pressures, [bar]. 
Greek symbols 
τ  – Time of control impulse, [ms]. 
φ in.adv – Injection angle, [°CA to TDC]. 
dp/dφmax – Maximal values of cylinder pressure 

rise, [bar/°CA]. 
 

937



 

THE IMPORTANCE OF ENERGY EFFICIENT 
TRASPORTATION 

Stojan Petrovic 

Retired professor of Belgrade University, Belgrade, Serbia, spetrovic@mas.bg.ac.rs  

Abstract: The transport sector is on of the largest and fastest-growing energy user. At the beginning of 
this century the transport sector accounts for 27 % of World global carbon emissions with the forecast to 
reach 30% in 2030. Also, the transport sector participates in total energy consumption in World 23%, in 
EU 31% and in Serbia 22%. The problem is that the transport still depends mainly on fossil fuels, which 
are the cause for wars in the past, but also recently and in future. At the same time the inefficient transport 
participates considerably in derogation of human environment, health and everyday life. The paper 
summarizes some possibilities of energy efficiency improvement in the transportation sector. 

Keywords: Energy efficiency, Motor vehicles, Transport 
 

1. Introduction 
Mobility is one of the main characteristics of modern life. However, the intensive mobility essentially 
depends on comprehensive transport which enables developed economy and normal human activities. The 
problem is that the transport still depends mainly on fossil fuels, which are the cause for wars in the past, but 
also recently and in future [1]. 
The transport sector is the largest and fastest-growing energy user, with a forecast annual increase of 2.1% 
worldwide and 4.3% for East Asia and the Pacific in the period from 2002 to 2030. In 2002 the transport 
sector accounts for 27 % of World global carbon emissions with the forecast for 2030 of 30 % [2]. 
 

       
Figure 1. Trend of greenhouse gases emissions in the World [2] 

The paper analyzes the role of transport in total final energy consumption and summarizes the measures for 
improving transport energy efficiency in EU, as well as the situation and possibilities for reducing transport 
energy consumption in Serbia. 

2. Energy consumption by transport sector 
Average share of transport in final energy consumption in the World is about 25%, in EU about 30%, in 
Serbia about 25%. Serbia is in the World average. 
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In 1990 the share of transport in energy consumption was only 20%, but the share of industry was more than 
twice: more than 44%. The share of other consumers (household, commercial and public services, 
agriculture, etc.) was 36%. In 2002 final energy consumption drastically decreased, especially the 
participation of industry (Fig. 2). In that year the share of transport increased to 23%, mainly because the 
share of industry decreased to 35% [3]. 
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Figure 2.The comparison of final energy consumption in 1990 and 2002 

In 2010. the share of transport in final energy consumption (without non-energetic use) will again increase to 
25% and the share of industry will be at 27%. According to the strategy of energy development in Serbia up 
to 2030 energy consumption in industry will increase significantly in the future and much lower in other 
sectors. This optimistic forecast of future energy consumption with fast growth of industry is shown in fig. 3. 
The left side of this figure shows the scenario without energy efficiency measure and on right side the 
scenario with energy efficiency measures is shown. Anyway, the forecast for 2030 is that the energy 
consumption of transport sector will slightly increase if the energy efficiency measures would not be 
undertaken and if they would be applied the energy consumption of transport will even decrease. The share 
of transport will be lower than in 2010., i.e. under 23% if energy efficiency measures would not be applied 
and they would be applied the share of transport will be still lower, almost 21%. Of course, the main reason 
is optimistic version that industry would have intensive growth [4]. 
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Figure 3. The forecast of energy consumtion without (left) and with (right) energy efficiency measures 

Distribution of final energy consumption by source in EU and Serbia in 2013 is shown in Fig.4. The use of 
oil is the biggest in both cases, over 30%, mainly because of its use in transport. As concerns the different 
energy sources, Serbia has bigger share in electricity and solid fuel, as well as in the use of wood for heating. 
but EU has bigger share in the use of oil and gas [5]. 

939



 

 
Figure 4. Final energy consumption by source in EU and Serbia in 2013 

As already said, the transport is the biggest consumer of oil. The share of transport in oil consumption is 
increasing and it is now over 60%. Ten years ago, in 2004, this share was in EU 61.5% and in Serbia 59.8%. 
In 2013 the share of transport was in EU 64% and in Serbia 61.8% (Fig. 5) [5]. 
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Figure 5.Distribution of final energy consumption by sectors 

Transport is mainly depended on fossil fuel. In 2004 oil share in total transport energy consumption in EU 
was 96%. In spite of EU trend to reduce oil consumption, the transport still uses 94% of oil in 2013, mainly 
in road transport where oil participates with 95% in total road transport energy consumption (Fig. 6). In 
Serbia oil participates with 98% in transport energy consumption in 2013 and almost all is used in road 
transport [5].  
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Fig. 6. Distribution of transport energy consumption by used fuel 

A trend of road transport distribution of used different fuel obtained from oil is also very interesting. In 2005 
the ratio of gasoline and diesel fuel used in transport in Serbia was 41.5% and 51.8%respectivly. This ratio is 
been now changed in favor of diesel fuel. In Serbia in 2012 the ratio of gasoline to diesel fuel was 19.2% to 
63.1% and in 2013 this ratio was 18.2% to 65.7% (Fig. 7). Actually, the share of diesel fuel is increasing by 
5% yearly. The ratio gasoline to diesel fuel in EU in 2013 was 21.8% to 68.8% (these ratios are bigger 
because of smaller average share of LPG use in EU) [5]. 
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Fig. 7. Distribution of different fuels used in transport  

As already said, the road transport is the biggest transport energy consumer. Road transport accounts for 
more than 80% of total energy consumption used by transportation (Fig. 8) [5]. 
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Figure 8. Distribution of transport energy consumption by different sectors 

Roughly two-thirds of transport energy is used for passenger mobility while one-third is used to move 
freight. Fig. 9 shows interesting transport energy distributions by different transport modes in EU in 1990 
and 2004. Of course, energy consumption is increased in all modes in 2004, but it is interesting that share of 
aviation and LDV was increased. There is about 70 Mtoe increase since 1990 in total transport energy 
consumption, of which 24 Mtoe for cars, 30 Mtoe trucks and light vehicle, and 18 Mtoe for air. Also there 
are slight decline of road transport (from 84% in 1990 to 80% in 2004), increase in aviation (from 11 to 14%, 
almost 30%) and increase for goods transport (from 28% to 31%) [2]. 

 
Figure 9.Distribution of transport energy consumption by different transport modes [4] 

Having in mind all said in this subchapter it is clear that in order to reduce the consumption of energy in 
transport, and primarily to reduce dependence on oil which substantially originates from abroad, it is 
necessary to improve the energy efficiency of transport. Question is how? 
In order to improve energy efficiency in transport, a combination of different actions can be used. These 
actions include [2]: 
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•  The improvement of transportation means. 
•  The improvement of traffic conditions. 
•  The introduction of regulatory measures.  

The improvement of transportation means includes: 
•  Fleet renewal. 
•  Improvement of vehicle energy efficiency: 

o Fuel consumption and exhaust emissions reduction of conventional IC engines by the 
improvement of mixture formation and combustion. 

o The application of high pressure turbo charging. 
o The development of alternative or hybrid drive. 
o The application of alternative fuels. 
o The improvement of vehicle design. 
o The application of efficient tyres.  
o The optimization of gear shifting 
o etc. 

The improvement of traffic conditions can include: 
• Modal shift – transfer from individual to public transport 
• Prevention of inefficient use of vehicle. 
• Improved transport and mobility planning.  
• The use of public transport. 
• Better town and other spatial planning, better integration of logistical services and support for new 

combinations of public and private transport;  
• The consumer education and „eco driving“.  
• The speed limits. 
• The use of new information technologies for better logistical planning. 
• The development of combined transport. 
• etc 

The introduction of regulatory measures includes: 
• The use of taxes and other pricing instruments to influence the choice of transport in favor of rail and 

waterways;  
• Tax benefits for energy efficient trucks and cars;  
• The enforcement of speed limits;   
• The establishment of mandatory energy efficiency standards;  
• The steady increase of energy prices, regardless of fluctuations in the price for energy sources on the 

market;  
• Internalizing all external costs, such as environmental, pollution and health costs into transport fuel 

prices. 

3. EU Position on Energy Efficiency in Transport Sector 
The experience of EU in transport energy efficiency is very precious. EU EE policy in transport sector is 
defined in general by Directive 2012/27/EU of the European Parliament from 25 October 2012 on energy 
efficiency [7]. The plan and program of measures for improvement of overall energy efficiency in EU 
Member States, as well as transport EE, is defined by 3rd National Energy Efficiency Plan (NEEAP3) [8]. 
This plan includes for transport 120 possible measures [9]. These measures can be grouped in four subsets: 

•  vehicle energy efficiency (12 measures), 
•  fleet renewal (36 measures), 
•  inefficient use of vehicles (46 measures) and 
•  modal shift  (26 measures) 

First group of measures is aiming at improving the vehicles energy efficiency. These measures are those 
concerning standards on energy efficient vehicles, mainly addressed to cars and voluntary agreements, also 
addressed now to freight vehicles. 
Second group of measures is aiming at facilitating the purchase of energy efficient new vehicles. These 
measures include labelling, financial and fiscal policies aiming at facilitating the purchase of energy efficient 
vehicles and public procurement.   
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Third group of measures is aiming  at  improving  the inefficient  use  of  the  vehicles,  acting  on the  
reduction  of  traffic  congestion, improvement of driving styles, vehicle maintenance and limitation  of  the  
vehicles  speed.   
Fourth group of measures is aiming at facilitating modal shift for both the passenger and goods modes.  
These measures  include  the infrastructural  policies, as  well  as  fiscal  and informative  initiatives  
favouring  public transport. 

Each EU Member State has to implement its own NEEAP according to guidelines from European 
Commission [1]. and to apply chosen measures. Fig. 10 shows the number of applied measures according to 
NEEAP3 in different EU Member States. 
As an example, the transport measures applied in Croatia according NEEAP3 will be shortly presented [10]: 

1. T.1 – Eco-driving training and promotion, 2011-2016 
2. T.2 – Intermodal freight transport, 2014-2015 
3. T.3 - Establishing a new payment system for the special environmental charge for motor vehicles, 

2013-2016. 
4. T.4 - Promotion of integrated transport, 2014-2020 
5. T.5 - Speed limits, 2014-2016 
6. T.6 – Financial incentives for energy efficient vehicles, 2014-2020 
7. T.7  - Developing an alternative fuel infrastructure, 2014 -2030 
8. T.8 - Intelligent transport management, 2011-2020 
9. T.9 – Introduction of special motor vehicle tax based on CO2 emissions, 2014-2020. 

4. Situation of EU energy efficiency in transport sector 
Before 2007 transport energy consumption had steady rise with the maximum at 2007 of about 380 Mtoe as 
a result of constant increase of passenger car number and intensive freight transport (Fig. 10). This maximum 
is a result of permanent increase of transport consumption in the main EU countries, except of Germany who 
had almost constant energy consumption from 1990 to 2013.  
Since 2007 the energy consumption of the EU transport sector has been decreasing (by 1.6% per year from 
2007 to 2013). This trend is mainly explained by a stable or decreasing consumption in the five largest EU 
countries: stability in Germany since  2005  and  France  since  2000  and decrease  in  UK,  Spain and  Italy  
with  the economic recession (by 4.5 and 2.6% per year for Spain and Italy respectively) (Figure 10). In spite 

 
 

Figure 10. Number of applied measures according to NEEAP3 in different EU Member States [9] 
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of increased number of vehicles, this stable or decreasing consumption is a result of the introduction of 
measures for the improvement of energy efficiency in transport sector. 

 
Figure10. Transport energy consumption in EU (right scale) and in some of its Member states (left scale) [9] 

 
Figure 11. Changes of transport energy consumption in different periods in EU Member states [9] 

Figure 11 shows the change of transport energy consumption from 2000 to 2007 and from 2007 to 2013 in 
Member States of EU. The increase of consumption existed in almost all Member States except Germany. 
After 2007 decrease of consumption occurred in most states except of newly accepted country in EU. 
Actually, the value of energy consumption is not real measure of energy efficiency. The increase of energy 
consumption can be obtained in spite of increase of energy efficiently. Unfortunately it is very difficult to 
find exact measure of energy efficiency, especially since it depends not only on fuel consumption, but also 
on vehicle mass, mass of freight, number of passengers, distance travel, etc. As a measure for energy 
efficiency in EU is adopted energy efficiency index measure according so called ODEX procedure.  
Figure 12 shows energy efficiency index (ODEX) for final energy consumers for overall EU-27. There is 
total 12%  energy  efficiency improvement  between  2000  and 2010 (or 1.2%/year), regular  and  larger  
gains  for households (1.6%/year), no progress  for  industry  since  the beginning  of  the  economic  crisis 
(1.2%/year until 2007) and lower  progress  for  transport from 2007 (0.9%/year),  due  to  negative savings  
for  the  transport  of  goods since the economic crisis. 
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Figure 12.Trends of energy efficiency index in EU: overall and in different sectors [11] 

 
Figure 13. Trends of energy efficiency index (ODEX) in different transport modes[9] 

Figure 13 shows energy efficiency index (ODEX) for total transport and some modes of road transport. The  
energy  efficiency of  transport  in  the  EU improved  by  1.2%/year  between  2000  and 2013,  as  measured  
according  to  the  ODEX indicator.  Greater  progress  was achieved in the energy efficiency of both cars 
and  airplanes  than  in  the  rest  of  the  sector.  Energy efficiency progress slowed down for trucks and light 
vehicles since 2005, with no more efficiency progress since 2007 because of the economic crisis. 

 
Figure 14.Iimprovement of energy efficiency index in different EU countries [9] 
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Figure 13 shows the improvement of energy efficiency index in EU countries in the time period from 2000 to 
2013. There are discrepancies in energy efficiency gains in EU countries: from around 2.5-3%/year in 
Greece and Latvia to 0.5%/year in Lithuania and Bulgaria and almost no savings in Luxembourg and 
Romania. Unfortunately there is not such data for Serbia. 

5. Transport energy efficiency in Serbia 
The unfavorable energy efficiency in the transport (though there are not official data) is the result of several 
factors [2]: 

• unfavorable age structure of both passenger and commercial vehicles (road - 15 years, rail - 31, ship 
- 37, air - 24 years);  

• use of vehicle outdated technologies (leaded petrol, diesel D2, EURO 2/3 etc.); 
•  uncontrolled and often illegal import of foreign cars of dubious origin and technical condition 

(especially true for the last decade); 
•  use of defective vehicles; 
•  failure to comply with factory instructions on use and maintenance of vehicles; 
•  bad, improper and irregular maintenance of vehicles; 
•  low traffic culture of road users; 
•   inadequate travel distance of the vehicle use; 
•  lack of awareness of drivers on rational use of vehicles; 
• poor technical control and customer service, etc. 

The traffic conditions are very often the cause of the decreased energy efficiency: 
• undeveloped, outdated and inefficient road network; 
•  use of inappropriate infrastructure (especially in central cities, some of which are from the 

nineteenth century); 
• lack of appropriate major arteries and bypass roads major cities; 
•  inadequate traffic management technology; 
•  frequent traffic congestion despite the low level of motorization (number of cars per 1000 

inhabitants is only 244, almost half of EU average)  
• and so on. 

Adopted Energy Development Strategy until 2015 has included also the measures to improve the energy 
efficiency of transport: 

o Defining, identifying and adopting a national strategy on development of transport systems 
including:  

• Program of transport infrastructure development program,  
• Program of development of a unique and efficient transport system,  
• Program of development of integrated passenger transport in urban, suburban and 

intercity traffic,  
• Program of traffic safety including the reduction of negative environmental impact and  
• Program of the introduction of information systems. 

o Alignment and harmonization of regulations in the Republic of Serbia with the EU. 
o Share of energy from renewable sources in transport (10%) in 2020. 
o Increasing energy efficiency in railway, road and air transport, as well as the multi-sectoral 

coordination and development of transport infrastructure, promotion and improvement of public 
transport, etc. 

o Renewal of the fleet in all sectors. Incentives for purchasing new cars and discourage the use of 
vehicles older than 15 years. Reducing taxes on imports of certain categories of new, smaller cars 
and credit to stimulate new car sale from domestic production. 

6. Conclusions 
The transport sector participates considerably in total energy consumption with share similar as industry and 
household. However, the transport still depends mainly on fossil fuels, which are the cause for wars in the 
past, but also recently and in future. Problem is that the inefficient transport (with its CO2 emission, toxic 
exhaust emissions, noise, etc.) participates considerably in derogation of human environment, health and 
everyday life. The importance of transport energy efficiency is increasing.  
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To achieve improvements in energy efficiency of transport in Serbia it is necessary to: 
• Implement adopted national strategy on transport energy efficiency. 
• Accept European norms, procedures and best practice in this field. 
• Create the conditions for the use of more rational forms of transport. 
• Adopt special acts on the stimulation of energy efficient vehicles. 
• Improve the conditions of public transport in order to ensure efficient transport of people and goods. 
• Ensure the development and implementation of modern systems for traffic monitoring and control.  
• Create conditions for the application of alternative fuels. 
• Intensify scientific research and development work to improve the energy efficiency of transport. 
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Abstract: This paper considers the analysis of energetic and environmental aspects of electric 
drive vehicles application in Serbia. The analysis implies real conditions of road transport and 
electricity production in our country and evaluates the estimation of energy consumption and 
CO2 emission (Well-to-Wheel), under the assumption of hypothetical transition from classic 
internal combustion (IC) engine to pure electric drive of vehicles. For this purpose the real 
estimations of IC engines efficiency under the road conditions of operation and the global 
efficiency of electric drive system (electricity production, transmission network, battery and 
electric motor) were necessary. The results show that in the case of present reality of electricity 
production from coal (lignite), CO2 emission would be even higher.  However, under the 
assumption of significantly more efficient electricity production (for example using combine 
cycle of gas turbine – CCGT), CO2 emission would be decreased. In this paper some 
experimental data of city bus fuel consumption and efficiency measurements are also presented.   

 Keywords: Efficiency, Internal combustion engine, Electric vehicle, CO2 emission 

1. Introduction 
From the very beginning of motor vehicles development in the late 19th century, internal combustion (IC) 
engine has been practically the exclusive source of driving power of the road vehicle. The characteristics that 
made IC engine superior to alternative propulsion systems are: high specific power output, availability of 
fuel and good fuel economy, reliability in operation, reasonable price etc. During the development that lasted 
longer than a century, these characteristics have been constantly improved so that the exclusivity of IC 
engine application has remained up to the present days.  
For many years, some negative characteristics of IC engines were ignored. However, when humanity became 
aware of the increasing environmental pollution, with significant share of motor vehicles, the development of 
IC engines, in addition to the performance, focused on their environmental characteristics: exhaust emissions 
and noise.  
In the field of protection against pollution from motor vehicles, the regulations limiting the emissions were 
adopted firstly in developed western countries and then practically all over the world. These regulations have 
gradually become more and more severe and provoked very intensive development of technologies for 
engine emission control. As the result, the emission of harmful gases has been drastically reduced, so that 
modern vehicles emission of harmful gases is on the level of only couple percent of the emission before the 
beginning of emission control. However, the additional problem is carbon dioxide (CO2) emission, which is 
one of the main gases responsible for the greenhouse effect and global warming of the earth.  
Another problem that has been increased in recent decades is the energy efficiency of motor vehicles because 
the road transport substantially participates in energy consumption. Energy efficiency is also in close 
connection with CO2 emission control. 
All these problems have led to intensive research of alternative fuels application and alternative propulsion 
systems. These alternative systems include: fuel cells, hybrid drive and a purely electric drive. Although the 
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research of fuel cells started the earliest, this technology has not yet reached any commercialization, 
primarily due to the extremely high prices.  
The development of hybrid propulsion systems is much more advanced and renowned manufacturers of 
vehicles have included models with hybrid drive in their commercial offer. Hybrid drive system includes in 
addition to internal combustion engine an electric motor and a battery for storing electric energy. Internal 
combustion engine powers a generator that charges the battery and the wheels of vehicles are powered with 
electric motor (serial hybrid). In another variant, besides electric motor the wheels are powered with internal 
combustion engine, if necessary (parallel hybrid). Although good fuel economy and low emissions of hybrid 
drive has been proven in practice, hybrid vehicles for now occupy practically insignificant share of the fleet 
of vehicles, primarily due to their still high prices. There are also hybrid vehicles with the possibility of 
battery charging by connecting to electric network (so called “plug-in hybrid”).  
The research and development of pure electric drive vehicles was strongly motivated by their environmental 
characteristics („zero emission” and low noise) and some attempts date from 1970ies [1].  However, the 
problems such as: great weight, small battery capacity and consequently small driving autonomy, long period 
of charge and necessity of battery replacement, did not allow practical application. Last decade, the interest 
for electric vehicles has significantly grown, primary due to the development of a new battery systems, and a 
lot of manufacturers of passenger cars, and even city buses, have included in their offer the vehicles with 
purely electric drive. 

2. Energy efficiency and emission characteristics of electric vehicles 
With regards the protection of the environment, only CO2 emissions will be evaluated and compared in this 
paper. The reason is that the emission of harmful pollutants (CO, HC, NOx, PM etc.) can by very efficiently 
reduced and controlled by modern technologies, especially in the field of motor vehicles. On the other hand, 
the emission of CO2 cannot be reduced by any technology since it is the product of complete combustion of 
carbon in fuel and the only possibility is to reduce fuel consumption or to use fuel with less content of 
carbon.  
Electric vehicle drive is without a doubt energy efficient and with “zero emission“, if so called „Tank-to-
Wheel” (TTW) efficiency and emission are considered. In other words, the vehicle itself is very efficient and 
does not produce any emission.  However, the whole process of electricity production and transmission to 
the battery charging place should be taken into account and so called “Well-to-Wheel” (WTW) efficiency 
and emission are important in order to estimate global impact to the environment. 
While the efficiency and exhaust emission of the vehicles driven by EC engines are more and less similar in 
all countries, especially in developed countries, the efficiency and emission of electricity production vary 
largely, even in these countries. The production of electric energy can be in thermal electric plants with 
various fuels: coal, oil fuel or gaseous fuel, with different efficiency and emission. On the other hand, hydro 
and nuclear electric plants do not produce any emission, which is even more the case when using the energy 
of sun or wind. In most countries, electricity production is a combination of several different systems. 
Therefore, the comparison of efficiency and emission of conventional drive and electric drive can largely 
vary from country to country. As the illustration, figure 1. shows the standard CO2 emission factors of 
electricity consumption of EU countries [2]. The authors added standard CO2 emission factor of our country 
calculated on the bases of data given in next section of this paper. Standard emission factor includes only the 
emission that occurs directly or indirectly due to electricity production within local authority while LCA 
emission factor takes under consideration all emissions of the supply chain (fuel exploitation, transport, 
processing etc.). 
As it can be seen, the variations of emission factors between countries are extremely high, from very low in 
countries with predominantly nuclear or hydro electricity production (France, Sweden) to very high in the 
countries with thermal electric plants (Greece, Poland).  
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Figure 1.  Standard CO2 emission factors and LCA emission factors of the EU countries [2] 

Figure 2. shows the benefit in CO2 emission of electric and hybrid city buses versus diesel bus as a baseline 
[3]. The source is the report of Ricardo Institute, one of the world leading institutions in the field of IC 
engines and motor vehicles research. The estimation is based on United Kingdom current CO2 specific 
emission of electricity production of 164 g CO2eq/MJ (0.59 t CO2/MWh). The estimated WTW benefit of 
app. 30% in the case of battery electric buses is significant. However, it implies the ability of electricity 
production with relatively low CO2 emission.  

 
Figure 2.  Comparison of WTW and TTW CO2 emission benefits of alternative drive systems versus diesel baseline [3] 

Another Danish study considers WTW CO2 emission of passenger cars with various drive systems, states for 
2010, 2015 and the estimation for year 2020 [4]. The designation “electric car max.” means electric car with 
increased battery capacity for large vehicle autonomy. As it can be seen from figure 3., the benefit of electric 
drive application is relatively small and in the case of “electric car max.” it is just a little bit better than 
gasoline and worse than diesel.  
Given examples clearly show that the estimations of electric vehicles WTW CO2 emission significantly vary 
from country to country and depend of the vehicle type and condition of electricity production and 
transmission. 
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. 
Figure 3.  Tank-to-Wheel, Well-to-Tank  and Well-to-Wheel CO2 emission of passenger cars with different drive 

systems [4] 

2. Comparison of energetic and emission characteristics of electric and fossil fuel   
vehicles regarding the conditions in Serbia 

For energy consumption and CO2 emission evaluation in a particular country the estimation of whole energy 
supply chain efficiency is required. Figures 4. and 5. show the estimation of Well-to-Tank, Tank-to-Wheel 
and total Well-to-Wheel efficiencies in the cases of classic vehicle drive using IC engine and battery electric 
vehicle drive with respect to the condition in our country. These estimations are crucial for proper energy 
consumption and CO2 emission evaluation and comparison of different vehicle drive systems.  
In the case of fossil fuels (gasoline, diesel, LPG), the energy consumption WTT (exploitation, transport and 
fuel processing) is usually estimated as app. 20% of produced fuel energy content (or 17% of total energy) 
and the efficiency WTT can be estimated as 83% [2],[4]. The estimation of average TTW efficiency of spark 
ignition and diesel engines in vehicle driving conditions is a very complex task. The efficiency of modern 
spark ignition engines is about 30-36 % in optimal operating regime, while modern vehicle diesel engines 
achieve 35-44%, whereby lower values are for passenger cars and higher for busses and trucks. Under 
vehicle driving conditions the efficiency is much lower, especially in the case of spark ignition engines. 
Having in mind the age of vehicle fleet in our country, the estimation of average efficiency in exploitation of 
20% for spark ignition engine and 26% for diesel engines seems to be reasonable. These estimations are 
slightly higher than American assessments, and approximately agree with some European assessments 
[4],[5].  

 
Figure 4.  The estimation of whole supply chain average efficiency in the case of fossil fuel application in vehicle with 

IC engine (fuel exploitation, transport, processing and combustion). 
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Figure 5. The estimation of whole energy supply chain average efficiency in the case of battery electric vehicle drive 

(electricity production, transmission and distribution network, battery charging and electric motor). 

In the case of battery electric vehicle drive (figure 5.), the WTT efficiency consists of the efficiency of 
electricity production in electric plant and the efficiency of electricity transmission network. The assessments 
are based on the actual situation in our country. For many years the average electricity production in our 
country has been app. 70% in thermal electric plants, with coal (lignite) as a fuel, and app. 30% in hydro 
electric plants. The chances for significant increase of hydro potential use are very small and only real 
possibility of electricity production increase in foreseeable future is through thermal electric plants. Their 
average efficiency is app. 35% in current situation of using lignite as a fuel. Beside this current situation, for 
the purpose of electric and fossil fuel vehicle drive comparison, the hypothetic situation of much more 
efficient electricity production using the system “combined cycle with gas turbine” (CCGT) in thermal 
electric plants, was also considered. Such a system can achieve the efficiency of app. 60 %, and an average 
efficiency of 55% may be adopted for further work [5]. The data for electricity transmission losses in 
different countries can be found in the report of World Bank [6]. According to this data the electricity 
transmission looses in our country are app. 16%. 
The average efficiency of battery electric drive TTW can be estimated at the level of 70% [5]. This includes: 
approximately 88-90% for the charger and 85-95% for the charging and discharging cycle with lithium 
batteries; 96-98% for the electronic engine management; and 90-95% for the electric motor. 
For the evaluation of required energy and CO2 emission of fossil fuel and battery electric vehicles, the data 
of fossil fuels consumption and electricity production in our country are required. The data taken from the 
official annual reports of the Association of Serbian Oil Companies and Electric Distribution Company of 
Serbia (EPS) for year 2013 were used as representative.  
Table 1. shows the consumption of motor fossil fuels in Serbia in the year 2013, and table 2. the 
characteristics of these fuels. Emissions of CO2 are calculated under the assumption that the entire carbon 
from the fuel is burned into CO2. In other words the emissions of carbon monoxide (CO) and unburned 
hydrocarbons (HC) are neglected as much smaller. In this case CO2 emission can be calculated using very 
simple relation: 
 mCO2=mf*gc*44/14              (1) 
where: mCO2 - mass of CO2; mf - mass of fuel burnt; gc[kgC/kgFuel] - mass content of carbon (C) in fuel; 
44 and 14 molar masses of CO2 and C respectively. 
In table 2., the energy “on the wheels”, i.e. the energy used for vehicles propulsion, is calculated using 
foregoing adopted average efficiencies for spark ignition (gasoline and LPG) and diesel engines. Specific 
CO2 emission refers to energy “on the wheels”. 
Table 1.  Motor fuels consumption in Serbia 2013;  source [7]. 

 Units Diesel Gasoline LPG Total 
Quantity of fuel [t] 1400684 386967 315469 2103120 
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Table 2.  Motor fuels characteristics: chemical energy content, carbon content and calculated CO2  emission 

 Units Diesel Gasoline LPG Total 
Lower heating value [MJ/kg] 43 43 45.4  
Energy content [GJ] 60.2*106 16.64*106 14.28*106 91.12*106 

[GWh] 16.73*103 4.62*103 3.97*103 25.32*103 
Carbon content [kgC/kgFuel] 0.86 0.86 0.825 6.07*103 
CO2 emission TTW [t] 4.416*106 1.22*106 0.954*106 6.59*106 
CO2 emission WTW [t] 5.32*106 1.47*106 1.15*106 7.94*106 
Energy “on the wheels” 
(Average efficiency in driving 
conditions: diesel engines 0.26 ; spark 
ignition engines 0.2) 

 
[GWh] 

 

 
4.35*103 

 
0.924*103 

 
0.794*103 

 
6.07*103 

Specific CO2 emission WTW [g/kWh] 1223 1591 1448 1308 

Table 3. shows produced electric energy and the quantity of used coal (lignite) in Serbia for the year 2013 
and table 4. shows CO2 emission calculated in the same way as for fossil fuels. The data for carbon content 
in used lignite coals are taken from [9].  
Table 3. Electric energy production and coal consumption in Serbia 2013; source [8]. 

 Thermal electric plants (TE)  Hydro 
electric plants 

(HE) 

Total 
TENT Kostolac Total TE 

Produced electric energy [GWh] 20.232*103 6.472*103 26.704*103 10.729*103 37.433*103 
Quantity of coal (lignite) [t] 29152350 8606211 37758561   

Table 4. Calculated CO2 emission from thermal electric plants in Serbia 2013; source for coal mass analysis [9]. 
 Termal electric plants (TE)  

Total 
(TE) 

 
Total 

(TE*HE) 
Kolubara 
(TENT) 

Kostolac 

Carbon content [kgC/kgFuel] 0.198 0.221   
CO2 emission [t] 21.16*106 6.97*106 28.13*106 28.13*106 
CO2 specific emission (standard 
emission factor of electricity production) 

[g/kWh] 1046 1077 1053 751.5 
 

Table 5. Required equivalent electric energy for battery electric vehicles and WTW CO2 emission 

 Units Diesel Gasoline LPG Total 
Required energy “on the wheels” [GWh] 4.35*103 0.924*103 0.794*103 6.07*103 

Required electric energy on charging plug 
(Average efficiency of el. motor, inverters and 
battery, in total - 0.7) 

 
[GWh] 

 

 
6.21*103 

 
1.32*103 

 
1.134*103 

 
8.664*103 

Required electric energy on electric plant 
(Average losses of transmission network 16%) 

 
[GWh] 

 

 
7.39*103 

 
1.57*103 

 
1.35*103 

 
10.31*103 

Required quantity of coal  [t] 10.45*106 2.22*106 1.909*106 14.58*106 
CO2 emission (proportional to required coal 
consumption) 

 
[t] 

 
7.78*106 

 
1.65*106 

 
1.42*103 

 
10.85*106 

Specific CO2 emission WTW [g/kWh] 1789 1786 1788 1787 
Increase of specific CO2 emission WTW 
compared to fossil fuel drive [%] +46 +12.2 +23.4 +36.6 
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Table 5. shows the required electric energy production in the hypothetical situation that all vehicles use 
battery electric drive instead of IC engines and fossil fuels. Shown data are calculated using the foregoing 
adopted WTW efficiencies for battery electric and fossil fuel drive and under the assumption that electric 
energy is produced in thermal electric plants using lignite as a fuel. 
Total required energy of 10.3*103 GWh is 27.5% of total electric energy produced in the year 2013, i.e. in 
considered situation electricity production should be increased by 27.5% or 38.6% if only increase in thermal 
plants is assumed. As it can be seen, CO2 emission would be greater than in the case of vehicles drive using 
classic IC engine for all kinds of fossil fuels. 
The decrease of CO2 emission with battery electric vehicle drive could be achieved in the case of electricity 
production in thermal electric plants using combined cycle with gas turbine (CCGT), which presupposes the 
use of liquid or gas fuel. These results are shown in table 6. Achieved benefit in CO2 emission depends on 
fossil fuel and it is greater in the case of electric drive use instead of spark ignition engines (gasoline and 
LPG) and less in the case of diesel engines. 
The results given in tables 5. and 6. are graphically shown in the figures 6. and 7.  
Table 6 .  Required quantity of fuels for battery electric vehicles and CO2 emission, under the assumption that the same 
fuels are used for electricity production in thermal electric plants using combined cycle with gas turbine (CCGT). 

 Units Diesel Gasoline LPG Total 
Required quantity of fuel WTW 
(Average efficiency of CCGT 55%) 

 
[t] 

 
1.356*106 

 
0.288*106 

 
0.232*106 

 
 

CO2 emission WTW [t] 4.28*106 0.908*106 0.703*106 5.9*106 
Specific CO2 emission WTW [g/kWh] 984 983 985 980 
Decrease of CO2 emission WTW [%] -19.5 -38.2 -38.2 -24.9 

       
 
 
 

4. Results of city bus fuel consumption and efficiency measurement 
Experimental investigation of city bus fuel consumption and efficiency under real driving condition was 
carried out in the framework of the project “Research and Development of Alternative Fuel and Drive 
Systems for Urban Buses and Refuse Vehicles with Regard to the Improvements of Energy Efficiency and 
Environmental Characteristics” which is currently realized under financial support of the Ministry of Science 
and Technology of Serbia [10]. The obtained results are used for supplementing the above analysis and the 
comparison of CO2 emission of diesel drive and battery electric drive in the case of city basses.  
The main data about test bus is given in table 7. and the recorded experimental results in table 8. The 
evaluation of energy efficiency and specific WTW CO2 emission for diesel drive bus are based on recorded 
data for fuel consumption and the energy delivered on the engine flywheel. In the case of hypothetical 
conversion to battery electric drive, the foregoing adopted estimations for TTW and WTW efficiencies for 
electric drive and electricity production were used. These results are given in table 9. and graphically shown 
in the figures 8. and 9.   

Figure 6.  The comparison of WTW CO2 emission for 
fossil fuels and electric drive vehicles for different 

systems of electricity production 

Figure 7.  Change of WTW CO2 emission of battery 
electric drive vehicles for different systems of 

electricity production 
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Table 7. Basic characteristics of test bus 

Bus type  Ikarbus IK 206 Articulated bus 
Curb weight (empty) [kg] 15760 
Diesel engine type  MAN D2066 LUH 11 Euro 4 
Swept volume [cm3] 10518 
Rated power/rpm [kW/rpm] 199/1900 
Rated torque/rpm [Nm/rpm] 1250/1000-1400 
Minimum specific effective fuel consumption [g/kWh] 195 
Transmission  Automatic VOITH 864.5 

Table 8.  Experimental results 

Bus line Belgrade Lasta line 83 
Length of the line [km] 25.3 
Number of cycles  8 

Total distance traveled [km] 202.42 
Average speed [km/h] 13.84 

Average bus weight [kg] 18500 
Total fuel consumption [kg] 97.8 

Total energy delivered on engine flywheel [kWh] 427 

Table 9.  Evaluation of WTW CO2 specific emission 

  Diesel engine drive  Battery electric drive 
Energy of fuel burnt (Hlower=43 MJ/kg) [kWh] 1168.17  
Energy delivered on engine flywheel [kWh] 427  
Energy on the Wheels 
(average automatic transmission efficiency 0.9) 

[kWh] 384 384 

Average TTW efficiency [-] 0.329 0.7 
Specific CO2 emission TTW [g/kWh] 803  
Specific CO2 emission WTW [g/kWh] 967.4  
Required electric energy on charging plug place [kWh]  548.6 
Required energy on electric plant [kWh]  653.1 
CO2 emission WTW (lignite)  [g/kWh]  1791 
CO2 emission WTW (CCGT) [g/kWh]  816.3 

                 
 
 
 
 

Figure 8.  The comparison of WTW CO2 emission for 
diesel drive bus and electric drive bus for different 

systems of electricity production 

Figure 9.  Change of WTW CO2 emission of battery 
electric drive vehicles for different systems of 

electricity production 
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As it can be seen, the trends are similar as the foregoing analysis has shown. The results are more favorable 
for diesel drive bus because larger diesel engine has better thermal efficiency. Specific WTW CO2 emission 
of battery electric drive is app. 85% worse in the case of electricity production in thermal plant with lignite 
as a fuel. Benefit of app. 15% compared to diesel powered bus could be achieved if electric energy would be 
produced in thermal plant with CCGT system.  

4. Conclusions 

1. In the hypothetical situation that all vehicles use battery electric drive instead of IC engine, the required 
increase of electricity production would be at the level of 27.5%. If only production increase in thermal 
power plants is assumed, which is a realistic assumption, the required increase would be at the level of 
36.8%. 
2. Battery electric vehicles have zero TTW CO2 emission. However, under the current conditions that all 
thermal electric plants in our country use lignite as a fuel, the specific WTW CO2 emission would be 
significantly increased. The increase level is in the range 12-46% and depends on the kind of fossil fuel used 
for vehicle propulsion.  
3. Lower WTW CO2 emission of battery electric vehicles in the range 19-38% compared to fossil fuels 
vehicles could be achieved in the case of more efficient electricity production in thermal plants, for example 
by using the system “combined cycle with gas turbine” (CCGT). Of course, electricity production using 
renewable energy with zero emission (solar or wind energy) would enable the greatest benefit. However, 
such a situation is not real in foreseeable future. 
4. Experimental testing of diesel city bus in real operating conditions showed relatively high average thermal 
efficiency. On this basis calculated WTW CO2 emission of diesel bus is significantly lower compared with 
the assumed bus with electric drive, even by 85%. Lower CO2 emissions with electric drive by 15% 
compared to diesel drive could be achieved with more efficient production of electrical energy (CCGT). 

References 
[1]    S. Mišanović, Z. Živanović: Analysis of energy efficiency and costs of service of fully electric buses in  Belgrade 

public transport, XXV JUMV International Automotive Conference “Science & Motor Vehicles 2015”, Belgrade, 
14-15 April 2015, Proceedings on CD, Paper NMV15AL04, pp. 285-294, ISBN 978-86-80941-36-7 

[2]    European Commission - How to develop a Sustainable Energy Action Plan (SEAP) part 2 –  Guidebook , 
Luxembourg:  Publications Office of the European Union, 2010,  
http://www.eumayors.eu/IMG/pdf/seap_guidelines_en.pdf 

[3]    New Generation Transport, Sub Mode Options Investigation, Mott MacDonald, United Kingdom, 2014., 
http://www.persona.uk.com/LTVS/core_docs/C-1-16.pdf 

[4]    CO2 Emissions from Passenger Vehicles, Analysis prepared for the Danish Petroleum Association Prepared by Ea  
Energy Analyses, 8 September, 2009,  http://www.forum -
elektromobilitaet.ch/fileadmin/DATA_Forum/Publikationen/DK-2010-CO2-Vehikelvergleich- 
DaenischeOelindustrie.pdf 

[5]    Energy consumption and CO2 emissions generated by Electric Vehicles, Comparison with fossil fuel vehicles,    
European Association for Battery Electric Vehicles, 2008, 

 http://ec.europa.eu/transport/themes/strategies/consultations/doc/2009_03_27_future_of_transport/20090408_eabe
v_%28scientific_study%29.pdf 

[6]    The World Bank: Electric Power Transmission and Distribution Losses  
http://data.worldbank.org/indicator/EG.ELC.LOSS.ZS 

[7]    Association of Oil Companies of Serbia, The analysis of oil derivates market of republic of Serbia for 
year 2013, National Oil Committee of Serbia WPC, Belgrade, June 2014, 2014 
http://www.wpcserbia.rs/images/PKSBilten/Studija.PDF (in Serbian) 

[8]    Electric Distribution Company of Serbia (EPS):  annual technical report for year 2013, 
http://www.eps.rs/Pages/FolderDocs.aspx?list=Tehnicki%20Izvestaji (in Serbian) 

[9]    Vladimir Jovanović: INVESTIGATION OF POSSIBILITY FO R ESTIMATION OF SULPHUR AND 
NITROGEN OXIDES EMISSION FROM THERMAL POWER PLANTS IN SERBIA, Ph.D. Thesis University 
of Belgrade, Faculty of Mechanical Engineering, Belgrade, 2012 (in Serbian) 

[10]  Kitanović, M., Mrđa, P., Popović, S.J., Miljić, N.: Fuel Economy Comparative Analysis of Conventional and 
Ultracapacitors-based, Parallel Hybrid Electric Powertrains for a Transit Bus, Proceedings of the 5th International 
Congress Motor Vehicles & Motors 2014 (MVM 2014), ISBN 978-86-6335-010-6, pp. 258-267, Kragujevac, 
Serbia, 2014. 

956

http://www.persona.uk.com/LTVS/core_docs/C-1-16.pdf
http://data.worldbank.org/indicator/EG.ELC.LOSS.ZS
http://www.wpcserbia.rs/images/PKSBilten/Studija.PDF
http://www.eps.rs/Pages/FolderDocs.aspx?list=Tehnicki%20Izvestaji


  

The characteristics of combustion process of diesel engine using 
vegetable oil methyl esters 

Dragan Kneževića, Miroljub Tomića, Vlada Stajića , Velimir Petrovićb   and Željko Bulatovićc    

a University of Belgrade, Faculty of Mechanical Engineering, Belgrade,11000,Serbia, dknezevic@mas.bg.ac.rs 
b IMR Institute, Belgrade,11000,Serbia, vecapetrovic0@gmail.com 

c Military Technical Institute, Belgrade,11000,Serbia, zetonbulat@gmail.com 
 

 
   Abstract:   Biodiesel is one of the promising renewable, alternative and environmentally friendly 

biofuels that can be used in diesel engine with little or no modification in the engine. The present paper 
investigates the combustion characteristics of single cylinder, naturally aspirated, air cooled, DI diesel 
engine fuelled with pure (100%) methyl ester of rapeseed oil (RME), comparing to the corresponding 
characteristics when it was driven by diesel fuel. Combustion process analysis was done on relatively 
low load level that corresponds to the mean effective pressure of three bars and at constant engine 
speed for both fuels. It was also concluded that the test engine can operate without problems, both with 
that fuel and with a lot of other biofuels and their mixtures that were used during long laboratory 
research. 

 
                Keywords: Diesel engine, combustion process, vegetable oil metil esters, heat release rate 
 

1. Introduction 
A great number of scientific papers that were dealing with the problem  of biodiesel application for diesel driven 
engines has shown that the vegetable oil esters are renewable  source of alternative and ecological biofuels. Such 
fuels, usually called biodiesel can be used in diesel engines with minimum, or even without any engine 
modifications [1], [2], [3], [4]. Strict law regulations on the engine exhaust emission, exhaustion of fossil fuels 
and the constant political tensions about the oil sources in the world, have forced a lot of countries in the world 
to look for alternatives to fossil fuels. A lot of research, dealing with the vegetable oil esters (biodiesel) in diesel 
engines has also shown the potential of these fuels for CO2 emissions reduction [5] ,[6].  
 
Also, the performances of the engine with various biofuel types of biodiesel and mixtures of pure vegetable oils 
with diesel fuel has been a lot investigated. A lot of researches are based on a comparison of engine output 
performances such as engine power, specific fuel consumption and effective thermal efficiency when working 
with biodiesel or vegetable oils and their blends with performance of engines powered by diesel fuel. A number 
of researchers has found that the use of biodiesel as fuel leads to increased fuel consumption but also to 
something greater thermal efficiency of the engine compared to those obtained during the operation with 
standard diesel fuel [7], [8], [9], [10 ]. On the other hand the use of various biodiesel in the engine results in a 
change of performance and exhaust emissions as a consequence of their different physical and chemical 
characteristics [13]. The research of influence of biodiesel on the characteristics of the fuel injection system, as 
well as the characteristics of the fuel spray is also carried out [11], [12]. 

In order to improve the output characteristics of the engine and exhaust emissions, and to keep the characteristics 
of diesel fuel operation, it is necessary to study in detail the process of combustion and heat release 
characteristics. Heat release rate directly influences the history of pressure and temperature in the cylinder and 
consequently the performance and emissions of the engine. This means that the research of heat release rate and 
combustion process is very important regarding the possibilities of their optimization. The aim of this paper is to 
present the research results of combustion process characteristics in the case of direct injection diesel engine 
running with pure rape oil methyl ester (RME) including the analysis of the dynamics of the combustion process. 
Also, the comparative study of combustion characteristics with standard diesel fuel and biodiesel has been 
curried out. 
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2. Estimation of Heat Release Rate from recorded cylinder pressure 
The heat release rate (HRR) is an important parameter to analyze the combustion phenomena in the engine 
cylinder. The important combustion phenomena parameters such as combustion intensity and duration can be 
easily estimated from the heat release rate diagram. The HRR diagram also provides key input parameters in the 
modelling of the NOx emission. The heat release rate is modelled by applying the first law of thermodynamics. 

The heat release rate is modelled by applying the first law of thermodynamics. In reality, engine cylinder is an 
open thermodynamic system, even during high pressure part of the cycle (when intake and exhaust valves are 
closed) due to mass flow and loss through crevices between piston rings and cylinder liner. This is schematically 
illustrated in Fig. 1. 

 

 

 

 

 

 

 

 

 

Figure 1. Engine cylinder as an open thermodynamic system. 

 The basic equation of the first law of thermodynamic applied to an open system is:  

pdVdUdQ +=             (1) 

Here, dQ is the change of elementary energy entering/leaving the system (except kinetic energy which is 
omitted), dU is the elementary change of cylinder charge internal energy and p⋅dV is elementary mechanical 
work delivered to the piston. The derivative dQ consists of the energy released by fuel combustion dQf, the 
energy transferred to the walls dQw and energies taken into/out the system by means of the mass flows through 
the boundaries Σhidmi, where hi and dmi are the enthalpies and elementary mass flows respectively. During high 
pressure part of the cycle the gas exchange valves are closed and mass flow through crevices, provided that the 
proper cylinder sealing is encountered, is very small and can be neglected. Thus, it can be written: 

wf dQdQdQ −=           (2) 
and, after simple evaluation: 

wf dQpdVmdudQ ++=           (3) 
where m and is the mass and du elementary change of specific internal energy of cylinder content. 

Pressure diagram recorded by dint of data acquisition system is the series of pressure values taken in discrete 
crank shaft positions. The series of pressure-crank angle data can be easily transformed into pressure-volume 
data. Since modern crank angle encoders enable very fine angular increment (∆α), the changes in pressure and 
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volume are small. Therefore, if we consider the changes between two recorded points as elementary, the error 
will be within reasonable limits.  

 
 
 
 
 

 

 

 

 

 

 

Figure 2.  Recorded p-V diagram; gas state change from point 1 to point 2. 

During the gas state change between two consecutive points 1 to 2 (Fig. 2), the amount of fuel chemical energy 
∆Qf is released by fuel combustion. If we neglect the effect of crevice flow, this heat is partly transferred to the 
gas ∆Qg and partly transferred to the walls ∆Qw. Then, we can write: 
 

wgf QQQ ∆+∆=∆                                                 (4) 
 
The evaluation of ∆Qg and ∆Qw can be performed in a simplified way that is convenient for engine laboratory 
testing, and still sufficiently accurate. The real process (from point 1 to point 2) can be virtually divided into two 
steps (Fig. 2). First step is isentropic expansion from point 1 to 2s, with no heat release. In the second step from 
point 2s to 2 the heat added to gas is being considered at constant volume (V2=const.). The required parameters 
for evaluation the isochoric heat ∆Qg can be obtained using the equation of state and the equation for isentropic 
state change. In this way Heat release due to combustion that is transferred to the gas between points 1 and 2 can 
be calculated by the following equation  
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For that, the thermodynamic properties for the gases in engine cylinder are required. The approximate 
expressions for gas constant R and gas specific heat at constant volume cv and discussion about their accuracy 
can be found in [14]. For specific heat at constant volume the appropriate expression for lean mixture operation, 
used for diesel engine heat release calculation is: 

( ) [ ]111094.05.17115.0692 −−⋅++⋅+= KJkgTTcv λ
          (6) 

where T  is temperature λ is air excess ratio. 
Gas constant R can be used as for ideal gas with a very small error [15].  In that case a gas constant depends only 
on gas composition. For diesel engines, before the start of combustion, pure air has been compressed and gas 
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constant has the value 287 [Jkg-1K-1]. Gas constant of combustion products depends on fuel composition and 
mixture strength. In the case of usual diesel fuels considered the differences due to fuel composition are very 
small and can be neglected. With sufficient accuracy, gas constant of combustion products Rcp can be calculated 
using the expression [15,16]: 

][5.065.290 11 −−⋅−= KJkgRcp λ
              (7) 

The convective heat transfer rate to the combustion chamber walls can be calculated from the general relation: 

 ( )∑ −=
i

wiwiw
w TTA

dt
dQ

α          (8) 

Heat transfer to the walls of the combustion chamber is usually considered separately for characteristic parts of 
combustion chamber surface area, since they have significantly different temperatures. Heat transfer coefficient 
is mainly taken as average for the whole combustion chamber due to lack of accurate data for different parts. 
Thus, in expression (8) αw is the heat transfer coefficient (averaged over the chamber surface area), Awi are the 
parts of combustion chamber surface area, Twi are the mean wall temperatures of appropriate combustion 
chamber surface area parts and T is the mean gas temperature. Usually, piston crown, cylinder head and cylinder 
liner are considered as the elements in expression (8), the last having variable surface according to piston motion 
and variable temperature from the top to the bottom. 
The amount of heat transferred to the walls between two consecutive points 1 and 2 can be calculated as: 
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where ∆α is angular increment and n engine speed in rpm. 
For the heat transfer coefficient several models are widely used. One of the recent is Hohenberg’s expression [20] 
which is relatively simple and convenient for use: 

( ) ][4.1013.0 128.04.08.006.0 −−−− +⋅⋅⋅= KWmcTpV mwα                                                   (10) 

where V is instantaneous cylinder volume, p and T cylinder pressure and temperature and cm mean piston speed. 
Alternatively, some other models, for example Woschni’s or Annand’s can be used. 

3. Research results and discussion 
The study of combustion process in diesel engine fuelled with standard diesel fuel and rape methyl ester (RME) 
are presented was carried out in the framework of doctoral dissertation [18]. All experiments were carried out in 
the laboratory of IC engine department, Faculty of Mech. Eng. in Belgrade. In addition to standard engine 
testing equipment (dynamometer with engine torque and speed measuring system, intake air and fuel flow 
measuring systems, inlet air, exhaust gases, engine coolant and oil temperatures measuring system), the engine 
was equipped with the system for in-cylinder pressure recording. This equipment includes pressure transducer 
Kistler type 7031 mounted directly to combustion chamber, charge amplifier Kistler type 5001, angular encoder 
installed on engine crankshaft type COM1 and data acquisition system ADS 2000 developed in the IC engines 
department.  
Angular encoder provides angular increment of 1 deg. (360 marks per revolution) which is by dint of software 
divided into five parts, so that the angular resolution of pressure sampling rate is 0.2 CA deg. Pressure signal 
was recorded for 100 consecutive cycles and mean cycle was evaluated for subsequent analysis. A special 
attention was drawn to exact determination of absolute pressure level and pressure trace to crank angle 
synchronization, since these problems could significantly influence the results of heat release analysis. For this 
purpose the methodology reported in [17] and [19] was applied. More details about testing equipment and 
procedure can be found in [18]. Main specifications of test engine and fuels used are given in Tables 1 and 2.  
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Table 1. Main specifications of test engine 

Engine type LDA 450 Diesel, direct injection, air cooled, single cylinder 

Bore/ Stroke 85/80  mm 

Compression ratio 17.5 

Max. power output 7.3 kW/3600 rpm 

Fueling system high pressure pump, injector with 4 jets 

 

Table 2.  Characteristics of fuels used 

 DIESEL 100 RME 100 

Density [kg l-1] 0.828 0.880 

Lower caloric value [kJ kg-1] 41494 37631 

Kin. viscosity [mm2 s-1] 3.16 4.59 

Stoichiometric air mass [kg kg-1] 15.08 12.65 

O2 / C / H2 content [kg kg-1] 0.0 / 0.8496 / 0.1504 0.120 / 0.772 / 0.12 

   

 

 

 

 

 

 

 

 

 

 

Figure 3. Recorded pressure p, injector needle lift hn, rate of heat release dQ/dα, cumulative heat released Q and mean gas 
temperature T; fuel standard diesel 

Fig. 3 shows the results of pressure diagram analysis using described method for one of recorded engine 
operating conditions using diesel fuel: the rate of heat release dQf/dα, cumulative heat released Qf and the mean 
gas temperature T. The mean gas temperature is calculated using the equation of state for ideal gases. Fig. 4 
shows the same data in the case of engine operation with pure RME. In both cases engine speed and load were 
the same, 1600 rpm and mean effective pressure pe=3 bars. 
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Figure 4.  Recorded pressure p, injector needle lift hn, rate of heat release dQ/dα, cumulative heat released Q and mean 
gas temperature T; fuel pure RME 

It can be noticed that for both fuels the rate of heat release has the form that is typical for diesel engines 
with direct injection. High peak in the phase of premixed combustion, which reaches app. 60 J/deg, is pursued 
by relatively low intensity and lengthy combustion in diffusion phase. The duration of premixed phase is app. 5-
6 CA deg. while total combustion duration is about 60 CA deg. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 5. The comparison of combustion dynamics of standard diesel (full line) and pure RME (dashed lines); hn needle lift, 
dQ/dα the rate of heat release, Q cumulative heat released 
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It is interesting to compare combustion dynamics of standard diesel fuel and pure RME. This is shown in Fig. 5. 
The curves for needle lift hn are nearly coincident for both fuels, i.e. the differences in fuel densities and 
viscosity does not affect significantly the dynamics of fuel injections. Dynamic injection timing is approx. 15 
CA deg. before TDC. However, the start of combustion differs significantly for two fuels. In the case of RME 
fuel combustion commences app. 2 CA deg. earlier, i.e. ignition delay period is app. 2 CA deg. shorter.  Ignition 
delay periods for RME and diesel fuel are app. 7 and 9 CA deg. respectively. Taking into account that engine 
speed is 1600 rpm, the duration of ignition delay is 0.73 ms for RME, and app. 0.93 ms for diesel fuel. Shorter 
ignition delay means higher cetane number of RME with a positive effect on premixed combustion yielding 
lower peak of the rate of heat release in premixed phase of combustion thereafter. However, in general the 
combustion of RME is slower and is finished a few degrees later then in the case of diesel fuel, despite the fact 
that RME contains a considerable amount of oxygen, which should accelerate combustion. The reason is 
probably slower process of mixture formation due to poorer atomisation of the fuel spray caused by higher 
density and viscosity of RME. 

4. Conclusions 
In this paper, the results of the experimental research of the combustion process with direct- injected diesel 
engines were shown. The comparison of the pressure flows and the mean temperature of the process was made, 
as well as the heat release rate during the operation with pure metil ester of rapseed oil RME and diesel fuel. 
Maximum pressure values and the mean temperature of the process are slightly lower while operating with RME 
in comparison to the operation with diesel fuel. The comparison of combustion for standard mineral diesel fuel 
and RME presented as an example of model application provides very useful information of combustion 
dynamics for both fuels. It clearly shows that RME has higher cetane number and consequently shorter ignition 
delay period, but in general, diesel fuel burns faster. 
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Abstract: Multi-process working principle is one of the modern approaches to development of 
internal combustion engines. By the combination of the original features of the OTO and 
DIESEL working processes can be achieved improving ecological and energy characteristics of 
the engine. Examples for that are spark ignition engine with stratified charge and compression 
ignition engines with homogeneous charge (HCCI). For the implementation of basic research in 
this field was implemented experimental Multi-process engine and was developed its testing 
methodology. This paper presents the results of the combination of OTO / DIESEL working 
processes when the engine working with both conventional and bio-fuels. Energy and ecological 
characteristic of engine can be improved by choice of an appropriate working process. Results 
of initial tests of ОТО/DIESEL engine show a high potential to reduce particulate emissions. 
The investigation has shown certain disadvantages of the engine and the ways for theirs 
overcoming. 

Keywords: compression ratio, efficiency, emission, experimental engine, working process 

1. Introduction 
It is known that the way the engine working process realization has a dominant influence on the engine 
efficiency and emission. The main characteristics of the working process of IC engines are listed in Tab.1. 
Classical concepts of OTTO and Diesel engines are conditioned by the properties of the used fuel and they 
have generic advantages and disadvantages. Modern technologies of engine equipment have allowed 
synthesis of the good features of traditional working processes. 

Table 1. The main characteristics of working processes of modern engines 
  Working process characteristics 
  

 
Mixture 
forming 

Mixture 
homogeneity 

Global  
Air/Fuel ratio 

Load 
regulation by 

Mixture 
ignition by 

Flame 
propagation 

W
or

ki
ng

 
pr

oc
es

s 

OTTO out of cylinder homogeneous stoichiom. / rich throttling spark frontal 
DIESEL in cylinder inhomogeneous lean fuel quantity compression diffusion 

GDI in cylinder inhomogeneous 
homogeneous 

lean 
stoichiom. / rich 

fuel quantity 
throttling spark diffusion 

frontal 

HCCI 
in/out of 
cylinder 

in cylinder 

homogeneous 
inhomogeneous lean fuel quantity compression simultaneous 

diffusion 

Thus, spark ignition of very lean inhomogeneous mixture, reduction of pump losses at low loads and 
increase of the compression ratio is enabled in gasoline direct injection engine (GDI) with stratified charge, 
thanks to the internal formation of mixture. In this way, engine efficiency at low and moderate loads is 
much-improved [4]. At medium and high-loads, working process is conducted according OTTO cycle. 
However, DIESEL attributes of the working process have brought their shortcomings: the sensitivity of the 
process of forming the mixture to flow in the combustion chamber (misfiring) and particulate emission. 
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HCCI (homogenous Charge Compression Ignition) working process may be achieved both in the OTTO and 
DIESEL engine concept. Very lean homogeneous mixture is ignited by compression on overall volume of 
combustion chamber and simultaneously combusts with controlled speed. High efficiency, ultra-low NOx 
emissions and negligible particulate emissions are well known advantages [5]. Despite numerous 
opportunities for the control of the working process, it is very difficult and complicated to maintain its 
stability in the overall work area [6]. 

2. Experimental investigations 
In order to research the multi-process working principle, an experimental engine and a measurement 
installation for determination of the effective, indicator and emission parameters were built in our laboratory. 
Testing methodology is based on the use of the ESC (European Stationary Cycle) test [3]. The test results of 
the combination of OTTO / DIESEL working processes in the same cylinder are presented in this paper. 

2.1. Realisation of the OTTO/DIESEL engine  
The experimental engine is realised based on a multi-purpose model DMB-3DA 450 module 328, Tab. 2. 
Multi-process features are obtained with the following actions: 

– reconstruction of the cylinder head and the piston, 
– building the intake manifold with the throttle and the injector, 
– equipping the engine with crank shaft position encoder, sensors and actuators, 
– building the laboratory microcontroller system for engine control, and 
– building the ignition system of a multi charge ignition type. 

Table 2. Basic and experimental engine specifications 

 Basic DMB-3DA450 EXPERIMENTAL ENGINE 
Description Four stroke, Single cylinder, Air-cooled, Natural aspirated,  
Swept volume 454 cm3 
Rated sped 3000 rpm 
Valve timing Intake valve opened   : 16°CA ATDC             Exhaust valve opened : 40°CA BBDC             

Intake valve closed    :  40°CA BBDC            Exhaust  valve closed :  16°CA ATDC  
Valve overlap 32°CA !!! 

Working process DIESEL D.I. DIESEL D.I. OTTO 
Rated power 6.6 kW / / 
Compress. ratio 17.5 12.5 

Fuel system 
characteristic 

Mono-block fuel pump, 
Fixed timing 18.5°CA 
BTDC, 
Mech. closed cup injector,  
All-regime mech. governor 

Mono-block fuel pump, 
Fixed timing, 
Mech. closed cup injector,  
All-regime mech. governor, 
ON/OFF actuator 

Intake port injection, 
BOSCH components 
laboratory control system 

Ignition system / 
Multi spark, 
Spark-plug cleaning mode, 
laboratory control system 

Multi spark, 
Ignition mode, 
laboratory control system 

To achieve the OTTO working process, the engine is equipped both with the ignition system and the fuel 
injection system (to intake manifold). The appearance of the combustion chamber is shown in Fig. 1. By 
increasing the diameter of the piston chamber, compression ratio of 12.5 is achieved. This is a compromise 
value, high for OTTO working process and almost limiting for running of the DIESEL working process in 
this engine [6]. Layout of the experimental engine is shown in Fig. 2. 
Engine management is performed by a microcontroller system (Fig. 3) with the following options: 

– selection of OTTO/DIESEL working mode, 
– setting the injection and ignition parameters in OTTO mode (manually or automatically), 
– setting the injection parameters in DIESEL mode (manually or automatically), 
– monitoring of measured and specified outgoing  parameters, and 
– determination of injector characteristics (a special subroutine). 
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Figure 1. Experimental engine’s cross section Figure 2. Experimental engine on testing bench 

The parameters of a spark advance angle and injection advance angle can be set in increments of 1 °CA, 
while the injection time in OTTO and DIESEL modes may be set with precision 0.01 ms.  In this case, a 

 
1 - encoder °CA/TDC 
2 - throttle actuator 
3 - optical transmitter 
4 - throttle pos. sensor 

5 - valve status sensor 
6 - diff. pressure gauge   
7 - pressure gauge 
8 - pulse multiplicator 

9 - controller board 
10 - PC 
11 - injector driver 
12 - injector 

13 - multi-spark ign. module 
14 - spark plug NGK C7HSA 
15 - 8-ch. digital driver 
16 - fuel pump ON/OFF actuator 

Figure 3. Block structure of laboratory engine control system 
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factory fuel injection system is used in DIESEL mode, so there was only the possibility of automated turn-
off of the high-pressure pump during transition to OTTO mode. 
The ignition system is of multi spark type, operating at a frequency of 10.5 kHz. In addition to the basic 
function of ignition in the OTTO mode, it has the ability to diagnose the absence of ignition. By continuous 
sparking during engine operation in DIESEL mode, the effect of self-cleaning of spark plugs is achieved [2]. 
2.2. Characteristics of the used fuels 
Tests were conducted with commercial and bio-fuels produced by "VICTORIA OIL" Sid. Bio-fuels are 
especially interesting considering the selected compression ratio of the experimental engine. Bio-ethanol is 
more resistant to explosive combustion than commercial gasoline, while bio-diesel (soybean methyl ester) 
has better self-ignition properties compared to commercial diesel fuel. In Tab. 3, some of the important 
characteristics of the used fuels are listed. Cetane numbers of diesel fuel are determined by own engine 
method, previously published in [9]. 
Table 3. Some of the relevant fuels characteristics 

 Fuel 
trademark 

Gasoline 
BMB 95 

BIO 
ETHANOL 

Diesel 
ECO-3 

BIO-
DIESEL  

 Standard SRPS 
EN228:2005 / SRPS 

EN590:2005 EN14214  

Characteristic Dimensions     Test method 
Density @15 ˚C kg/m3 770 798 835 884 IP 190/64 
Viscosity @ 40˚C mm2/s - - 2.20 3,86 Vogel-Ossag 

Flashpoint ˚C - 12.7 
76.3 177 

EN ISO 13736 
EN ISO 22719 

Higher heating 
value 

kJ/kg 47100 29200 45770 38920 SRPS 
B.H8.318 

Lower heating 
value 

kJ/kg 43950 26250 42850 36220 SRPS 
B.H8.318 

Cetane number CN - - 52.0 55.5 MFK method 
Research octane 
num. 

RON 95 110-115 - - 

Literature data 
[1], [7] 

Elemental comp.: 
Carbon 
Hydrogen 
Oxygen 

 
 

% m/m 
 

 
86.0 
14.0 
0.0 

 
52.2 
13.1 
34.7 

 
87.0 
13.0 
0.0 

 
77.0 
12.0 
11.0 

Stoichiom. A/F 
ratio kgair /kgfuel 14.7 9.0 14.7 13.8 

Molecular weight kg/kmol 100-105 46.07 ≈200 ≈292 

2.2. Testing procedure 
The testing was conducted with application of ESC (European Stationary Cycle) 13-mode homologation test 
for freight vehicles emission, Fig. 4 [3]. Definition of the working regimes is done based on factory 
declaration of the base engine. At idle speed, there has been an insignificant load of approximately 160 W 
(minimal brake friction resistance). This circumstance has been taken into account in calculation of emission 
and effective efficiency. 
The drive with bio-ethanol in OTTO mode has enabled significant engine forcing. Regimes denoted by A, B 
and C are obtained at the detonation limit. 
Oscilloscopic monitoring of the pressure signal has discovered detonation. Whenever it was possible, the 
following criteria were respected at setting the working regimes in OTTO mode: 

– stoichiometric mixture composition, 
– ignition advance angle such that the centre of the combustion is between 8 and 12°CA after TDC. 
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Figure 4. ESC based testing regimes definition and weighting factors 

Raw exhaust emission has been measured by AVL DICOM 4000 Analyzer. The gas sampling line has not 
been heated, so the measured HC emission in DIESEL mode is smaller than in reality. The test emission 
indicators are determined by using the prescribed procedure, except for the particle emission which was 
calculated using the MIRA (Motor Industry Research Association) correlation based on the measured Bosch 
smoke number (BSN), equation (1). This method is applicable because of the technological level of the base 
engine. 
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Where are: PMconc is volumetric concentration PM, PMmas is mass concentration PM, BSN is Bosch Smoke 
Number, and Gig is wet exhaust gases flow. 
In order to compare engine emission characteristics by working field, specific indicated emissions of 
pollutants were calculated and expressed in [g·kWind-1·h-1]. This parameter enables a more real insight into 
idle speed emissions. 
Indicated parameters were measured by AVL Indimer 619 system on the sample of 50 consecutive cycles. 
Their mean values were used in later calculations and diagrams. Based on statistical results, the conclusions 
on regime stability were drawn. Fig. 5 presents the screen view of statistical results. 
Estimation of the overall efficiency of each variant of the engine is done with weighted values of indicated, 
η i, and effective, ηe, efficiency. The same weighting factors and methodology as in calculations of emissions 
were used. Friction losses were estimated by calculation of a mechanical efficiency ηm.  
The testing schedule shown in Fig. 6 was organized in such a way to realize the effects of the type of fuel, 
compression ratio and regulating parameters on operating in both modes. Tests were conducted in separate 
sessions. 
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Figure 5.  Example of indicated parameters sheet (AVL Indimer 619 measuring system) 

 
Figure 6. Testing schedule 
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3. Discussion of the results and observations 

Design simplicity and technological anachronism of the base engine has not enabled the on-line optimization 
of fuel injection parameters in DIESEL mode. By piston reconstruction, besides the lowering of compression 
ratio, there was also a change in the shape of the combustion chamber. The central nipple has been removed 
and the extrusion area has been reduced. Consequently, there were the following problems in operation of 
the experimental engine in DIESEL mode: 

– cold start was successful only when temperatures exceeded 22 °C, so the cranking was performed in 
OTTO mode, 

– at idle speed regime and at low loads (regimes 7, 9, 11 and 13), intensive white smoke and decrease in 
efficiency were observed, 

– at maximal loads (regimes 2, 8 and 10), diesel strokes were observed  during operation with classic 
fuel. 

Reconstruction of the combustion chamber from the aspect of running of OTTO working process has also 
certain disadvantages: 

– the spark plug is placed at the edge of the chamber, so there was a long path for propagation of flame, 
– spark plugs electrodes were in the cavity with poor ventilation and it worsens the ignition conditions. 

 

These circumstances have led to extended and less 
efficient combustion at lower loads in OTTO mode.  
Large valve overlap (32 °CA) has caused the penetration 
of mixture into the exhaust system in OTTO mode. In 
addition, in conditions of enriched mixture combustion, 
a small quantity of oxygen was detected in the exhaust 
emission. Therefore, it was not possible to apply the 
mixture composition control in closed loop. Another 
consequence was the increased HC emission in OTTO 
mode, especially at idle speed regime. 
An interesting observation was made by analyzing the 

experimental engine pumping losses. Tab. 4 shows the correlation between engine pumping losses and 
engine loads for both operating modes. Lower values were recorded at 1962 rpm and higher at 2687 rpm. 
Already at over 50% of the load, DIESEL mode loses a distinct advantage in this regard. 
There was a high sensitivity of the experimental motor to the regulation of injection advance angle. 

Test results are grouped according to the type of the fuel used. Combinations of the fuel types and injection 
advance angles are designated with certain colours, according to Fig. 6. Tab. 5 presents the achieved results 
of emission and efficiency of the base and experimental engine during working with commercial fuels. The 
reduced value of the compression ratio in the experimental engine has led, among other things, to 
deterioration of efficiency. In OTTO mode, the indicated efficiency was significantly reduced, because the 
engine was running at the edge of detonation with rich mixture and with retarded ignition at high loads. At 
the same time, mechanical losses, caused by low pressure in the cylinder were reduced, so that the effective 
efficiency was at the DIESEL mode level. 

Table 4. Pumping losses of the experimental engine 
 Pumping losses % wi 

Load 
(ESC test) 

DIESEL 
mode 

OTTO 
mode 

0% (idle) 7 86 
25% 14÷21 22÷25 
50% 10÷15 ≈ 14 
75% 8÷11 9÷11 

100% 6÷11 7÷9 
Max. performance / 6÷9 

Table 5. Results of the base and experimental engine when they use commercial fuels 

*The efficiency is not generic ESC test parameter. 
It is calculated using the same methodology. 

Parameters of ESC- test 
Emissions [g·kW-1·h-1] Efficiency* 

Configuration of the test CO HC NOx PM η i ηm ηe 
Base engine, ЕКО-3 fuel 17.106 0.187 8.428 1.726 0.388 0.606 0.235 
Exp. engine, DIESEL-mode, ЕКО-3 fuel 21.429 0.424 8.733 0.202 0.350 0.620 0.217 
Exp. engine, OTTO-mode, BMB-95 gasoline 48.659 0.765 20.920 - 0.341 0.648 0.221 
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In DIESEL mode, emissions of gaseous pollutants were increased, while the PM emissions have been 
severely reduced. Severe mixture enrichment (λ≈0.92) in OTTO mode has led to significant increase of 
gaseous pollutants at high loads, Tab. 5. 
After the analysis of efficiency, emission and parameters of the working processes at each test regimes, 
combinations of  OTTO and DIESEL modes were made based on two criteria. Fig. 7 shows the combination 
of operating modes of the experimental engine according to maximum efficiency criterion. Fig. 8 shows the 
combination of operating modes of the experimental engine according to minimum PM emissions criterion. 
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Figure 7.The combination of operating modes of the 
experimental engine according to maximum efficiency 

criterion (commercial fuels) 

Figure 8. The combination of operating modes of the 
experimental engine according to minimum PM emissions 

criterion (commercial fuels) 

Table 6 presents the results of these optimizations. It is obvious that the optimization according to efficiency 
criterion had not given any significant results, while the optimization according to PM emission has led to its 
drastic reduction. 

In Tab. 7, the obtained results of emission and efficiency of the base and experimental engines are presented 
for engine operation with bio-fuels. Reduced value of the compression ratio at experimental engine has led, 
among other things, to somewhat smaller deterioration of efficiency than with using the commercial fuel. 

 

Table 6.  Results of the experimental engine optimization when it use commercial fuels 

*The efficiency is not original ESC test 
parameter, so it was calculated using the same 
methodology 

Parameters of ESC- test 

Emissions  [g·kW-1·h-1] Efficiency* 

Configuration of the test CO HC NOx PM η i ηm ηe 
Exp. engine  OTTO/DIESEL mode optimum 
efficiency 

16.165 0.502 14.621 0.194 0.356 0.632 0.225 

Exp. engine  OTTO/DIESEL mode for minimum 
PM emissions 

39.998 0.570 14.245 0.034 0.353 0.629 0.222 

Table 7.  Results of the base and experimental engine when they use bio- fuels 
*The efficiency is not original ESC test 
parameter, so it was calculated using the same 
methodology 

Parameters of ESC- test 

Emissions  [g·kW-1·h-1] Efficiency* 

Configuration of the test CO HC NOx PM η i ηm ηe 
Base engine– bio-diesel fuel 14.821 0.298 10.752 0.980 0.398 0.612 0.238 
Exp. eng., DIESEL-mode, bio-diesel fuel 23.880 0.347 8.654 0.054 0.343 0.653 0.224 
Exp. eng., OTTO-mode, bio-ethanol fuel 47.794 0.600 8.762 - 0.352 0.653 0.230 
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In DIESEL mode of experimental engine, CO and HC emissions have increased, while the NOx emission is 
reduced by about 20% and PM emission by more than 90%. The heavier mixture in OTTO mode have led to 
significant increase of CI and HC emissions, while NOx emission was reduced at high loads, Tab. 7 [10].  
After the analysis of efficiency, emission and working process parameters of each regime, combinations of 
OTTO and DIESEL modes were made according to two criteria while working with bio-fuels. Figure 9 
shows the combination of operating modes of the experimental engine according to maximum efficiency 
criterion. Figure 10 shows the combination of operating modes of the experimental engine according to 
minimum PM emissions criterion. 
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Figure 9. The combination of operating modes of the 
experimental engine according to maximum efficiency 

criterion (bio-fuels) 

Figure 10. The combination of operating modes of the 
experimental engine according to minimum PM 

emissions criterion (bio-fuels) 

Table 8 shows the results of these optimizations. Optimization according to efficiency has given similar 
results as in working with commercial fuels, while optimization according to PM emission has led to its 
drastic reduction. 

4. Conclusions 
Modern trends in engine development go in the direction of synthesis of good features of different working 
processes in the IC engine cylinder. 
Experimental engine was made according to old technology and it was compromisingly reconstructed in 
order to obtain multi-processing features. The main drawback is the inability to electronically control the 
parameters of the injection in DIESEL mode. 
Testing methodology was designed in such a way to enable estimation of energy and ecology parameters in 
the whole field of engine operation, as well as to enable a comprehensive analysis by test regimes. 
Application of bio-fuels at experimental OTTO/DIESEL engine provides greater possibilities to optimize 
and force the engine by the power. The lower exhaust emissions, especially PM emissions and better 
economy, compared to using classical fuels, were achieved. 

Table 8. Results of the experimental engine optimization when it uses bio-fuels 
*The efficiency is not original ESC test 
parameter, so it was calculated using the same 
methodology 

Parameters of ESC- test 

Emissionsg·kW-1·h-1 Efficiency* 

Configuration of the test CO HC NOx PM η i ηm ηe 
Exp. engine  OTTO/DIESEL mode optimum 
efficiency 

12.131 0.310 9.968 0.047 0.353 0.640 0.226 

Exp. engine  OTTO/DIESEL mode for minimum 
PM emissions 

33.933 0.435 8.983 0.006 0.343 0.641 0.220 
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Unsatisfactory results obtained in optimization of economy of experimental OTTO/DIESEL engine were the 
consequence of uneconomical operation at low loads in DIESEL mode. The reason for this is the incomplete 
combustion conditioned by poor preparation of mixture. 
Application of measures to increase the temperature of the charge in the moment of fuel injection as with 
EGR and pre-injections may considerably improve the characteristics of the OTTO/DIESEL engine. 
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Abstract: Downsizing represents the only way to achieve the performance, emissions, and – above all – 
the efficiency of internal combustion engines. The biggest largest power is situated in the transport sector: 
up to 15 times bigger of larger than all energy resources in the USA and up to 10 times larger than all 
energy resources in Serbia. The medium term (2025) perspectives for vehicles and fuel use are double. 
Improved engine technologies, optimized combustion and multi fuel systems can improve near- and mid-
term fuel economy for passenger 25-40% and commercial vehicles about 20% by using: 
- Downsizing in combination with turbocharging, this currently represents the main technology trend 
- VCR (variable compression ratio) with flexible Otto/Diesel or Diesel/Otto cycle and HCCI combustion  
- New diversity of fuels: this change will bring about proliferation of engine variants to cater for 
alternative fuels (ethanol blends, biodiesel, propane, compressed natural gas, hydrogen and electricity). 

The paper focuses on the variable compression application from engine investigations on test bench using 
continuously variable compression. 

Keywords: alternative fuels, controlled auto-ignition, internal combustion engines, variable compression 
ratio. 

1. Strategic commitment 
Serious forecasts say that the global flood of motor vehicles is to double, reaching 1.7 billion by 2025 but 
without the likely support of sufficient amounts of fuels energy. 
Forecasts of oil consumption in the US have varied widely. Here is how American presidents perceive their 
role. The USA politicians have, by clear imposition of authority introduced a "political ecology" in the world 
of vehicle claims which do not support basic laws of nature. In fact, American arrogance at the global level 
was humiliated by the economic crisis, which is an example of multiple misuse of the dollar "free trade". In 
analogy, to the political and military transition from the earlier "Cold War" to the present state of "Cold 
Peace", the essential economic revision of global behavior is inevitable. Germany suggests replacement of 
"dollar free market" with new global "fair trade" that rules out hidden slave labor (in the Far East). 
The USA could not restrain spending in transportation, Fig. 1a. In the 2000 presidential election campaign of 
the former candidate Al Gore the program "CAFE" was presented as a dramatic goal in the economy of 
passenger vehicles from 80 mpg. He has later as a "consolation" received half of the Nobel Prize for 
Ecology!? George Bush won those elections by judicial decision, and his team immediately denied CAFÉ`s 
targets. Bush administration has unfolded the so-called "hydrogen" era in the field of vehicles. In personal 
statement, Bush promised Americans that soon be "first American will be born in clean environment." 
Neither was the practice changed later. For example, here is the decision of popular President Barack 
Obama, who has during the ultimate resolution of the American economic crisis (29 July 2011) at midnight 
signed a presidential decision on the fuel economy for vehicles of 54.5 mpg in 2025. That would cut in half 
the oil consumption (with one unstressed symbol for electric drive vehicles!), Fig.1b, 1c. (In addition to the) 
These American visions of vehicles are rarely followed with technically correct optimisms. In our opinion it 
is difficult to any innovation in the field of motor vehicles to be classified as achievable for the short period 
of next of 5 to 10 years [1]. This applies to frequently mentioned hybrid power (IC engines plus electrical 
motors) and also fuel cells. In fact, no essential innovations experienced change overnight. In typical average 
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-for first century industrial era – IC engines stand to longest deadlock in application of over two hundred 
years, Tab. 1.  

 
 

Figure 1a. Transportation fuels- the US outlook and forecast to the  year 2020/35 

  
Figure 1b. President Obama signs the presidential memoranda as Transportation Secretary Ray LaHood and EPA 

Administrator Lisa Jackson look on. Credit: The White House 

 

 
Figure 1c. Fuel economy standard in the year 2018/2025 
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Table 1. Periods of anticipation of the invention by applying 

POWER MACHINES Period expectation (~ year) Max. eff. [%] 
Piston IC engines 1680. – 1889.  ~ 209 45 
Steam engines 1690. – 1769.  ~79 20 
Gas turbine and jet engines 1791. – 1942.  ~150 30 
Fuel cells 1838. – 1965.  ~127 30 
Photo effect 1839. – 1958.  ~119 30 

Successful construction of vehicles with IC engines for more than 150 years development of fully adapted to 
the typical oil and alternative fuels: natural gas, alcohols, biofuels, synthetic fuels and lubricants. Established 
professional teams designed and introduced a series of new models of vehicles for a period of 3 to 5 years. 
The industrial production life is typically 10 years. The market supply of spare parts is the next 10 years. 
Successful models were thus realized by respecting all regulations about reliability, ecology and recycling, 
advanced vehicles achieve a life cycle of up to 20 years for passenger cars and twice as much for commercial 
vehicles.  
Soon it was realized that in the "USA the ecology is easily stained with political goals”. In Europe, the 
meaning of the abbreviations CAFE program changed in the CAFÉ- the Clean Air for Europe. European car 
companies foster inventive and creative thinking. Here we refer primarily to "Opel", which is merging and 
separation of FIAT launched "downsizing" flexible platforms and numerous innovations. Because of it, as a 
trend of further development of piston IC engines mention his "family of downsized" engines and vehicles. 
We could translate these trends with a picturesque antithesis "more out of less." The advanced derived 
engines are lighter and more economical and with more power their raise dynamics of vehicles which with 
such operating aggregates could be rationally designed [5, 6]. 

2. Unnatural characteristics of today’s motor vehicles 
The first industrial revolution began at the moment when the living labour (men and animals) were replaced 
by machines - engines with external combustion (piston steam machinery and steam turbines) and the 
internal combustion engine (internal combustion piston engines, gas turbines, rocket and jet engines). 
According to theoretical studies, the overall effect of IC engine (either Otto or Diesel) can be improved. 
Furthermore, the Otto engines can be improved up to 40% and the best Diesel engines up to 50%. Since the 
Otto engines can be improved up to 40%, and the best diesel engines up to 50%. Efficiency of over 50% is 
achieved only with two-stroke marine diesel engines (around 55%). Fossil fuels (oil, coal and gas) are the 
primary fuels that are not to be replaced in the nearest future. Currently in the World 4 kW to 12 kW per 

capita is used annually, 
depending on the development 
of the country and the continent. 
Approximately 80% of the 
energy comes from fossil fuels, 
10% from nuclear power plants 
(in developed countries), 5% of 
the trees (in non-developing 
countries, with open 
combustion chamber), and the 
rest from hydro and other 
sources. Nuclear power plants 
(NE) are actually steam engines 
that heat the environment with 
more than 70% of power, and 
therefore take the first place 
regarding the production of, 
“greenhouse” gases, same 
magnitude as thermal coal 
power plants, Fig. 2 [2, 3].  

 
Figure 2. The first industrial revolution began and still is based on heat engines 
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The biggest drawback of conventional car engines and piston combustion engines in general, is the very 
narrow working area on the criterion of cost effectiveness, Fig. 3a. Absolute minimum fuel consumption is 
only one point which can be found only with magnifying glass. How vehicles are changing operating modes 
for speed and load to the regimes of low fuel consumption in real terms is very rare, Fig. 3b. For example, 
we analyze the introduction of our most successful export car "Yugo 55", Fig. 3c. The base structure was 
purchased by FIAT and was adapted to American regulations, probably the strictest in the world. Neither did 
FIAT export their models in the United States, nor were they agreed with our export to the United States. 
Besides, our model "Yugo - America" with an engine of 1.1 liters of displacement (1986.) was close to the 
critical American CAFE limits Therefore we had to switch from the carburetor version to fuel injection into 
the intake pipe. If not for anything else then we were then, according to the statements of top experts from 
the company Bosch, first in the world to mass-application of petrol injection in the suction line for each 
cylinder, the engine of the smallest displacement. Thanks to the mutual interest of "Zastava" and "Bosch" 
this action was performed successfully (during two years of intense work) in accordance to the ecological 
and economical requirements of the American market. Domestic engines with such recipes with up to date 
quality of equipment meet the EU 4 and 5 norms.  
 

   
Figure 3a.  Fuel consumption of SI engines and 
transmission with 4 and 5 forward gears ratio 

Figure 3b.  Economical area and multi-stage gearbox 

 
 

Figure 3c. Achievement of performance fuel consumption 
by the transmission ratio 

 

Figure 3d.  Fuel consumption of vehicle “Yugo 55” (40 
kW) examples: 8 L/ 100 km: 

at 20 km/h, 60 km/h and  130 km/h 
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Figure 3e. Ford Focus 1.4 L, model 2000: fuel 

consumption at 50 km/h (L/ 100 km) 
Figure 3f.  Opel  Corsa 1.2  12V, model 2001: fuel 

consumption at 50 km/h (L/ 100 km) 
 
We almost got used to the rule that the fuel consumption in liters per kilometer is so much lower if we drive 
faster, Fig. 3d. By the laws of nature, consumption of each vehicle increases with speed. The curve of 
resistance ranges from 2 kW to 25 kW. For example, passenger vehicles consume 8 liters, with a growth rate 
of speed from 20 km/h to 130 km/h, i.e. over six times, Fig. 3c and 3d:  
8 liters per 100 km at 20 km/h, and power required to move in around 2 kW;  
8 liters per 100 km at 60 km/h when it takes only 5 kW to move;  
8 liters per 100 km at 130 km/h, with resistance to movements at 25 kW! 
It is enough to look at the diagram and see how a change in consumption (in fourth gear) coincides with the 
road resistance at 120 km/h only. In conclusion: only above 120 km/h the law of nature is respected where 
the fuel consumption is proportional to the vehicle speed. 
Now let's read the recorded consumptions in vehicles in the class “economical 2000/1” with reference to the 
gears. Ford Focus uses from 7 to 3.4 L fuel per 100 km, at speed of 50 km/h Fig. 3e, depending on driving 
technique. Opel Corsa uses from 3.4 to 6.1 L per 100 km at speed 50 km/h, Fig. 3f. 
The following illustration, Fig. 4, is practically an identical example of absurdity of modern "highway 
cruiser" at 48 tons. Actual towing trains consume on a flat road almost constant fuel quantity (40 liters per 
100 kilometers) in a range of speeds from 20 to 80 kilometers per hour! The fuel consumption can decrease 
to zero if the truck is going down a 2% grade at 80 km/h. 
 

 

FUEL CONSUMPTION 
1.- 40 L/100 km at 
speeds of 20 to 80 km/h 
on a level road 
2.-80 L/100 km at speeds 
of 20 to 50 km/h at grade 
2%  
3.- 140 L/100 km at 
speeds of 20 to 30 km/h 
at grade 4%  
4.- 200 L/ 100 km at a 
speed of 20 km/h at 
grade 6% 
 

Figure 4. Fuel consumption of 48 t truck at constant speed on a horizontal path and the rise of grade 

According to the factory commercials, the top serial European as regards cost effectiveness that were 
produced in the first decade of 2000 are shown in Tab. 2. In order to find the curve for the fuel consumption 
in first gear, any vehicle, luck is needed, like winning a lottery. How to achieve cost-effective transport, Fig. 
5: by expanding the field of minimal fuel consumption VCR motors and by drive at a steady speed in 
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vehicles with VCR engines! Variable compression systems (VCR) provide additional control of combustion 
and performance of minimal fuel consumption around the working surfaces of the vehicle. 
 
Table 2. Characteristic of vehicles 

Vehicles Power Fuel consumption, [L/100 km] CО2 Noise V маx 
kW ЕСЕ MVEG 1/3 mix g/km dB(А) km/h 

Lupo 45 3.6 2.7 3 81 71 165 
Corsa 40 7.4 4.6 5.6 135 71 150 
Smart 33 5.8 4.2 4.8 115 73 135 
МB-160CDI 44 5.6 3.9 4.5 119 69 155 

 

  
Figure 5.  VCR engine extends the economic area Figure 6. Shift of operating points during downsizing 

 
The basic idea of downsizing is to reduce parasitic losses and to further make the engine operating at speed-
load points with higher thermal efficiencies. This principle can clearly be derived from a fuel consumption 
map as shown Fig. 6 fuel consumption decreases with decreasing engine speed and increasing engine load 
(bmep – brake mean effective pressure) [6]. 
Just as an example it is shown that when operating the engine at BMEP = 2.86 bar instead of at BMEP = 
2,00 bar at the same speed of 2000 rpm, to reflect a displacement decrease from 1.8 L to 1.4 L, fuel 
consumption can be decreased by 14.7 %. But, this comparison does not allow assessing correctly the 
potential of downsizing because of the following simplifications:  

– for both engines/displacements the same fuel consumption map is used, and 
– the same gear ratio is assumed. 

Downsizing in combination with turbocharging currently represents the main technology trend for meeting 
the advantages of low consumption and low emissions with IC engines. Table 3 shows comparison of 
previous and new production engines designed for motor vehicles. 
Table 3. The both gasoline (SI-Otto) and diesel (CI-Diesel) engines provide considerable opportunities for 
progress in performance, fuel economy and emissions 

ENGINE Type CR Power, [kW/L] Torque, [Nm/L] 
Naturally 
aspirated 

Otto 10 – 13 65 100 
Diesel 14 – 18 45 120 

Turbo Otto 9 – 11 75 150 
Diesel 14 – 16 100 200 

Downsizing Otto/Diesel 7 - 12 > 100 > 200 

 
In road transportation: ecological, safe and economical transportation corresponds to horizontal, flat and 
straight roads. For example, at the entrance to Belgrade the tunnel from Bubanj Potok till turnpike for 
“Lasta” would be economically paid of fully and promptly and ecologically justified permanently. 
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3. Engines with continuously variable compression ratio 
By searching world literature, we came across the list of over 1,000 patents on reciprocating piston engines 
with variable compression ratio, Fig.7a and 7b. They make a good start to sketch ideas, and only deliberate 
engineering operations get engines for vehicles. 
 

 
 

 
 
 
 

 

Figure 7a. Variants of Variable Compression Ratio 

 

Figure 7b. Characteristics of variants Variable Compression Ratio  
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Figure 8a.  The “A-twin” is an internal combustion 

engine, 2 or 4 strokes 
Figure 8b. Photo of parts of the experimental engine 

 
 

 

 

Figure 8c. The experimental CVCR-Continuously 
variable compression ratio  engine 

Figure 8d. Emission NOx and specific fuel consumption 

 
The initial inspiration for a dozen of our patents [4] came from Yugoslav patents of V. Pejčic [9] from 1932 
and Russian author Kušulj for four-stroke engines [6], and were followed by the two stroke engines with two 
pistons in one cylinder (produced by the "Tomos" company from Koper, after a “Steyer” patent). Over the 
longer period of analyzing, we have patented numerous versions of the two-stroke and four-stroke "A" 
engines with continuously variable compression ratio. The crankshafts are synchronized by gearing (or 
others ways as electric, hydraulic and else combinations). Our 2x4-cylinder "A" engine has cylinders paired 
into letter "A" so we called it A-TWIN, Fig. 8a and b [7, 11 and 12]. 
The point is in continuously variable compression ratio (10 to 15) for either Otto or Diesel cycle. The 
ultimate solution is an Otto/Diesel engine. In this way our engine runs with continuously variable 
compression ratio under the regime of minimum fuel consumption. In such engines, variations of the intake 
pipes and separation schemes make no sense. We prefer variable mechanisms because they enable energetic 
and ecological optimization of fuel and future use of a single fuel in various fields with rational dosing of 
chosen additives. Engines with variable compression ratio (CVCR) and excellent software support can be 
modified according to any oil and alternative fuels. From one cylinder Diesel engine LDA 450, production 
DMB in Belgrade, we designed experimental engine and examined for years engines with either fixed or 

 
 

BSFC 

g/kWh 
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variable compression ratio, different types of standard and non-standard liquid and gaseous fuels, Fig. 8c. 
For each work mode, based on criterion of minimum fuel consumption, corresponds strictly to given 
compression ratio. The same applies to emissions, noise, vibration, and other engine sizes, but also the 
classical and alternative fuels, or their mixtures, Fig. 8d [12, 13, 14, 15].  
In research labs all the global car manufacturers are working on similar projects in order to reduce fuel 
consumption. Daimler AG has registered the patent number DE 102010045895 A1 with title: Electronic 
device for controlling combustion process variables of reciprocating piston engine, has crankshaft with crank 
pin, at which lever element is mounted, where lever element is connected with corresponding connecting 
rod, Fig. 9. The electronic device has a crankshaft (2) with a crank pin (4), at which a lever element (5) is 
mounted, where the lever element is connected with a corresponding connecting rod (7). A controller (14) is 
communicatively connected with another controller (15). The former controller has multiple basic functions 
(FB) for operating a reciprocating piston engine. An independent claim is also included for a method for 
controlling the combustion process variables of a reciprocating piston engine [16].   
The Mercedes F700 concept car hints at a new range of design sedan with great vehicle strength with the 
lowest fuel consumption. The concept presented at the Frankfurt Motor Show (IAA 2007) was followed by 
mixed reactions about styling, but with the greatest interest the new engine technology, Fig. 10. 

 
Figure 9.  Patent CVCR-Continuously variable 
compression ratio  engine 

 
Figure 10. Mercedes-Benz presents the future of the gasoline 
engine: DiesOtto – Gasoline engine with diesel genes: The 
performance of a gasoline engine, the high torque and fuel 
economy of a state-of-the-art diesel together with extremely clean 
emissions. Mercedes-Benz has combined all the advantages of both 
engine types in its DiesOtto powertrain 

 
The concept DIESOTTO contains all the expectations of future sophisticated internal combustion engines: 
direct injection into the cylinders and over-boost. So, for example, the engine in the F700 of 1.8 liters has 
operational characteristics as today's engines class 3.5-liter V-6 petrol engine or a 3.0-liter V-6 turbo diesel 
engines. The Mercedes DIESOTTO is an experimental engine that combines the advantages of diesel and 
Otto principle workflows. Only the name is a compound derived by merging the names of Diesel and Otto. 
The first part of the name comes from the German engineer Rudolf Diesel on whose patents have their name 
all Diesel engines. From him there is a scientific statement that neither before nor after him there will be no 
similar patent! The name of Nicholas Otto is recognized only to the "initiated production engine with a 
foreign source of ignition." The fact that he patented, built and tested the engine in 1876 with "foreign source 
of ignition," but his patent in Germany was rejected by the court on the grounds of "the under-known theory 
of power" (!?). These engines are in Germany called Otto. Spark-ignition engine and all other countries 
differently: to fuel (gasoline), ignition mode (with spark plug) or the weirdest in France as "explosive"! 
Specifics of the structural performance of Mercedes' F700 prototype vehicles DIESOTTO engine are:  

DE 102010045895 A1 
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– Auto-ignition homogeneous mixture (English labels: HCCI- Homogeneous Charge Compression 
Ignition, CAI - Controlled Auto Ignition);  

– variable compression ratio;  
– direct injection of fuel into the cylinders;  
– variable valve train schedule;  
– Turbo-compressor over-boost with varying gas flow.  

At idle and low engine loads DIESOTTO works on the principle of self-ignition Diesel is not a homogenous 
mixture of fuel and air. In Dynamic mode, and full throttle the engine goes to the ignition of homogeneous 
mixture of fuel and air (HCCI). Thanks to the work of the homogeneous mixture obtained by two features: 
low fuel consumption and low emissions of nitrogen oxides. Because Diesel / petrol engine with complete 
catalytic treatment of exhaust gases already meet future environmental standards Euro 6. 

The main products of the future will be a 
refined feedstock, a portion of the 
combustion as a fuel in transportation 
application would be defined by the 
parameters of the energy, primarily 
thermal power. For example, smart 
vehicles will be able to identify the 
characteristics of the fuel and adjust the 
motor parameters for driving with 
minimum fuel consumption. All other 
parameters of the fuel can be respected 
and agreed with engines that have 
automatic variable compression ratios.  
Figure 11 shows a possible CR map for a 
continuously working VCR system (left) 
and for the two-step VCR system using a 
minimum CR of 8 and a maximum CR of 
12 (right). The transition from 12 to 8 was 

defined for minimum fuel consumption during part load and offers operation with beneficial high 
compression ratio over the entire NEDC (New European Driving Cycle) [17,18]. 
It can be seen that using current downsizing concepts with longer gear ratios the engine speed can be kept 
below 2000 rpm across almost the entire test cycle. The de-throttling effect due to displacement reduction is 
complemented with lowered parasitic friction losses by the down-speeding. The NEDC fuel consumption 
simulation shows an advantage for the two-stage VCR system in comparison to the base engine with a 9.6 
CR of about 6 %, Fig. 12) [17,18].  

The adjustment of the CR 
range results in changes 
regarding the transition 
function in the engine map. 
With an increased maximum 
CR the knock limit is reached 
at lower part load. With an 
increase in minimum CR an 
efficiency benefit can be 
achieved in the areas not 
relevant to knocking. 
However, at full load the 
increased minimum CR leads 
to a reduced achievable BMEP 
level due to knock limitation. 
The potential fuel consumption 

 
Figure 11. Possible CR map with a continuousand a two-stage VCR 

system [18] 

 
Figure 12. CO2 Potential of the two-stage VCR system in NEDC and WLTP [18] 
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improvement in the WLTP (Worldwide harmonized Light vehicles Test Procedures) requiring higher engine 
loads is still at 5%. For both cycles the combination of 8/13 has the greatest fuel consumption benefit. This is 
caused by the higher loads during the WLTP; a switch-over to the lower CR is required. Therefore the 
selection of the maximum CR regarding the fuel consumption result has a greater impact on the WLTP than 
on the NEDC.  
Overall, it can be stated that for the two-step VCR system there is a low sensitivity regarding the selection of 
the compression ratio range as well as the influence of the driving profile [17-22]. 

4. Closing remarks 
The largest contributions to ecological extension of life on our planet are rational, cost-saving technologies 
and products in the engagement gifts of nature. The only way to extend the life and well-being on all 
continents has unlimited growth of human creativity.  
Much of our engine design today is driven by environmental considerations, fuel economy, emissions and 
resource use. Turbocharging will continue to be the primary choice for piston internal combustion engines. 
The original idea for the multi process Otto/Diesel or Diesel/Otto engine is the engine with an automatic, 
variable compression ratio, which provides minimum fuel consumption throughout the operating range of 
motor vehicles, and it can be made to work with all types of fuel available. Only such a powertrain for 
vehicles of the middle class can guarantee fuel consumption of "3 L/100 km = 80 mpg" at the speed of 90 
km/h and emissions per Euro 6.  
Today's refineries have their own energy consumption from 10% to 15% of the total quantity of processed 
oil, depending on what type of fuel products. Therefore, the transport, and energy sectors in particular, must 
be changed by introducing new refining technology, designed to reduce their own consumption and to 
provide energy and environmental quality fuels for new engine concepts of the type Otto/Diesel or 
Diesel/Otto. 
In order to achieve reduced fuel consumption it is important that the displacement of the turbo engines is 
significantly lower than that of the naturally aspirated engines. A downsizing factor of at least 1,3 seems to 
be required in order to get a significant area in the fuel consumption map where fuel consumption of the 
turbo engine is lower than that of the NA engine. Further improvements have to be accomplished by shifting 
operating points to higher loads by applying longer overall gear ratios. 
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Abstract: Compressed Natural Gas (CNG) as an alternative fuel has many advantages: lower cost, more 
complete combustion, lower emissions, lower noise and longer engine life. CNG technology has been 
developed for decades and now is available for commercial use in motor vehicles. Natural gas causing 
about 25% lower CO2 emissions compared to the same amount of energy diesel fuel, due to the lower 
carbon content (H/C = 4), and thus contributes significantly to reducing global warming. This enables bus 
body builders to make natural gas buses comply with the challenging and voluntary Enhanced 
Environment friendly Vehicle (EEV) emission standard, without using extensive filter technology and 
expensive additives. 

This paper analyzes the technical features of a city bus powered with compressed natural gas, as well as 
environmental, economic and security aspects of these buses for passenger transport in major cities. In the 
paper, also is presented the solutions for the reconstruction of diesel powered local bus into dedicated 
natural gas vehicle. 

Keywords: CNG Cylinder, Emission, Natural gas buses, Logistics. 

1. Introduction 
There are already more than 22 million natural gas vehicles (NGVʼs) worldwide (1.76 million in Europe). In 
the last five years, sales of cars powered by natural gas have tripled in Europe, while they have increased six-
fold in Spain in the same period. Between 2009 and 2014 in Italy there was an increase of 31% in the 
number of NGVʼs (15% in Germany). Also, CNG buses and trucks have a significant role in the continent: 
they consume 73.5% of methane applied to vehicles, while in the rest of the world the average is 40.5% [1]. 
Figure 1 shows the predictions of the Landscape Power trains in the future [2].  

 
 Figure 1.  Landscape Power trains and Natural Gas rate [2] 

Transit buses are one of the most cost−effective forms of mass transit, and the foundation of public 
transportation in the developing world. Diesel engines have been the traditional power source for public 
buses and heavy trucks due to their durability, robustness, reliability, high fuel efficiency and high torque. 
Because transit buses operate in heavily congested areas under stop and-go traffic patterns, continuous 
acceleration and deceleration increases the production of particulate matter (PM), typical of high load during 
vehicle acceleration periods. Critical public health situations related to exposure to high concentrations of 
exhaust emission and legislation, have pushed local authorities to take actions favoring low−emitting 
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vehicles and in some extreme cases, banning the use of vintage diesel buses. As example, Euro VI emission 
for heavy duty (HD) vehicles was introduced in January 2014. The new limit for heavy duty vehicles for 
Nitrogen oxides (NOx) is 0.4 g∙kWh−1. For PM new limit is 0.01 g∙kWh−1. Both values represent a reduction 
of 80% and 50% in comparison with earlier Euro V regulation, respectively [3]. 

2. The technology for CNG fueled buses 
At the Mercedes-Benz bus plant in Mannheim, series production of low-floor urban line service buses begins 
in mid-1994. The gaseous emissions of the M 447 hG engine – based on the proven OM 447 h six−cylinder 
diesel engine, redeveloped for natural gas combustion and fitted with a three-way catalytic converter with 
closed−loop lambda control – are more than 50% lower than the EU exhaust emissions limits which apply as 
of 1st October 1996 (Euro 2) [4].  
Today, the new M936G natural gas engine model exists first in the new Mercedes−Benz Econic truck with 
Euro VI which is designed especially for the needs of municipal utilities. The theoretical CO2 advantage of 
the fuel natural gas over diesel of 25 % was realized. The complete system of engine and exhaust 
after−treatment is robust and favorable in terms operating costs. Therefore, a lambda−1 concept was 
combined with exhaust gas recirculation (EGR) which allows for the use of three-way catalyst (TWC) and 
best efficiencies. Additionally the noise level over the complete operating map stays below the diesel engine 
[5]. 
MAN Truck & Bus has many years of experience when it comes to natural gas buses: as early as 1972, MAN 
buses fitted with natural gas engines transported athletes and visitors at the Olympic Games to venues in 
Munich and the surrounding area. Twenty years on, the MAN SL 202 with CNG drive premiered and in 
2003, MAN delivered the first natural gas buses with EEV technology to its customers. Meanwhile, MAN 
has hundred over in excess of 5,000 natural gas buses and bus chassis featuring natural gas engine [6].  
Regarding to the combustion process, CNG engine can be characterized as stoichiometric or lean-burn. 
Lean-burn HD engines became popular during the first generation of CNG engines due to their higher fuel 
efficiency and lower heat rejection compared to stoichiometric engines (lambda−1). Lean-burn CNG engines 
provide comparable power and torque as compared to conventional diesel engines. The engine-out emission 
levels from a lean−burn CNG engine without any after treatment system are low enough to outperform a 
conventional diesel engine in terms of PM and NOx.  
For achieving the US2010, Euro V and VI emission limits for HD engines, manufacturers explored the 
possibility of combining stoichiometric combustion with a TWC. The main problem of stoichiometric 
combustion for HD applications is the high in−cylinder gas temperatures during combustion, which leads to 
high production of NOx and the excessive amount of heat that must be removed. In addition to higher 
thermal stress, lower brake efficiency is expected due to the required low compression ratio. 
In the Republic of Serbia take in mind the experience of leading manufacturers of buses, the design 
engineers in domestics Production Company from Kragujevac city have successfully implemented a 
prototype of fully low floor city bus with CNG drive on the originally produced chassis. With this unique 
ECO–bus, were transported competitors at the 25th Universiade Belgrade 2009 [7]. 
The prototype bus is implemented with the original gas engine with C Gas Plus lean-burn technology, 
according to Euro IV emissions legislations. The serial production continued with the package contains the 
Cummins Westport Inc. (CWI) 2007 ISL G spark ignited, natural gas engine. These engines are designed to 
meet the proposed 2010 U.S. Environmental Protection Agency (EPA) and California Air Resources Board 
(CARB) emission standards at launch in mid-2007 [7,8]. 
The 8.9 L 2007 ISL G engines will use stoichiometric combustion with Cooled Exhaust Gas Recirculation 
(CEGR) technology to enable a three way catalyst after treatment method, leveraging Cummins proven EGR 
technology to create a high−performance natural gas engine. The use of cooled EGR (in place of large 
amounts of excess air used in lean burn technology) lowers combustion temperatures and knock tendency. 
Use stoichiometric combustion with CEGR technology also improves power density and fuel economy 
compared to lean and alone stoichiometric technologies. Compared to previous CWI lean burn natural gas 
engines, ISL G torque at low speed is improved over 30% and fuel economy is improved by up to 5% [8]. 
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It is clean that CNG engines present an attractive alternative to diesel engines for urban buses because they 
have been shown to offer lower PM and NOx emissions in terms of grams per distance traveled and in terms 
of grams per unit energy produced.  
According to previous experiences we are also started new project for production of articulated low floor city 
buses, powered by CNG engine MAN in combinations with the automatic gearbox Voith. MAN natural gas 
engine are just as powerful as their diesel counterparts: a powerful drive, dynamic acceleration and superior 
driving. With its innovative catalytic converter technology, emission values are far below Euro V and EEV 
standards, Fig. 2. MAN CNG technology represents CO2 – neutral series technology when operated with 
biogas. The MAN E28 series (E2876 LUH03) horizontal six cylinder natural gas engines are fitted with 
turbochargers, intercoolers and TWC converters [6]. 

 
Figure 2. MAN diesel and CNG Engine Exhaust Emissions by Comparison [6] 

3. The instruction for buses safety projecting and servicing 
Before discussing the design features that are recommended for CNG buses, it is important to understand 
what makes this fuel different from gasoline or diesel. The items below summarize the basic differences 
between the properties of gaseous and liquid fuels that influence the chassis design changes: 

– Natural gas is lighter-than-air and in gaseous form at atmospheric conditions. This property allows this 
fuel to quickly rise and disperse in the unlikely event of a leak. Although lighter-than-air fuels have 
safety advantages, roofs and ceilings of these facilities must be designed without any unventilated 
"pockets" in the ceiling space that could trap gas. Liquid fuels such as gasoline and diesel will form a 
pool of liquid with a vapor layer above. Liquid fuels remain in a concentrated form after a leak, 
causing on-going safety and environmental concerns. 

– Natural Gas has a very selective and narrow range of flammability—that is, the mixture of gas in air 
that will support combustion (between 5% and 15% natural gas in air by volume—ratios outside of 
this range will not support combustion). In other words, with less than 5% Natural Gas in air the 
mixture is too lean and will not burn, and with greater than 15%, the mixture is too rich and will not 
burn. Maintenance facilities must be designed to quickly and automatically remove the risk caused by 
a leak, using ventilation to dilute then exhaust any leaked gas. As indicated above, liquid fuel leaks 
will pool and therefore will remain in flammable or explosive mixtures until the leak is manually 
contained and cleaned up [9]. 

– CNG and Hydrogen (H2) both have an ignition temperature of around 480 to 650 °C, whereas 
Gasoline is approximately 260 °C to 430 °C and diesel is less than 260 °C. This relatively high 
ignition temperature for CNG and H2 is an additional safety feature of these fuels. To ensure a safe 
environment in the maintenance garage, the surface temperature of equipment that could contact a gas 
leak is usually limited to 400 °C [9].  

According to previous descriptions, ventilation systems in the garages for CNG fueled buses must be 
designed that typically provides between 5 and 6 Air Changes per Hour (ACH) (the requirement is for 425 
L∙min−1 per 1∙m2 of ventilated area). The conclusion is that this is no additional airflow requirement and cost, 
according to existing diesel facilities designed for a baseline ventilation rate of 4 to 6 ACH [9]. 
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Figure 3 shows the parts of the CNG fuel line from gas cylinders trade mark DTK to the engine, applied to 
domestic bus MB−S. All parts of the installations are designed according to regulation UN ECE R 110 and 
the same labels are marked on the material. 
On the bus roof is mounted Gas Rack with four cylinders mark DTK "V294", with a total water capacity of 
1.176 L. The weight of one tank was about 92.4 kg (0.308 kg∙L−1). The composite DyneCell® cylinders are 
particularly lightweight cylinders for the storage of CNG. They consist of a thin-walled, seamless aluminium 
internal vessel whose entire surface is wrapped with a high−strength carbon fiber reinforcement (Type 
CNG−3, fully wrapped metal liner, according to ECE R 110 and ISO 11439) [2,10]. 

 
Figure 3. The design of CNG line applied on the bus MB-S [7]  

By using cylinders type CNG−3, achieved the better bus performances in accordance with lower weight and 
has up to 8 seats more for passengers. Also the consequences are the lower number of failures and regular 
vehicle services, the friction on the wheels of the front axle is less for about 30%, and gas consumptions is 
lower for about 0.5 to 1∙kg/(100 km). As a comparison, for the same driving radius with one CNG filling, if 
used gas cylinders type CNG−2, bus had about 40% more weight [2]. 
In the MB−S bus used CNG tanks have been tested under a pressure of 30 MPa and for fire protection all 
cylinders fitted with Pressure Relief Devices (PRD). Cylinders are equipped with electric shut−off valves to 
stop and open the CNG flow in fuel line. In the valve is integrated thermal switch that quickly respond to 
increasing temperatures. That is so called Temperature triggered Pressure Relief Device (TPRD) [2,7,10].  
According to requirements for vehicles of categories M3 and N3, (resistance to destruction of the roof 
structure during deceleration of (6.6∙g) in the longitudinal and (5∙g) in transverse direction), we calculated 
and accepted the mounting of CNG cylinders assembly to carry through the auxiliary "U" profiles, Fig. 4 
[10,11]. 

 
Figure 4. CNG Cylinders Rack position on the bus roof [11] 

The mounted cylinders consist of an aluminium liner which is fully wrapped with a carbon fiber and epoxy 
reinforced laminate, Fig. 5. This material is selected for the following reasons and benefits [2]: 

− No permeation: Taking into consideration the zero emission discussion, the absolute impermeability to 
gas of the aluminium core is a particular advantage in other words; no gas can permeate through the 
aluminium wall of the liner 
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− High impact resistance: The aluminium liner guarantees high impact resistance, as the aluminium 
structure stabilizes the carbon−fiber reinforcement in case of impact, which means that the fibers are 
neither dented nor broken. Protection in the form of polyurethane caps is not necessary 

− Very light weight: As a result of the thin−walled design of the aluminium liner and the extreme 
strength of the carbon fibers, it is possible to achieve an exceptionally low weight/volume ratio of 
approx. 0.4 kg∙L−1 for 250 bar applications. This leads to a very high storage density related to the 
external geometrical volume of the cylinders  

− Easy mounting: The neck of the aluminium core can be manufactured so that various lengths are 
possible. This means that a neck mounting can be provided which enables the cylinder to be installed 
in the vehicle easier and cheaper 

− Fast filling: Further benefits of the aluminium liner include the high heat−conductivity of the 
aluminium, which means that heat can be dispersed much faster than it is the case with fully wrapped 
plastic cylinders, especially during rapid filling, when a very high gas temperature occurs. These 
results in a considerably higher filling level, in other words the mass of gas and therefore the range of 
the vehicle are greater. 

The nominal service pressure is 20 MPa at an ambient temperature of 15 °C. Settled temperatures of gases in 
cylinders may vary from −40 °C to a high of 65 °C. The temperature of the cylinder materials may vary from 
−40 °C to 85 °C [2]. 

 
Figure 5. The Benefits of the Dynecell® cylinders DTK [2] 

The cylinders have a maximum Service Life of 15 to 20 years from the final manufacturing inspection date, 
depending on the number of filling cycles per year specified in the relevant standard for the country where 
the cylinder is operated. When the Service Life is reached, the cylinders must be removed from using. If 
cylinders are filled more than (1000 x Service Life in years) before the expiration date is reached the 
cylinders must also be removed from using [2]. 
Cylinders require an external re−inspection for defects in the composite wrap at certain intervals after 
installation or upon reinstallation. Inspection shall always be in accordance with the relevant standards and 
regulations of the country where the cylinder is operated. According to ECE R110 Rev. 1, for natural gas 
cylinders this inspection shall be performed at least every 48 months after the date the vehicle enters into 
service [2,10]. Inspection shall be in accordance with procedures outlined in ISO 19078, and/or also 
according to the relevant national standard of the country where the cylinder is operated.  

4. Gas market supply and CNG buses filling 
Today almost 85 countries from all five continents use NGVʼs. There are more than 26 thousand filling 
stations spread throughout 2,900 cities worldwide (4 thousand in Europe). In the Republic of Serbia in this 
moment exist only 10 CNG filling stations and 878 NGVʼs (58 buses and 28 trucks) [1].  
In typical NGV/CNG refueling stations, owners do not have to rely on the arrival of trucks for the fuel 
supply since it is constantly provided by the pipeline. It is possible for some users to refill their NGV/CNG 
cars at home because there are dispensers that take natural gas directly from the domestic distribution 
network.  
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The security of the CNG supply is very important requirement to continue the introductions of NGVʼs in city 
transport in the Serbian cities. The South Stream project is aimed at strengthening the European energy 
security. The new gas pipeline system meeting the latest environmental and engineering requirements will 
significantly raise the energy supply security of the entire European continent, too.  
According to previous, to secure natural gas supply to the transporters and another, like the bridge before gas 
networking (applicable for any territories), is better to use the Containers for CNG Bulk transport with 
semitrailers, Fig. 6 [2]. The use of mobile natural gas pipelines on trucks or trailers makes NGV/CNG 
available where there are no physical pipelines either because of long distances or because of the scale of the 
demand. 

     
Figure 6. The 250 bar Modules with Cylinders DTK for CNG Bulk Transport [2] 

Analyzed DTK Containers for Gas Transport are approved according to ADR as MEGC, with main 
characteristics listed below [2]: 

− Extremely High Storage Capacity due to Light-Weight Composite Cylinders 
− Low Weight, Less Wear and Friction and Lower Costs for Maintenance and Repair 
− Handling by Crane or Forklift 
− Lifetime up to 40 years 
− Standard 250 bar Service Pressure 
− Vertical or Horizontal Assembly with Neck or Belly Mounting. 

The comparison between composite type CNG−3 cylinders DTK and steel cylinders with dimensions and 
filling characteristics−capacities, are presented in Tab. 1 [2]. 
Table 1. ISO 20 ft and 40 ft Container Options DTK [2] 

CYLINDERS 
Composite Type-3  

20 ft Container 
 250 bar 

Composite Type-3  
40 ft Container 

 250 bar 

Jumbo Vessels 
40 ft Semitrailer  
250 bar 250 bar 

A. Cylinder Material AL 6061 liner + 
Carbon Fiber in Epoxy Resin Steel 34CrMo4 

Standard TPED / ADR 
Number of Cylinders 76 152 9 
Outside diameter 406 mm 559 mm 
Cylinder capacity 234 L 2,358 L 
Cylinder Weight 84 kg 2,660 kg 
Test pressure 375 bar 300 bar 
Total cylinder volume 17,784 L 35,568 L 21,400 L 

B. Weights    
Total cylinder weight 6,384 kg 12,768 kg 23,940 kg 
Total CNG, kg * 4,222 8,444 4,471 
Total CNG weight/Total Cylinder  
Weight Full 0.66 0.66 0.18 

*depending on actual density of CNG used and filling conditions! 

TPED −Transportable Pressure Equipment Directive, ADR − European Agreement concerning the International 
Carriage of Dangerous Goods by Road 
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4. Cost analysis – Example Kragujevac city 
Public transport in Kragujevac city operates with 50 buses and average 280 km/ (per day), every 315 working days per 
year. Taking into account all parameters, we obtain the following conclusions about a year operation with 50 buses 
operated on diesel fuel and CNG, Tab. 2 [7]: 

Table 2. Cost analysis (city bus with diesel or CNG propulsion system) 

 Diesel CNG Saving 

Fuel prices in RS 
1.2 €/(L) 0.45 €/(kg*)  

0.75 €/(kg**) 
 

Average fuel consumption 40 L/(100 km) 
measured 

33 kg/(100 km) 
measured 

 

Fuel consumption per year 1,764,000 L 1,455,300 kg  

Fuel cost per year 2,116,800 € 
Saving 50% 

645,885 €* 
1,091,475 €** 

1,470,915 €* 
1,025,325 €** 

*The case with proper filling station, **the case with public filling station 

Investments for replacing diesel engine with new power pack: CNG engine, gearbox and CNG system on the bus are 
about 55,000 €/(bus). The new Euro VI CNG bus costs 180,000 €/(bus). Costs for CNG filling station, with capacity of 
1,800 m3∙h−1 (including two compressors), and additional infrastructure are about 450,000 € (Profitable for one year). 
Return of total investments are for 3−4 years. 

5. Conclusions 
There are already more than 22 million natural gas vehicles (NGVʼs) worldwide. In the last five years, 
sales of cars powered by natural gas have tripled in Europe. 
When deciding to introduce CNG buses, one must evaluate the appropriate CNG engine technology. To 
achieve US2010 or Euro VI emissions performance stoichiometric CNG engines with TWC is required. If 
use CNG drive, the emissions of PM and NOx, can be reduced up to 70% and 30% respectively, when 
compared to conventional diesel buses without after treatment. 
By installing the CNG Cylinders and rest CNG fuel equipment on the bus according to UN ECE 
Regulation No. 110, was achieved great progress from the aspect of vehicle safety in traffic. 
The introduction or expansion of NGVʼs will require investment in natural gas fueling infrastructure.  
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Abstract: The thermal conditions inside a cabin must be related to thermal sensation of the occupant(s). 
In this paper are presented parameters of the numerical model that will give acceptable thermal behaviour 
of the simplified human body in the form of virtual thermal manikin under both forced and natural 
convection. The virtual thermal manikin presented in this paper is to be used in the comparative 
evaluation of the cabin ventilation and air-condition system performance. The comparison of the 
simulation with experimental results obtained on physical thermal manikins showed good agreement. The 
equivalent temperature as the evaluation criteria of thermal conditions was extended by determining the 
deviation of the relative difference of the segmental equivalent temperatures from the neutral values. In 
this way it was possible to compare the conditions with the equal equivalent temperatures of the whole 
body and additionally quantify the occurrence of local thermal discomfort. 

Keywords: cabin, computational fluid dynamics, human thermal model, vehicle, virtual thermal manikin 

1. Introduction 
Efficient cooling of the cabin is a one of the prerequisites for reducing the additional losses in power and 
increasing the efficiency and competitiveness of the lower category farm tractors [1], [2]. The basic principle 
is that it is necessary to cool the operator first not the cabin. Research in this field has been published by 
Janssen [3], Currle and Maue [4], Ružić [5], [6], [7] and Ružić et al. [8], [9], [10]. Uncomfortable conditions 
decrease operator’s ability to control the tractor and therefore indirectly influence productivity and safety. 
Due to specific design of farm tractor cabin unfavourable thermal conditions can occur in summer as well as 
winter period. In order to analyze thermal conditions in any kind of cabin it is necessary to study the 
processes influencing human’s thermal sensations. Beside laboratory and experimental field research of 
microclimate conditions inside a vehicle cabin, the application of Computational Fluid Dynamics (CFD) 
with experimental validation of a numeric model and combined with a numerical model of a human thermal 
regulation today provides wide possibilities. 
In numerical investigation of thermal conditions in a cabin, some kind of virtual human body needs to be 
used. A model of the human body that is geometrically and thermally appropriate is called computer 
simulated person (CSP). When the geometric shape and/or thermoregulation of the CSP are simplified, it is 
more appropriate to call this model a virtual thermal manikin (VTM). The human virtual models that were 
considered in development of the virtual thermal manikin described in this paper (hereinafter VTM) are 
those described by Tanabe et al. [11], Sorensen and Voigt [12], Nilsson [13], Nilsson et al. [14], Martinho et 
al. [15], Zhu et al. [16], Voelker and Kornadt [17], Kilic and Sevlingen [18], [19]. As can be noted from the 
results published in [16], a complex model of the human body thermoregulation system does not guarantee 
the absence of discrepancies between experimental and numerical results.  
The thermal conditions inside a cabin must be related to thermal sensation of the tractor operator. For this 
purpose, various thermal sensation indices were developed. One of them is equivalent temperature proposed 
for evaluation of the thermal environment in vehicles. The determination of equivalent temperature is 
defined by the standard ISO 14505-2 [20]. 
In this paper are presented the main parameters of the numerical model that will give acceptable thermal 
behaviour of the simplified human body under both forced and natural convection. For validation purposes, 
comparison with published results from two sets of experimental results obtained on physical manikins under 
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different conditions were used. The main problem that comes up in modelling of VTM is to obtain accuracy 
of simulated results on all body segments in a certain range of air velocities, due to complex geometry of the 
human body and combination of heat transfer processes between the body and surroundings. In addition, it is 
very important that the numerical model can cover both natural and forced flow and that the body position 
can be easily adapted to the different types of cabins.  

2. The virtual thermal manikin (VTM) description 
The main components of the virtual thermal manikin are the geometrical model, the numerical model which 
defines its thermodynamic and fluid dynamic interaction with surroundings and the thermal sensation model 
which is used for evaluation of thermal environment. 

2.1 The VTM geometry 
The CAD model of the VTM body is a simplified humanoid in the sitting posture. The manikin’s body is 
symmetric, with its posture defined by characteristic points in places where the main body joints are (hips, 
shoulders, neck, elbows etc), figure 1. Main body dimensions are adopted from CATIA database for 50th 
percentile European male, and the body is divided into 18 segments, figure 1. The area of body surface is 
compared to the areas of the selected physical manikins in table 1. 

 
Figure 1. The VTM's skeleton and the VTM with numbered segments 

Table 1.  The areas VTM body segments Aseg [m2] in comparison with areas of physical manikins 

Segment 
VTM (male, 
sitting position) 

female manikin, 
"Comfortina", [23] 

female manikin, 
"Monika", [24] 

female manikin, 
[16] 

female manikin, P. 
T. Teknik, [12] 

Head 0,175 0,180 0,100 0,141 0,100 
Chest 0,150 0,225 0,144 0,435 0,144 
Back 0,162 0,185 0,133 - 0,133 
Pelvis 0,204 0,095 0,182 0,217 0,182 
Upper arm  0,188 0,130 0,146 0,200 0,151 
Lower arm  0,148 0,140 0,104 0,136 0,104 
Hand  0,054 0,070 0,075 0,090 0,075 
Upper leg  0,272 0,280 0,325 0,296 0,325 
Lower leg 0,290 0,160 0,178 0,205 0,178 
Foot 0,152 0,140 0,084 0,117 0,084 
Body 1,795 1,605 1,471 1,837 1,476 

Since the VTM should be applicable in a variety of vehicle cabin designs, the VTM posture needs to be 
sufficiently adjustable. In comparison with 3D scanned manikins, there is obvious benefit in CAD modelling 
of the simplified VTM geometry, since this make it easily adjustable to different body postures and omits 
less important details. Similar approaches are used in [18], [19], [21] [22].  

2.2 The numerical model 
Numerical simulations were done in STAR CCM+ software. The parameters of the numerical model are 
based on published examples of numerical human body models as well as on general recommendations for 
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this type of problems in CFD [12], [17], [25], [26]. Mesh characteristics and turbulence models are identified 
as the most important factors in the process of the VTM development. The model with the mesh surface 
elements of 0.035 m in nominal size (around 13,600 surface elements) with six layers of prismatic cells on 
the body surface, and with the two-layer RANS Realizable k-ε turbulence, was chosen as a trade-off between 
accuracy and computational time [27]. 
The model was treated as a steady-state three-dimensional problem, with stationary bodies and boundaries. 
The flow was considered as turbulent incompressible flow. Heat exchange by thermal radiation was 
calculated using the diffuse grey surface-to-surface radiation model. All simulations were performed with the 
segregated (uncoupled) flow and energy model and the two-layer approach that resolves the viscous sub-
layer. The two-layer model is combined with both the high and the low y+ wall treatment, as the most 
general one. The flow solver uses the SIMPLE algorithm, with under-relaxation factor value of 0.7 for the 
velocity solver, and under-relaxation factor value of 0.3 for the pressure solver [27]. 

2.3 The VTM thermal characteristics 
Thermal behaviour of the VTM is modelled as one of the boundary conditions, which is the constant "skin" 
temperature. The problems of modelling physiological response, moisture release and breathing can be 
avoided by observing only the dry heat loss from the body. The VTM reacts to different thermal conditions 
by changes in boundary heat flux, as the physical manikins in the mentioned experiments. Consequently, the 
VTM surface was modelled as a solid boundary with constant and uniform temperature and with surface 
emissivity of 0.95 [27]. The way the VTM is modelled allows for the implementation of other 
thermoregulation models, the constant heat flux model for example. 

3. Comparison with experimental results 
The segmental heat fluxes were the most significant criterion for the comparison of different model settings 
with the experimental data, as they are in correlation with equivalent temperature. The total boundary 
sensible heat flux for a body segment Qseg [Wm–2] consists of convection Cseg [Wm–2] and radiation heat flux 
Rseg [Wm–2] (eq. (1)), and the same applies for the whole body. The boundary is the surface of a single VTM 
segment (scalp, head, neck, chest etc.). The heat flux by convection and by radiation for one segment of the 
body can be calculated according to eq. (2) and eq. (3) [28]. In this case, clothing area factor fcl is equal to 
unity, because of the absence of any clothing on the VTM.  

 segsegseg RCQ +=  (1) 

 ( )askCsegclseg tthfC −⋅⋅=  (2) 

 ( )mrskRsegclseg tthfR −⋅⋅=  (3) 

In order to validate the model under different forced flow conditions, the data from wind tunnel tests 
performed by de Dear et al. [24] were used. The parameters compared here are convective and radiative heat 
transfer coefficients, hCseg and hRseg [Wm–2K-1], respectively. Since the airflow with uniform and 
unidirectional velocity profile could not be taken as a common condition inside tractor cabin, and since there 
are local low velocities and natural convection flows present there, the VTM was tested under natural 
convection flow conditions too.  

3.1 Convective heat transfer coefficients 
Segmental convective heat transfer coefficients hCseg [Wm–2K–1] were determined by excluding the radiation 
from the simulations, enabling the calculation of the convective heat transfer only. Air velocities were 0.2 
and 0.8 m/s, under three different VTM orientations to airflow direction (azimuth angles), of 0, 45 and 90 
degrees. The difference between VTM's surface temperature (tsk) and chamber temperature (ta) was 12°C. 
Heat transfer coefficients for VTM segments hCseg [Wm–2K–1] and for the whole body hCbody [Wm–2K–1] were 
calculated according to eq. 4: 
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The calculated convective heat transfer coefficients were compared with the averaged values from the 
experimental measurements, figure 2. It can be noted that the largest deviation is present in the head region 
(scalp, head and neck), but other body parts show good agreement with the experimental data. As for the 
whole body convective heat transfer coefficients, larger deviation is present in the case with lower air 
velocity, despite better distribution of values over the segments. The cause of the deviation in the head region 
is probably the presence of the physical manikin’s shoulder-length hair, which increased the thermal 
insulation in the head region. 

 
Figure 2. Convective heat transfer coefficients for body segments (hc VTM) and for the whole body, averaged for all 

airflow directions, in comparison with the experimental results (hc exp) taken from [24] 

3.2 Linear radiative heat transfer coefficients 
In this study, segmental linear radiative heat transfer coefficients hRseg [Wm–2K–1] were determined from 
radiative heat fluxes, eq. (5). 

 
mrsk

seg
Rseg tt

R
h

−
=  (5) 

Mean radiant temperature obtained from the simulations is tmr = 21.45°C, whereas in De Dear’s experiment 
it was the same as air and wall temperature, 18.85°C [24]. Due to constant temperatures of the wall and the 
VTM surfaces, radiative heat flux is independent of air velocity and of the VTM orientation inside the 
chamber, with deviations within the limits of 1 Wm-2. Both the values of radiant heat transfer coefficients 
obtained by the simulation and the experimental values are shown on figure 3. The linear radiative heat 
transfer coefficient for the whole body is 5.0 Wm–2K–1. This value is within the limits that can be found in 
the literature (4.7 Wm–2K–1 [28]), despite of deviation in upper body region. 
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Figure 3. Linear radiative heat transfer coefficients for segments and for the whole body (hr VTM), in comparison with 

the experimental results (hr "Monika") taken from [24] 

3.3 Natural convection flow 
In the case with the natural convection flow, the VTM was placed in a chamber (L × W × H = 2.95 × 2.95 × 
2.4 m), with air inlet at the bottom, and exhaust at the top of the chamber. Air velocity at the inlet was 0.02 
m/s, with the temperature of ta = 19.75°C. The "skin" (surface) temperature of the VTM was constant and 
uniform tsk = 31°C, according to the conditions from the experiment described in [12]. 
As it can be seen in figure 4, the heat losses are close to the experimental data. Just like in previous cases, the 
largest deviations regarding convective heat transfer coefficients are present in the head region. The average 
values of y+ are between 0.5 and 2.5, which is higher than values given in [12]. The causes of the difference 
could be the different turbulence model and/or the smaller number of prismatic layers than the number of 
layers used in the body model described in [12]. 

 
Figure 4. Total boundary heat flux in the case of natural convection flow for segments and for the whole body, in 

comparison with the experimental results from [12] 

4. Model of thermal sensations - the equivalent temperature 
The equivalent temperature is defined as the uniform temperature of an imaginary closed space with the air 
velocity equal to zero, in which a person would have the same sensible heat transfer as in a real environment 
[20]. By equating the heat exchange (q) with the surroundings by convection (C) and radiation (R) in a real 
environment (including the solar radiation RS, eq. (7)) with an imaginary homogeneous environment in 
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which the air temperature is equal to the mean radiant temperature, i.e. to the equivalent temperature, the 
equivalent temperature is obtained in the general form of: 

 
cal

skeq h
q

tt −=
 

(6) 

where 

 eqeqS RCRRCq +=++= )(  (7) 

The coefficients of segmental dry heat transfer, required for the calculation of the equivalent temperature, 
were determined by calibration. Virtual calibration was performed in a chamber the size of 2 × 2 × 2 m, with 
homogeneous microclimate conditions (ta = tmr = teq = 24°C) without forced air flow (Figure 5). Based on 
segmental heat loss under these conditions, the calibration coefficients of heat transfer were calculated using 
eq. (8). 

 
eqsk

seg,cal
seg,cal tt

q
h

−
=

 
(8) 

The results of the calibration are shown in Table 2 and compared with experimental results [14]. The 
difference is caused by presence of clothing on the physical manikin during experimental calibration. The 
clothing has lower surface temperature, therefore the experimental calibration coefficients have lower values. 
Table 2. Calibration coefficients 

Segment simulation hcal, W/m2K experimental hcal, W/m2K [14] 
Head 11.5 8,00 
Scalp 10.3 8,00 
Neck 8.3 8,00 
Chest 8.8 6,71 
Back 9.6 6,90 
Pelvis (front) 8.7 6,90 
Upper arm  9.4 8,20 
Lower arm  10.3 8,55 
Hand  11.0 7,81 
Upper leg  8.9 7,81 
Lower leg 9.3 7,81 
Foot 10.2 7,81 
Body 9.6 7,46 

 
Figure 5. The VTM in calibration chamber 
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In the cabin, driver's back, pelvis and upper legs are in contact with the seat. The virtual thermal manikin has 
a constant surface temperature and presuming that the seat is adiabatic and that upon establishing thermal 
balance would not warm-up or cool down, there would also be no heat flow through the surface in contact. 
Therefore, the equivalent temperature in that zone was equal to the surface temperature, i.e. teq sea t = tsk = 
34°C. If the heat flux at the surface of the manikin exposed to the air is determined, taking into account that 
the flux at the surface in contact with the seat equalled zero, for the segment of the body in contact with the 
seat the corrected equivalent temperature is given in eq. 10. [6]. 

 
seg

segair

segcal

seg
skseg
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A
h
q

tt −=
 

(9) 

The ratio of VTM body surface exposed to the air and the surface of the whole body was 0.872, while the 
values for certain body segments are given in table 3. Symbol teq hereinafter refers to the corrected values i.e. 
the air index is omitted for better overview. 
Table 3. The ratio of segments exposed to the air and in contact with the seat to the entire area of those segments 

 Aair seg/Aseg 
Back 0.494 
Pelvis 0.755 
Upper leg 0.684 

Thermal conditions are considered favourable if the segmental and whole body equivalent temperatures 
deviates less from the neutral value (Figure 6).  

 
Figure 6. The equivalent temperatures limits: values from the standard ISO 14505-2: 2008, adjusted to the defined body 

division [6], [13] 

Due to local discomfort thermal conditions can be considered uncomfortable even when the equivalent 
temperature of the whole body is at the neutral value. For this reason, the deviations in the segmental 
equivalent temperatures from their neutral values (TEQi, eq. 11), taking into account the thermal sensitivity 
(wteq neut seg, eq. 12) and size of the individual segments (Aseg), were evaluated in this study. This allows 
comparison of the two microclimatic conditions even when their equivalent temperatures for the whole body 
are equal. Similar approach was used in the research that was carried out by Bohm et al. [29]. Conditions 
with less standard deviation of the relative difference of the segmental equivalent temperature from the 
neutral values were considered to be more comfortable. The standard deviation of equivalent temperatures 
for VTM divided into n = 18 segments, is calculated by eq. 10, [6]: 
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where the following are: 
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(11) 
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5. A short overview of application of the virtual thermal manikin 
The VTM presented in this paper is to be used in the comparative evaluation of the ventilation and air-
condition system performance. Examples of the use of the VTM in agricultural tractor cabin are given in 
work of Ružić et al. [5], [7], [9], where the influences of different airflow direction on operator's heat loss, 
under the same boundary conditions were analysed. For this purpose, the virtual thermal manikin was placed 
in the model of the tractor cab, and influences are assessed by comparison of dry heat losses from the 
manikin's segments (Figures 7 and 8). Segmental and whole-body equivalent temperatures were compared, 
under different airflow direction and/or different designs of air distribution systems, keeping cooling load 
constant. The results showed that thermal sensation can be very different from case to case, for the whole 
body and thermally most sensitive segments the significant factor was airflow direction and increased total 
area of vent openings creates favourable conditions in terms of local sensation. 

 
Figure 7. The virtual thermal manikin in farm tractor cabin. The meshing of the solid surface is shown 

  
Figure 8. Typical visualisation of thermal fluxes and air velocity distribution in tractor cabin 

Conclusions 
This paper presents a virtual model of the thermal manikin, which is meant to be used for thermal 
environment simulations in farm tractor cabins. In contrast with the majority of similar numerical problem, 
where only one experiment is used for validation, the boundary heat fluxes and heat transfer coefficients 
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were compared with the published data from two sets of experiments done on two physical thermal 
manikins. Sets of virtual experiments covered a wider range of air velocities and airflow directions, from 
natural convection to uniform horizontal airflow with the velocity of up to 0.8 m/s. The model with the mesh 
surface elements of 0.035 m in nominal size (around 13,600 surface elements) with six layers of prismatic 
cells on the body surface, and with the two-layer RANS Realizable k-ε turbulence, showed satisfactory 
characteristics in chosen range of thermal conditions. 
In general, the largest deviations can be noticed in the region of the head, but taking into account the 
distinction between the shape of the VTM and physical manikins or a human body, these results could be 
regarded as acceptable for comparative analysis. Larger discrepancies were noticed in local thermal radiation 
heat transfer coefficients, although the overall value was within the limits that can be found in the cited 
literature.  
This model is not directly applicable in the analyses of latent heat loss from the VTM, contact with the seat 
or the presence of clothing. However, since the definition of the equivalent temperature is based on dry heat 
transfer, and since it can be determined with the use of an unclothed manikin, any further work will primarily 
be focused on the use of the VTM for the optimization of the cabin ventilation system. 
The equivalent temperature as the assessment criteria of thermal conditions, was extended by determining 
the deviation of the relative difference of the segmental equivalent temperatures from the neutral values. In 
this way it was possible to compare the conditions with the equal equivalent temperatures of the whole body 
and additionally quantify the occurrence of local thermal discomfort. Additionally, the use of virtual thermal 
manikin could be extended to other criteria, such as the value of microclimate parameters in the facial area or 
time needed to achieve the required conditions. 
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Abstract: In this article was presented one idea of how to increase the internal combustion (IC) engine 
efficiency. An idea of radial and rotary piston engines are widely known and very old, but the idea of 
radial-rotary IC which is in a thermodynamic sense based on Miller's cycle, is a quite new and has not 
yet been implemented in motor vehicles. First aim of this article is to present the differences between 
ordinary spark ignition (SI) engine and radial-rotary Miller cycle engine. In this concept, the movement 
of the piston is different than in conventional piston mechanisms. The results obtained herein include the 
efficiency characteristics of irreversible reciprocating new engine cycle which is very similar to Miller 
cycle. The results show that with this thermodynamic cycle engine has higher efficiency than with the 
standard Otto cycle. Furthermore, it has some unique features which are different from those of 
traditional IC engines. 

 

Keywords: IC engine, efficiency 

1. Introduction 

In the past decades, by realizing the crisis of global warming and shortage of fossil fuels, people 
have been devoted to exploring new energy conversion devices and environmental friendly fuels. 
Researchers have been spending essential effort to improve the performance of spark ignition engines and 
about internal combustion engines they have been practiced on both empirical and theoretical methods. The 
four stroke, spark ignition engine pressure–volume diagram (P-V) contains two main parts. They are the 
compression–combustion–expansion (high pressure loop) and the exhaust-intake (low pressure or gas 
exchange loop) parts. It is well known that the efficiency of IC engine depends of area of high pressure loop 
part of PV diagram, actually larger area means greater efficiency. Also smaller gas exchange loop area will 
increase efficiency, but in this paper focus will be placed only on high pressure part of P-V diagram. One 
common practice of evaluating larger surface of high pressure part is through over-expanded cycles [1-8], in 
over-expended cycle expansion ratio is greater than the compression ratio. In this article will be presented 
one IC engine with increased expansion ratio.  

2. Traditional SI engine and Radial-rotary Miller cycle engine 

It is well known that ordinary IC engines are based on a slider-crank mechanism. This way of piston 
motion provides a relatively simple solution to achieve a thermodynamic cycle to produce mechanical 
power. As can be seen from theory, the most efficient thermodynamic cycle for IC engines is the Otto cycle 
[2,3,7,9], because the constant volume heat addition is essential for high efficiencies. Common to most 
reciprocating engines is a linkage known as a crank-slider mechanism [10]. Slider-crank mechanism was 
shown in figure 1, this mechanism is one of several capable of producing the straight-line, backward-and-
forward motion known as reciprocating. Fundamentally, the crank-slider converts rotational motion into 
linear motion, or vice-versa. With a piston as the slider moving inside a fixed cylinder, the mechanism 
provides the vital capability of a gas engine: the ability to compress and expand a gas. One of the major 
disadvantages of the conventional linkage is the fact that this setting can not provide different stroke lengths. 
Comparison of ideas of conventional IC engine and radial-rotary Miller engine is presented through figures 1 
and 2.  
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Figure 1. Schematic view of conventional one cylinder four-stroke IC engine 

 

Figure 2. Schematic view of radial-rotary Miller cycle IC engine 

 

As seen in figure 2, in this case to the conventional piston mechanism scheme is added one more movement 
(rotation) of cylinders around axis at exactly defined position. Precisely defined position of the crankshaft 
and movable cylinders is very important, because these values (E1 and E2) define more complete expansion 
of working fluid and full discharge combustion chamber of the residual products of combustion, impact of 
these values on more complete expansion and compression ratio are described in [11]. Gear ratio between 
crankshaft and movable cylinders is (-1), in this way piston for one revolution make all four strokes. 
Described mechanism allows the realization of strokes with different lengths. 

3. Thermodynamc analysis of Otto and Miller cycle 

The gas pressure within the cylinder of a conventional four-stroke engine at exhaust valve opening is 
greater than the exhaust pressure. The available energy of the cylinder gases at this point in the cycle is than 
dissipated in the exhaust blowdoen process. The Otto cycle is the theoretical cycle commonly used to 
represent the processes in the SI internal combustion engine. It is assumed that a fixed mass of working fluid 
is confined in the cylinder by a piston that moves from BDC to TDC and back.  

The Otto cycle (Fig. 3a)consists of isentropic compression from state 1 to state 2, constant-volume 
combustion or heat addition from state 2 to state 3, isentropic expansion of the combustion gases to state 4, 
and a constant-volume heat rejection back to state 1, described with fig. 1(a). The constant-volume heat 
rejection is a simple expedient to close the cycle. It obviates the need to represent the complex expansion and 
outflow of combustion gases from the cylinder at the end of the cycle.  

The Miller cycle (Fig 3b) consist of isentropic compression from state 1 to state 2, constant-volume 
combustion or heat addition from state 2 to state 3, isentropic expansion of the combustion to state 5, a 
constant-volume heat rejection from state 5 to state 6, and isobaric process of heat rejection from state 6 to 
state 1, also described with fig. 1(a).   
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a) b)  

Figure 3. Comparison of Otto and Miller air-standard cycles: (a) P-V diagram. (b) T-S diagram 
 

Efficiency ratio between Miller and Otto cycle can be described with eq. (1): 
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If we assume that the heat input in both cycles are equal, than eq.(1) becomes eq.(2):  
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The additional work from the cycle can now be estimated through eq (3) and (4):  

 exp comp
miller miller millerW =W -W  (3) 

 exp comp
otto otto ottoW =W -W  (4) 

The compression work Wc and expansion work We for the Miller cycle are:   
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and for the Otto cycle we have eq.(7) and eq.(8): 
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where p is in-cylinder gas pressure, V is gas volume and the subscripts denote the points on the airstandard 
cycles shown in fig. 1. Assuming that the in-cylinder gases follow polytropic compression and expansion 
state changes, the in-cylinder pressure can be described by eq.(9): 

 n n
0 0p=p V /V  (9) 

where the subscript 0 denotes starting conditions and n is the polytropic coefficient . Finally it is easy to 
evaluate efficiency ratio with respect of solving each integral function through eq.(10) and eq.(11): 
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Inserting this into the integral and solving, one can derive expressions for the net output work 
(We−Wc) for the two cycles as functions of the volumes: V1, V2, V6 , and pressures: p1 , p2 , p3. The 
compression ratio rc = V1/V2 will be equal for the Otto and Miller engines. For the Otto cycle engine, the 
expansion ratio re equal to the compression ratio rc. 

 1 4
c e

2 3

V V= r =r
V V
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(12) 

Whereas for the Miller cycle engine, expansion ratio is larger than compression ratio, described with eq. 
(13): 
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Now we can define a ‘Miller cycle ratio’, rm, expressing the relative difference between expansion ratio and 
compression ratio: 

 e
m

c

rr =
r  

(14) 

Heat addition can be expressed through pressure ratio P, it is well known that combustion in real engines 
cylinder leads to increasing of working fluid pressure. In this case parameter P represents the ratio of the 
pressure at the beginning of expansion process (p3) and pressure at the end of compression process (p2), 
explained with eq. (15): 

 3

2

p=
p

Π
 

(15) 

4. Numerical examples and discussion 

The following constants and parameter values have been used in this paper. Cases were studied 
numerically for values: rm=1-8, P=2-4, rc=8-12, n=1.36 for compression process and n=1.25 for expansion 
process.  On the following figures 8 and 9 are presented some of the numerical examples.  
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Figure 4. Efficiency ratio of cycles versus Miller ratio in relation of selected compression ratio for P=3 

 

Figure 5. Efficiency ratio of cycles versus Miller ratio in relation of selected pressure ratio for rc=10 

Fig. 4 show the effect of the Miller ratio in relation of selected compression ratio on the efficiency 
ratio of the cycle. It can be concluded that greater efficiency is achived by increasing the compression ratios, 
as it is well known from ordinary Otto cycle. It is interesting to note that the point of maximum values of 
efficiency ratio was reached at approximately the same value of Miller ratio (rm) for the different values of 
compression ratios (rc) at the same pressure ratio (P). The efficiency ratio increases with increasing Miller 
ratio, reaches a maximum value and the decreases. On the next fig. 5 was presented different case when 
efficiency ratio are depending of Miller ratio (rm) and pressure ratio (P) for the fixed values of compression 
ratio (rc). A similar conclusion can be done for this analysis. Curves of efficiency ratio increases with 
increasing Miller ratio, reaches the maximum value and than decreases. It can be seen that the influence of 
the pressure ratio (P) is larger than influence of compression ratio (rc) on efficiency ratio, also point of 
maximum value of efficiency ratio is reached for the different value of Miller ratio (rm) in relation to selected 
pressure ratio (P).  

5. Conclusion 

 A radial-rotary Miller cycle engine concept nas been presented. The engine should deliver equal 
amount of power with lower heat input in relation to conventional spark ignition engine. The engine may be 
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either of a compression or of a spark ignition type, also any fuel suitable for ordinary engine can be used for 
described new engine, including alternative bio-fuels as well. Basic parts and configuration of this 
unconventional engine are also given in this paper. The main idea is realisation of over expanded cycle in IC 
engine. Unconventional IC engine design allows realisation of different stroke lengths which contributes to 
increasing thermal efficiency. This paper has investigated the potential benefits of applying the new Miller 
cycle engine concept. The Miller cycle is a possible frontier of the internal combustion engine industry. The 
results obtained from this research are compatible with those in the open literature, for other cycles, and may 
be used with assurance to provide guidance for the analysis of the behavior and design of practical Miller-
engines. 
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Abstract: Tribology embraces the process of friction, lubrication and wear in internal combustion (IC) 
engines. It finds particular application reducing fule consumption and for increasing the relibility and 
service life of engines. Bearings in IC engines operate under conditions of hydrodynamic lubrication. 
The Couette approximation method for obtaining temperature distribution in oil film of main journal 
bearing is used in the paper. A conjunction between the Reynolds equation and the adiabatic Energy 
equation is ruptured by this method enabling the two equations to be solved independently. By solving 
the adiabatic Energy equation, the temperature field in oil film of journal bearing is determined under 
different journal speed and load conditions. 

Keywords: IC engine, temperature, tribology 

1. Introduction 
The engine industry has made great progress over the past years to improve the fuel efficiency and 

engine pollution. Many of these improvements are in relation with modern tribology aspects. From an engine 
viewpoint, and the lubricant in particular, this has required an optimisation so that both friction and wear are 
minimised. Ever more detailed and demanding specification tests for fuel economy and and engine durability 
are being developed to determine whether the lubricant meets the requirements laid down by legislators [1-
3]. Bearings as a fundamental tribological system for internal friction in the oil film generates heat, which in 
most cases can not be ignored. This heat significantly affects on performance of bearings. It is commonly 
accepted that the preliminary studies on thermal effects in lubrication were undertaken in forties. In fact 
thermal effect had been analysed much earlier by G.Hirn (1854), O.Reynolds (1886) and N. Petrov (1900). 
However, a greater awareness for the importance of these effects arose by the time Kingsbury (1933) carried 
out an experimental and theoretical study  in which he concluded that thermal effects were responsible for 
the large discrepancies between the experimental observations and the theoretical predictions for load 
carrying capacity of hydrodynamic  bearings [4]. According to Stachowiak and Colynuck in [5, 6] is show 
that this heat can reduce the bearing load capacity  to two or more times.  

Different methods have been developed that thermal phenomena are considered in the theory of 
hydrodynamic lubrication. Dowson and Hudson (1960), introduced the concept of Thermohydrodynamical 
lubrication, for lubrication in this area [7]. Among these methods, an important place, because of its 
simplicity, take adiabatic method [7]. 

To simplify solving the Reynolds equation and the adiabatic energy equations which are coupled 
through the pressure gradient and local lubricant viscosity, McCallion et al [8] formulated the so-called 
Couette method in which these gradients pressure are ignored in energy equation. In this way, given the new 
energy equation can be solved easily and independently of the Reynolds equation. By integrating the energy 
equation, in which all the phenomena of heat generated Couette type of flow, temperature field is obtained 
which depends on the angle θ , the relative eccentricity ε ,  the temperature-viscosityas coefficient α  and 
the adiabatic constant for journal bearing E. In this paper presented  the so-called direct approach, which is 
basically a classic approach for models of this type, in which the shaft eccentricity of  and attitude angle  
prescribed, on this basis to calculate the other parameters of sliding bearings. In contrast to the direct 
approach, the inverse approach requires knowledge of the  load shaft of which is determined by its location 
in the bearing, ie.shaft eccentricity. Thus, in the concept of direct approach, shaft eccentricity is  measure  of 
his load. 
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2.  Journal Bearing of Internal Combustion Engine   

Hydrodynamic journal bearing is a bearing operating with hydrodynamic lubrication, in which the 
bearing surface is separated from the journal surface by the lubricant film generated by the journal rotation. 
The figure 1 demonstrates a hydrodynamic journal bearing and a journal rotating in a clockwise direction. 
Journal rotation causes pumping of the lubricant (oil) flowing around the bearing in the rotation direction. If 
there is no force applied to the journal its position will remain concentric to the bearing position. However a 
loaded journal displaces from the concentric position and forms a converging gap between the bearing and 
journal surfaces.  

 

Figure 1. Schemtic view of IC engine journal bearing 

Hydrodynamic lubrication requires thin, converging fluid films, the pumping action of the journal 
forces the oil to squeeze through the wedge shaped gap generating a pressure. The pressure falls to the 
cavitation pressure in the diverging gap zone where cavitation forms. The pressure wave inside the 
hydrodynamic film carries the journal weight together with the external load on the journal. The principle of 
operation is the uneven clearance around the bearing formed by a small eccentricity, e, between the journal 
and bearing centers, as shown in Fig. 1. Thermal deformation of different elements of bearings is different, it 
may hardly influence on clearance value, it is necessary at assembly to set the maximal clearance for the 
worse expected work conditions of the bearing. The clearance is full of lubricant and forms a thin fluid film 
of variable thickness. A pressure wave is generated in the converging part of the clearance. The resultant 
force of the fluid film pressure wave is the load-carrying capacity, W, of the bearing. For bearings operating 
at steady conditions (constant journal speed and bearing load), the load-carrying capacity is equal to the 
external load, F, on the bearing, the bearing load carrying capacity is related to the shaft eccentricity. But the 
two forces of action and reaction act in opposite directions. In a hydrodynamic journal bearing, the load 
capacity (equal in magnitude to the bearing force) increases with the eccentricity, e, of the journal. Under 
steady conditions, the center of the journal always finds its equilibrium point, where the load capacity is 
equal to the external load on the journal. Figure 1 indicates that the eccentricity displacement, e, of the 
journal center, away from the bearing center, is not in the vertical direction but at a certain attitude angle, F, 
from the vertical direction. In this configuration, the resultant load capacity, due to the pressure wave, is in 
the vertical direction, opposing the vertical external force. The fluid film pressure is generated mostly in the 
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converging part of the clearance, and the attitude angle is required to allow the converging region to be 
below the journal to provide the required lift force in the vertical direction and, in this way, to support the 
external load. The oil pressure creates a supporting force separating the journal from the bearing surface. The 
force of oil pressure and the hydrodynamic friction force counterbalance the external load F. The final 
position of the journal is determined by the equilibrium between the three forces. In the hydrodynamic 
regime the journal climbs in the rotation direction (left side of the bearing). 

3. Journal Bearing Mathematical Model 
 
The basic equations in tribology which is used for modeling the flow in an oil clearance is Reynolds 

equation, which is obtained from the Navier-Stokes equation by taking into account specific geometric and 
kinematic conditions of journal bearing and  energy equations, which is responsible for the temperature field 
to the oil film. Basic equations which describe the behavior of adiabatic oil film in bearings, the Reynolds 
equation and adiabatic energy equation [4], are respectively shown in dimensionless form, ie., 
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Dimensionless variables are introduced as follow:  
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where H is the dimensionless oil film thickness, ε  is ecentricity ratio (eccentricity/radial clearance), θ  is the 
angular coordinates, λ  is the bearing slenderness (width of bearing / diameter of bearing ) or L/2R ratio, L is 
the bearing width, Z is the dimensionless axial coordinate, along the axis of the bearing was measured from 
the center of the bearing, P is the dimensionless pressure  in the oil film, p is the pressure in the oil film, η  is 
the lubricant viscosity, ρ is the density of lubricant, cp is the specific heat of lubricant, ω  is the angular 
velocity of shaft, T  is the dimensionless temperature and T is the actual temperature. Neglecting pressure 
gradients, Energy  equation (2) becomes: 
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Based on (3), eq. (4) convert in dimensional form 
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Taking into account the boundary condition 

 ( ) 00 TT =  (6) 
 
Reynolds relationship for the viscosity [4], ie., 

 ( )0
0

TTe −−= αηη
 (7) 

 
            

where  0η  is the supply viscosity and α  is the temperature-viscosity coefficient, equation (5)  after 
integration, become: 
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Comparing the eq. (8) and the eq. (8a) it is clear that  
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where E is the adiabatic constant that has the universal meaning and refers to the bearing as a whole. 
McCallion and others have shown that the Couette method is valid for all the values of constants 0.4E <  
(see the Table 1 – valid results are above the tick line in the table), while ε   may take different values 
depending on the slenderness of the bearing [4]. For a short bearing of the slenderness 1 2λ = , ε  can take 
values up to 0.8 [7]. The maximum temperature increase is in the area of the minimum oil thickness, i.e. 
θ π= , 
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4. Numerical examples and discussion 
 

 
A number of parameters and dimensionless groupings are present in the analysis of heat problems. In 

this analysis, the parameters determining the rheological and physical properties of the oil film, such as 
viscosity, temperature-viscosity coefficient, specific heat and density, are very important. There are various 
expressions that describe functional dependencies of these parameters on the temperature and the pressure 
[5,7]. It is assumed in the paper that the viscosity, η , is a function of the temperature only. The inlet 
viscosity was determined by using the Vogel equation for the initial temperature T0=70oC. The parameters 
ρ  and cp are assumed to be constant. The parameter α  is obtained as a mean value of the temperature-
viscosity coefficient by using the Reynolds and the Vogel equations.  

The values of the parameter E, defined by eq. (8a) are given for oils SAE10 to SAE60. Fig. 2 shows 
the distribution of temperature in the oil film in circumferential direction of the bearing for the oil SAE40 
and different values of the eccentricity ratio and four different shaft speeds.  
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a) b)  

c) d)  
 
 
 
 

Figure 2.  versus  for various values of  for oil SAE40 under different shaft speed conditions: a) 
n=1000 rpm, b) n=2000 rpm, c) n=3000 rpm and d) n=4000 rpm 

 

5. Conclusion 
  

The results can be summarized as follows: 
- The temperature gradient increases progressively along the oil film in the direction of the shaft speed 

for all the values of  in the convergent part of the bearing. This phenomenon is more pronounced at 
the higher values of , especially in the areas of the smaller oil film thickness. The maximum 
temperature occurs in the area of the minimum oil film thickness. 

- Increasing the shaft speed, the temperature of the oil film is also increased. 
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Latin symbols 
cp – specific heat of lubricant [J/kg 0C]. 
E – adiabatic constant [–] . 
e – eccentricity [m]. 
F – load [N]. 
H – dimensionless oil film thickness ( /h c= ) [–]. 
h – oil film thickness ( ( )1 cosc ε θ= + ) [m]. 
L – bearing width [m]. 

P – dimensionless pressure (
( )26 /

p
R cη ω

= ) [–]. 

p – oil film pressure [Pa] . 
T – temperature [0C]. 
 
Abbreviations 
 
IC – internal combustion 

 

Greek letters 
 
α  – temperature-viscosity  coefficient [1/ 0C]. 
η  – lubricant viscosity [Pa s]. 

0η  – supply viscosity [Pa s]. 
ε  – relative eccentricity (=e/c) [–]. 
λ  – bearing slenderness [–]. 
ρ  – density of lubricant [kgm-3]. 
θ  – angle [rad]. 
ω  – angular speed [rad-1]. 
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Abstract: Industrialized countries have committed to reduce emissions of carbon dioxide under the 
Kyoto Protocol. Reduced CO2 emissions can be accomplished mostly by improving energy efficiency in 
the automotive sector and industry.  All large manufacturers of engines and vehicles have made 
significant efforts to improve technical solutions aimed at increasing energy efficiency and reducing fuel 
consumption, primarily fossil fuels. Significant fuel savings can be achieved in the sector that uses low-
viscosity motor oils and toothed gear oil. The use of such oils against conventional oils can result in up to 
7% savings. This paper shall present an overview of modern low-viscosity grade motor oils and those to 
be used in a few years, both in passenger automobile engines and in diesel engines for heavy commercial 
vehicles and machinery, as well as their contribution to reducing fuel consumption. 

Keywords: fuel saving, low-viscosity motor oils, engines 

1. Introduction 
The Kyoto Agreement on climate change has led to many countries agreeing to cut their CO2 emissions 
relative to 1990 levels during the next decade. A major source of CO2 emissions arises from the use of cars 
and trucks, and a significant amount of effort has been spent on manufacturing more fuel-efficient cars [1]. 
Vehicle modernization based on ecology and energy standards is carried out from vehicle production to its 
re-entry into raw material cycle. Vehicle design and operation must be based on global criteria: S+3E= raw 
material + energy + ecology + economy. 
A direct pathway to reduce fuel consumption is by cutting mechanical losses in engines and vehicles by 
optimizing their tribological characteristics, which can be achieved as shown in Figure 1 as follows: 

– during design, 
– choice of technology,  
– formulation and choice of operating material, 
– organisation of exploitation and logistics throughout the entire vehicle lifetime. 

 
Figure 1. Multiple Pathways to Improve Fuel Efficiency with Improved Tribological Systems [2] 
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The choice of material and lubricants, along with the organisation of environment conditions can 
substantially influence the type of lubrication, engine and vehicle lifetime, as well as a friction coefficient. 
A direct way to increase cost-effectiveness is to reduce mechanical losses in IC engines, whilst optimizing 
their tribological characteristics, mainly on partial modes.  Any reduction of these losses signifies their direct 
spilling over to useful mode, as well as reducing fuel consumption and the overall emission of toxic and 
suffocating combustion products.  Bearers of mechanical losses in an engine are: engine mechanisms 
(pistons, piston rings, connection rod and crankshaft), timing gear (camshaft and valves), cylinder block, as 
well as numerous common vehicle and engine systems and equipment. The best effects are obtained by 
acting precisely on these major sources of friction. 
Mechanical losses of an engine require a detailed analysis of causes and a reduction of friction to a minimum 
during different operating conditions i.e. different operating regimes.  VW study for passenger cars showed 
that when operating a vehicle for 100.000 km, different operating regimes (conditions) are used: 47% city, 
33% intercity, 20% highway. The bulk of earlier debates on heat balance are based on a high degree of 
mechanical efficiency  from data for stationary conditions. In today's organisation of transport it is difficult 
to imagine vehicle regimes which would allow a vehicle to work longer in stationary conditions. Figure 2 
summarises typical European driving habits, and emphasises the importance of short trip driving patterns. 

   
Figure 2: Average distance travelled per engine start, and average fuel consumption per engine start, for a typical 

European car user (Note that 53% of total fuel consumption is for journeys less than 10 km in length) [1] 

Even in constantly interchanging regimes, unheated engines under partial loads consume several times more 
fuel. The main reasons are low thermodynamic and mechanical efficiency levels – of all engine and vehicle 
aggregates. Current engines have an 80-85% mechanical efficiency level in most favourable conditions. This 
applies only to the minimum fuel-consumption regime. The overall efficiency level is the product of 
mechanical and thermodynamic efficiency level: for OTO about 30 % (minimum specific consumption 250 
g/kWh), and about 40 % (200 g/kWh) for diesel engines in passenger cars. 
Significant savings may also be achieved by simply changing from a “standard” engine oil to a more fuel-
efficient engine oil. It has been estimated that if all US car owners used an engine oil that gave them 0.5% 
fuel economy improvement, then the total cost savings would be $370 million per year. Therefore, both 
Governments and OEMs (Original Equipment Manufacturers) are key drivers to more fuel-efficient 
lubricants. Hence, the lubricant industry is actively pursuing fuel efficient, friction modified, engine oils with 
viscosity grades such as 0W/20, 5W/20, 5W/30, 0W/30, 0W/40. 

2. Engine Friction  
Friction occurs in all moving parts of all internal combustion engines in at least one of two regimes, Figure 3. 
The first is the hydrodynamic lubrication regime, in which a significant oil film separates the moving metal 
surfaces from one another. The second is the boundary lubrication regime, where the oil film is too thin to 
completely prevent contact of the metal surface. The frictional force in the hydrodynamic lubrication regime 
is proportional to the viscosity of the lubricant. Reducing the viscosity of the lubricant is therefore the most 
obvious means to increase fuel economy. As viscosity the oil film eventually breaks down and boundary 
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lubrication results. Boundary lubrication or solid friction is characterized by a sharp increase in the frictional 
force over hydrodynamic lubrication.  

 
Figure 3. Engine friction phenomena [2] 

Predicting the piston ring friction in a running engine is difficult because relative velocity of surfaces varies 
throughout the piston stroke. In addition to a constantly changing velocity, the temperature of the oil film 
varies with time and location on the cylinder wall. Literature also points out that piston rings and cylinder 
walls can move back and forth between hydrodynamic and boundary lubrication regimes. Most of the engine 
parts operate in hydrodynamic lubrication regime throughout their operation. Some components, such as 
camshaft and followers, almost always operate in the boundary lubrication regime.  
Cooling and lubrication systems are the main reason for the increased friction in all moving assemblies. The 
modern forced engines have maximum oil and water temperature over 100 o C, and even up to 140 o C. This 
means that when these engine systems are rapidly brought to nominal conditions, the largest part of the EU-
NEDC test is carried out with a more cost-effective driving and a lower overall emission. Topics containing 
such contents are nurtured in development departments of automobile industry under a generic term in 
English "termo-management".  
In addition, the quality of fuels and lubricants should change as little as possible with the change of operating 
regime. Application of multigrade oils with a small change in viscosity under the change of operating 
temperature, with the use of on-line encoder of oil quality in an engine sump, are the measures that may lead 
to a perceptible improvement of engine tribological characteristics and the reduction of fuel and engine oil 
consumption. 

3. Key lubricant parameters that affect performance 
General tasks such as lubrication, protection against corrosion, wear and other functions provide lubricants a 
role of inseparable structural components of any vehicle and engine. Lubricants are equal to all other parts 
and assemblies in terms of the importance of their function and maintenance, replacement and control 
periods. 
Algorithm for a good lubricant and further development of operating materials can be shown by the 
following equation:NEW LUBRICANTS FOR MVM= BASIS+ADITIVE+TECNOLOGY. 
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3.1 The effects of base oil quality on the consumption of fuel 
The quality of base oils is the bearer of all properties of fuel, Table 1. Modern classification of base oils was 
published by API in the fifteenth publication No. 1509 in April 2002, classifying them into five groups, 
Table 2. 
Table 1: Modern base oils 

Mineral bases 
Raffinates  IV>90 

Modified molecules 
MC and HC oils  IV>120 

Chemical synthesis  
Synthetic basis IV>130 

Vacuum distillation 
Refining 
Deparaffination 
Treatment with hydrogen 

Crude paraffin 
Catalytic hydrocracking 
Vacuum distillation 
Deparaffination 

Crude benzene 
Cracking 
Ethene (ethylene) 
Synthetisation 

Table 2: API base oil classification (API Publication No. 1509) 

Groups Viscosity index (IV) Proportion of saturated 
hydrocarbons Sulphur, % 

I 80 - 120 < 90 % > 0.03 
II 80 - 120 > 90 % < 0.03 
III > 120 > 90 % < 0.03 
IV PAO-Polyalphaolefins (IV>130) 100 % 0 
V All other base oils 

Pure mineral base lubricants do not have the properties required in complex exploitation conditions. 
Therefore their properties are improved by solvent refining ( MC-oils or HC-oils). 
Synthetic base oils. Standard synthetic bases for the production of oils in the EU and USA are represented by 
PAO (Poly-alpha-olefin). Due to its pure hydrocarbon structure, void of wax, sulphur, phosphorus and metal 
it possesses excellent properties. Its weaknesses are oxidative instability, relatively small solubility of 
additives and incompatibility with conventional gaskets. The majority of these weaknesses are corrected with 
small quantities of ester. Therefore, when we talk about synthetic base oils, taking in consideration their 
application in real operating conditions, the following advantages of engine oils on a synthetic base can be 
emphasised: excellent low temperature properties, low flow level, high viscosity index and low volatility. 
They are regularly attributed with a longer lifetime, greater purity of engine parts, excellent oxidation 
stability, low oil and fuel consumption (therefore they fall under the EC II group), whilst their disadvantage 
is a high cost.  
Table 3 shows areas of application of various types of base lubricants, whilst Table 4 shows data of the 
"Modriča" company which has the technology for HC base motor oils. 
Table 3: Typical areas of application of different types of base lubricants 

Base oil Recommended 
areas of application 

Not recommended 
for given application 

Operative T  o C 
Permanent Temporary 

Mineral For vehicles and engines  120 150 
PAO Engine, gear and hydro oils Gear oils with high 

performances and 
biodegradable 

200 300 

Polybutenes For 2-ta engines and lubricants For circulation systems   
Polyalkylene-glycols For air condition and fast 

degradability 
Engine and gear oils 180 200 

Diesters and 
polyesters 

Engine, gear and hydro oils For heavy corrosion and big 
changes of viscosity 

180 200 

Polyphenyl ethers Lubricants and greases for 
high temperatures 

Gear oils and rapidly 
degradable oils  

300 400 

Phosphate esters Extremely fire-resistant hydro fluids and special hydro grease   
Silicone In vehicles for break fluids 
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Table 4: Engine oils "Modriča" of mineral, semi-synthetic and synthetic bases 

TYPICAL PHYSICAL 
PROPERTIES  

Mineral bases  
Optima 

Semi-synthetic 
Optima HC 

Synthetic bases 
Optima HC Power 

Kinematic viscosity,  
at 100oC 

Dim. Long Life 
20W – 60 

SG supervisk 
15W-40 

Power 
10 W – 40 

Racing 
5W – 40 

Racing 
5W- 50 

 mm2/s 22 – 23 14.5-15.5 14.5-15.5 14.5-15.5 17.5-18.5 
Viscosity index,- 150 140 155 160 165 
Ignition temp. o C 230 230 220 220 220 
Waxing temp.  o C - 25 - 25 - 33 - 45 - 40 
ACEA Specification A2/ B2  A3 / B3 A3 / B3 
API Specification SG/CE SF/CD SJ/CF; EC I SJ/CF EC II 

3.2 Role of Lubricant Additives on Fuel Efficiency 
The next important link in the algorithm for a good lubricant is found in additives. Packages of additives can 
improve one or more properties of base lubricants, or provide them with completely new properties. Some 
additives create physical (viscosity and fluidity index improvers), some chemical layers (inhibitors of 
oxidation, corrosion, passivation of metals, AW (anti wear) /EP extreme pressure), and some are 
distinguished by their polar properties. 
Harmonisation of base oils, additives and technological operation is a continuous and complex process with 
multiple interactions driven by end-use. We mainly distinguish the following two categories of additives:  

– which improves the properties of base oils (submission to variation of shearing, pressures and 
temperatures), 

– which protects metal surfaces (from wear, rust and corrosion).  
Additives (friction modifiers) that reduce boundary/asperity friction are required to ENABLE the use of low 
viscosity fluids: Under typical driving cycles, asperity friction accounts for approximately 10% of total 
engine friction, yet lowering asperity friction by use of additives that form low friction boundary films 
mitigates mixed and boundary friction and ENABLES the use of low-viscosity fluids. 
Asperity friction is a surface phenomenon and friction modifiers compete with other functional additives 
(e.g. viscosity index, pour-point, antiwear, extreme-pressure, detergents, dispersants, antioxidants, corrosion 
inhibitors, anti-foaming…) – consequently it is often necessary to re-formulate the total additive package to 
optimize lubricant performance. Friction modifiers can be classified as: 

– –Solid lubricants – in particulate form: e.g. graphite, teflon, molydisulphide, boron nitride,  
– –Organic FMs – carboxylic acids, amides, imides, amines, phosphoric acids, organic polymers,  
– –Metallo-organic compounds: e.g. Molybdenum or copper based. 

Friction Modifiers such as Mo-DTC (molybdenum dithiocarbamate) are effective in reducing boundary 
friction, Figure 4.  Significant improvements in Fuel Economy have been reported, however the magnitude 
of improvement is dependent on a number of variables including temperature and engine design. 
It is generally accepted that both the piston assembly and bearings are predominantly in the hydrodynamic 
lubrication regime, whereas the valve train is in the mixed/boundary lubrication regime. Therefore, the 
simplest approach to developing a fuel efficient lubricant is to reduce the viscosity (to give benefits in 
pistons and bearings) whilst at the same time adding an effective friction modifier (which gives benefits in 
the valve train). However, it is still necessary to pass all other relevant engine tests, it is also desirable to 
retain low volatility, and it is essential that engine durability is maintained. More detailed formulation factors 
also affect the fuel savings achieved (e.g. is the lower viscosity achieved through using a low base oil 
viscosity and a lot of Viscosity Index Improver, or a higher base oil viscosity and less VII).  
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Figure 4. Friction Modifiers such as Mo-DTC are effective in reducing boundary friction [4] 

3.3 Cumulative flow properties – rheological characteristics of lubricants 
Rheological properties are critical for engine oils both at low temperatures, ranging from borderline pumping 
temperatures to a cold start, as well as at high temperatures between 100 oC, 150 oC and even up to 180 oC. 
Division of lubricants by their viscosity, accepted word wide in line with the SAE recommendations, is 
shown in Table 5. It should be noted that this standard is limited to fluidity properties of lubricants 
(rheological properties).  

Low temperature conditions are prescribed for situations with unheated engines and cold weather. The 
intention is to guarantee, by testing these values, good flowability, lubricity and a safe start at low 
temperatures of oils and engine parts. 

Formulation of lubricants starts with the selection of rheological characteristics according to SAE standard. It 
has six winter “W” grades starting from the number 0W and step 5 to 25W. For example, oils marked as 
SAE 15W are monograde oils for winter conditions of a safe start (CCS) at down to -20 oC, therefore the 
highest dynamic viscosity of 7000 cP is prescribed for this temperature.  

As a guarantee for ensuring oil pump operation the borderline temperature of pumping of -25 0C is 
prescribed for the highest dynamic viscosity of 60.000 cP. Thereby, these two points define the flow and 
start conditions at low temperatures.  

Viscosity at high temperatures is measured in two regimes. Kinematic viscosity at 100oC should describe 
the conditions at normal operating temperatures in automobile engines. These values are important for 
assessing the oil consummation in an engine. For turbo and new forced engines, operating temperature is 
about 150 oC, therefore dynamic viscosity at high shear is prescribed at this temperature (HT/HS) since the 
endurance of oil film at cylinder liner is guaranteed that way.  

Military conditions require the use of unchanged oil at different temperatures from the start so MIL 
introduced, and all other consumers accepted, higher viscosity classes. 

The future SAE classification takes into account the conditions that lubricants have in real exploitation. 
Therefore in future SAE norms, the focus is on lubricant presence under multiple repeated cooling to 
determine propensity to gel and gelatine formation (gelatine index). MRV technique is used in cold 
conditions (Brookfield Scanning) from -5 oC to -35 oC with the step of 1 oC after each hour (a total of 30 h 
of operation) and by measuring the time for which 0.3 rpm are achieved.  
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Table 5: Rheological properties of engine oils (SAE J 300, June 2001, ASTM D 3244) 

SAE 
grades 

Highest dynamic viscosity at low temperatures, 1 
mPa.s=1cP 
(Din. Viscosity = Kin. viscosity x thickness) 

Viscosity at high temperatures 
Kinematic 
mm2/s na 100 oC 3) 

HTHS 
mmPas4) 

CCS 1) oC MRV 2) oC Min. Max. Min. 
0 W 6200 - 35 Borderline 

pumping 
temperature 
at 60.000 
mPas 

- 40 3.8 - - 
5 W 6600 - 30 - 35 3.8 - - 
10 W 7000 - 25 - 30 4.1 - - 
15 W 7000 - 20 - 25 5.6 - - 
20 W 9500 - 15 - 20 5.6 - - 
25 W 13000 - 10 - 15 9.3 - - 
Summer mono and military classification into multigrade engine oils 
20  5.6 <9.3 2.6 
30  9.3 <12.5 2.9 
40* 0W-40, 5W -40 , 10W-40 12.5 <16.3 2.9* 
40** 15W-40, 20W-40, 25W-40 i SAE 40 12.5 <16.3 3.7** 
50  16.3 <21.9 3.7 
60  21.9 <26.1 3.7 
1) Apparent viscosity of CCS engine oils at low temperatures is determined by the ASTM D-5293 method (CCS- Cold Cranking 
Simulator) and describes the problem of starting with cold oil and unheated parts. 
2) MRV borderline pumping temperature is determined by the ASTM D-4684 method (Standard Method for Predicting the 
Borderline Pumping Temperature of Engine Oils, MVR- Mini Rotary Viscometer) and describes the lowest operating temperature 
for pump operation and oil fluidity through pipes. 
3) Kinematic viscosity at 100 oC is set by ISO 3104, ASTM D-445 and SRPS B.H8.022.  
4 ) HTHS Dynamic viscosity at high temperature HT= 150 oC (HT- High Temperature)  and at high shearing HS= 106 s- 1 (HS- 
High Shear) is determined by rotational viscometer under ASTM 4683 or CEC L-36-A-90 (ASTM 4741). When measured by 
capillary viscosity, ASTM D 5481, then the equivalent shear value against the wall is HS=1.4 x 10 6 s-1. 
*For SAE grades 0W-40, 5W -40 , 10W-40 (applied mostly in passenger cars) 
** For SAE grades 15W-40, 20W-40, 25W-40 and SAE 40 (used mostly in heavy vehicles) 

 

The term “gelatine” is used to describe the appearance of dense tampons and the time of their resistance in 
a lubricant. A test is used to determine the lowest temperature at which a fluid has viscosity of 30.000 cP. 
This imposes more additives and more synthetic bases. Future requirements of gelatine index are to be 
defined according to ASTM D5133. For the time being, the approximate values are in line with SAE J 183 
for API lubricants of class SJ to 12.  

3.4 Ecological properties of lubricants 
Modern engine oils are required to have the highest ecological properties. The most frequently mentioned 
among them is a contribution to reducing fuel consumption. As engine oil has a direct impact on the 
reduction of fuel consumption there is a need for a clear definition of standard methodologies to determine 
the actual effect on the reduction of fuel consumption. One such standard is SAE J 1423 as of the August 
1994. This standard defines the criteria by which a tested engine oil can be declared as “energy conserving” 
oil (EC-I or EC-II). Oil sample inclined to carry the epithet of “energy conserving” is tested by the Sequence 
VI test method as defined in ASTM Research Report No. RR:D02:1204. At the same time, fuel 
consumption, when the test engine operates with the tested oil, is compared with the fuel consumption when 
the test engine operates with reference oil specified by ASTM (HR -High Reference).  
In order for the tested oil to be classified as “energy conserving oil” it is necessary for the economy index in 
fuel consumption under the ASTM’s EFEI method (Equivalent Fuel Economy Improvement) to be at least 
1.5% when compared to the reference oil HR-2 (oil composition is set by a standard, and class 15W-40 is 
usually used in the EU). In order for the tested oil to be classified as “Energy Conserving II” economy index 
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in fuel consumption under ASTM’s EFEI method should be at least 2.7% when compared to the reference oil 
HR-2.  

Real saving in fuel consumption can only be achieved by using oil that has the appropriate viscosity at low 
temperatures such as oils with the 0W-XX grading. The influence of the type of oil and its temperature on 
fuel consumption in passenger cars when driving from starting a cold engine up to a number of consecutive 
ECE R15 cycles is shown in Figures 5 and 6.  

Average temperatures of engine parts are increased in modern technologies by engine forcing using middle 
supercharging in OTO engines, and extremely increased when applying high supercharging common in 
modern OTO and diesel engines (“downsizing”). 
FC (g/km)                                                           ToC 

 
Redni broj ECE ciklusa 

 
Figure 5: Fuel consumption in a set of consecutive 

ECE cycles [5] 
Figure 6: Test on the influence of lubricants on fuel cost-

effectiveness 

Conclusion 
Modern technologies of base oils and modern improvers of viscosity index can be used to make multigrade 
0W-40 oils, which achieve a reduction in fuel consumption in conditions of cold start and under-cooled 
engine without the loss of good properties at high temperatures of oil. 
Testing of this oil according to the CEC L-54-X-94 test for fuel cost-effectiveness in Europe, have confirmed 
the good potential for reducing fuel consumption at different oil temperatures.  
Application of multigrade oils, with a small change in viscosity when the operating temperature is changed, 
is a measure that can lead to a noticeable improvement of tribological engine properties.  
The problem of high fuel consumption in first kilometres of an unheated engine, which is typical for urban 
driving, can be solved in two ways: by a small amount of oil in the crankcase or by heating.  
Operative temperatures and necessary viscosities, followed by minor losses due to engine friction and 
correspondingly less fuel consumption, are reached more rapidly by heating the oil (for example with heaters 
in a filter).  
The trend of reducing the oil quantity in engine crankcase leads to its higher thermal and mechanical loads, 
posing more complex demands for the new formulation of engine oils together with turbo engine forcing.  
Considering operating material and its contribution to the consumption of fuel, the basic premise is: to 
harmonise properties of new motor vehicles and to choose new operating material. 
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Abstract: Transport is responsible for around a quarter of World greenhouse gas emissions making it the 
second biggest greenhouse gas emitting sector after industry. Road transport alone contributes about one-
fifth of the EU's total emissions of carbon dioxide (CO2). While emissions from other sectors are 
generally falling, those from transport have continued to increase until 2008 when transport emissions 
started to decrease on the back of oil prices, increased efficiency of passenger cars and slower growth in 
mobility. The paper presents the information on EU measures to reduce fuel consumption, as well as CO2 
emissions from road transport introducing limits for CO2 emission from passenger cars, vans and heavy 
duty trucks. These limits follow ACEA voluntary agreement on fuel consumption reduction and define 
the targets for CO2 emission in the year 2015 and 2020.   

Key words: CO2 emission, Fuel consumption, Motor vehicles, Transport 

1. Introduction 
Transport is the sector with the highest final energy consumption (accounting for 19% of global final energy 
consumption in 2007 in the World) and, without any significant policy changes, is forecast to remain so. 
Also, transport sector is the second biggest greenhouse gas emitter and more than two thirds of transport-
related greenhouse gas emissions are from road transport. However, there are also significant emissions from 
the aviation and maritime sectors and these sectors are experiencing the fastest growth in emissions, meaning 
that policies to reduce greenhouse gas emissions are required for a range of transport modes. Additional 
problem is that transport will account for 97% of the increase in World primary oil use between 2007 and 
2030. The consequent energy security and greenhouse gas emission implications of oil-dominated road 
transportation mean that reducing the fuel used in this sector is one of the highest priorities for all countries. 

EU GHG emission by sector, 2012.

Transport
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Figure 1. EU-28 greenhouse gas emissions by sector and mode of transport, 2012 

Figure 1 shows EU28 greenhouse gas emissions by sector and mode of transport. In 2012 transport 
participates with almost 25% in total greenhouse gas emissions in EU. Also, road transport accounts more 
than 70% of total transport greenhouse gas emissions [1]. 
Figure 2 shows relative changes of greenhouse gas emissions in EU from different energy sectors relating to 
the greenhouse gas emissions in 1990 [1]. Greenhouse gas emissions in other sectors decreased 15% between 
1990 and 2007 but emissions from transport increased 36% during the same period. This increase has 
happened despite improved vehicle efficiency because the amount of personal and freight transport has 
increased. Following economic crisis, since 2008 greenhouse gas emissions from transport have started to 
decrease. Despite this trend transport emissions were in 2012 still 20.5 % above 1990 levels and would need 
to fall by 67 % by 2050 to meet the 2011 Transport White Paper target reduction of 60% compared to 1990. 
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Figure 2. EU greenhouse gas emissions from transport and other sectors, 1990-2012 

Road transport contributes about one-fifth of the EU's total emissions of carbon dioxide (CO2), the main 
greenhouse gas. While these emissions fell by 3.3% in 2012, they are still 20.5% higher than in 1990. 
Transport is the only major sector in the EU where greenhouse gas emissions are still rising [2]. 
The objective of this paper is to present the measures undertaken in European Union for the reduction of fuel 
consumption and CO2 emissions. These maesures can be classified in two groop: 

1. In first groop are mandatory measures that need technological improvments of engines for passenger 
cars, light commertial vehicles and heavy duty vehicles. The effects these measures can be checked 
during certification testing (subsections 2 to 4). 

2. In second groop are measures for fuel consumptio reduction of vehicle in use. Their effects can not 
be cheched on test bed during certification, but they can additionally decrease fuel consumption 
(subsections 5 to 9). 

2. Reducing CO2 emissions from passenger cars 
Cars are responsible for around 12% of total EU emissions of carbon dioxide (CO2). 

 
Figure 3. Fuel economy regulation in US [3] 

Situation in the United States will be shortly mentioned as additional information. In US vehicle fuel 
economy has been regulated since 1975, when the Corporate Average Fuel Economy (CAFE) program 
started. Under CAFE, cars and light trucks up to 8 000 pounds (about 3 600 kg) are required to meet a 
minimum fuel economy target based on miles per gallon (MPG). Separate standards exist for cars and light 
trucks. The standards were initially set through the mid-1980s, and have been in force ever since at 
approximately the same levels, though in recent years the standard for light trucks has been raised. For cars, 
the standard can only be changed via Congressional legislation but for light trucks, the Department of 
Transportation (DOT) has the authority to set higher or lower standards. Actual fleet fuel economy to Model 
Year (MY) 2009 and CAFE standards up to MY 2016 are shown in Figure 3 [3]. 
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In March 2009, the NHTSA (via the DOT) published the final rule of reformed CAFE program for passenger 
cars and light trucks (the Reformed CAFE), as well as standards for model year 2011. Under the Reformed 
CAFE system, each passenger car and light truck manufacturer is required to achieve the level of CAFE, 
which is based on each vehicle’s target level and set according to vehicle size. The targets are assigned 
according to the vehicle’s “footprint” (the product of the average track width multiplied by the wheelbase). 
Each vehicle is assigned to a target specific to the footprint value (Figure 4) [3]. Passenger vehicles and light 
trucks are still regulated separately but adhere to the same compliance methodology. 

 
Figure 4. The Reformed CAFE targets for MY 2011 [3]. 

In April 2010, DOT and the Environmental Protection Agency (EPA) further revised the CAFE standards, 
which will improve the United States’ fuel economy to 35.5mpg by 2016.  This is equivalent to 6.6 L/100km 
and represents a 30% reduction in fuel use compared to the new light-duty vehicles in the United States in 
2005. Although this represents a significant reduction in fuel economy over the period, it should also be 
stated that fleet fuel economy is much higher than in most other developed countries and will remain so even 
with a substantial reduction such as that planned.    
In the late 1990s, the European Commission agreed with the European Automobile Manufacturers’ 
Association (ACEA), the Japan Automobile Manufacturers’ Association (JAMA) and the Korean 
Automobile Manufacturers’ Association (KAMA) that each association would commit to the same quantified 
CO2 emission objective for the average new passenger car sold in the European Union. The content of the 
commitments was that the members of each of these associations should collectively achieve a CO2 emission 
target of 140 g CO2/km by 2008 (ACEA) or by 2009 (JAMA and KAMA). The problem of sharing the 
burden of the objective between the different manufacturers was left to each association itself to decide. 
While significant CO2 emission reductions were achieved in the initial years, since around 2004 the 
manufacturers could no longer meet their voluntary targets. Although vehicle CO2 emissions reduced from 
172 g/km to 153 g/km over the period 2000 to 2008 [4], in 2007 the Commission announced that “the 
strategy had brought only limited progress towards achieving the target of 120 g CO2/km by 2012” and that 
“the review of the strategy has concluded that the voluntary commitments has not succeeded and that the 120 
g target will not be met on time without further measures” [5].   
As a result, EU legislation sets mandatory emission reduction targets for new cars. This legislation is the 
cornerstone of the EU's strategy to improve the fuel economy of cars sold on the European market. In April 
2009 the European Union adopted the Regulation (EC) No 443/2009 to reduce CO2 emission from passenger 
vehicles [6].This Regulation establishes CO2 emissions performance requirements for new passenger cars in 
order to ensure the proper functioning of the internal market and to achieve the overall objective of the 
European Community of 120 g CO2/km by 2015 as average emissions for the new car fleet. This Regulation 
sets the average CO2 emissions for new passenger cars at 130 g CO2/km, by means of improvement in 
vehicle engine technology, while complementary measures will contribute a further emissions cut of up to 10 
g CO2/km, thus reducing overall emissions to 120 g CO2/km. These complementary measures include 
efficiency improvements for car components with the highest impact on fuel consumption, such as tyres and 
air conditioning systems, and a gradual reduction in the carbon content of road fuels, notably through greater 
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use of biofuels. An average of 130 g CO2/km means a fuel consumption of around 5.6 litres per 100 km 
(l/100 km) of petrol or 4.9 l/100 km of diesel. The average emissions level of a new car sold in EU in 2014 
was 123.4 g CO2/km well below the 2015 target. Since monitoring started under current legislation in 2010, 
emission has decreased by 17 g CO2/km (12 %). 
This regulation was amended in March 2014 by the Regulation (EU) No 333/2014 which sets a target of 95 g 
CO2/km for the average emissions of the new car fleet. This means a fuel consumption of around 4.1 l/100 
km of petrol or 3.6 l/100 km of diesel. The 2015 and 2021 targets represent reductions of 18% and 40% 
respectively compared with the 2007 fleet average of 158.7g/km. 
Each manufacturer must meet their fleet average specific emissions of CO2 (g/km). Specific emission for 
each car is defined by a limit value curve of permitted CO2 emissions for new cars according to the mass of 
the vehicle (Figure 5). This curve is set in such a way that a fleet average for all new cars of 130 g CO2/km 
is achieved. Actually, the cars with heavier mass have higher limits and the cars with lighter mass have lower 
limits. Only the fleet average is regulated, so manufacturers are still able to make vehicles with emissions 
above the curve provided these are balanced by vehicles below the curve. 

 
Figure 5. Value curve of permitted CO2 emissions for new cars [3] 

Specific Emissions of CO2 (g/km) of each new passenger car registered in that calendar year is calculated by 
formula [6]: 

Specific Emissions of CO2 = T + a × (M – M0)      (1) 
where: 

T is CO2 emission target: T = 130 g/km from 2012 through 2019; and T = 95 g/km from 2020. 
A is a coefficient: a = 0.0457 from 2012 through 2019; and a = 0.0333 from 2020. 
M is mass of the vehicle (kg) 
M0 is average vehicle mass: M0 = 1372 kg for calendar years 2012-2015. M0 = 1392.4 kg for 2016. 

From 2016, the value of M0 is adjusted annually to reflect the average mass of passenger cars in 
the previous three calendar years.  

The specific emissions target for a manufacturer in a calendar year shall be calculated as the average of the 
specific emissions of CO2 of each new passenger car registered in that calendar year of which it is the 
manufacturer. A manufacturer will be required to ensure that the average emissions of all new vehicles are 
below the average of the permitted emissions for specific cars given by the curve. In 2012 65% of each 
manufacturer’s newly registered vehicles must comply on average with the limit value curve set by the 
legislation. This will rise to 75% in 2013, 80% in 2014, and 100% from 2015 onwards. A shorter phase-in 
period will apply to the target of 95g/km. 95% of each manufacturer’s new cars will have to comply with the 
limit value curve in 2020, increasing to 100% in 2021. 
In the initial period, certain types of vehicles receive additional incentives: 
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• Vehicles of CO2 emissions below 50 g/km receive super-credits. Under the 2015 regulation, each 
such vehicle is counted as 3.5 cars in 2012 and 2013, as 2.5 cars in 2014, 1.5 cars in 2015, and as 1 
car from 2016 through 2019.  

• The 2020 regulation also allows super-credits, capped at 7.5 g/km, to apply from 2020 to 2022. Each 
car emitting < 50 g/km will count as 2 cars in 2020, 1.67 cars in 2021, 1.33 cars in 2022, and as 1 car 
from 2023. 

• CO2 emissions of vehicles capable of running on a mixture of gasoline with 85% ethanol (E85) are 
reduced by 5% until the end of 2015. This reduction applies only where at least 30% of the filling 
stations in a Member State provide E85. 

Certain flexibilities are available for manufacturers, as follows: 
• Pooling—Several manufacturers may form a pool to jointly meet their CO2 emission targets. 
• Low volume manufacturers—Manufacturers with fewer than 10,000 new cars registered per annum 

may apply to the European Commission for a derogation from the specific emission targets. Several 
conditions apply. 

• Eco-innovation— Innovative technologies can help cut emissions, but in some cases it is not 
possible to demonstrate the CO2-reducing effects of a new technology during the test procedure used 
for vehicle type approval. Manufacturers may apply for credits for innovative CO2 reducing 
technologies which are not accounted for in the current test cycle—for example, energy efficient 
lights. The total contribution of eco-innovation credits is limited to 7 g CO2/km in each 
manufacturer’s average specific target. 

Manufacturers who miss their average CO2 targets are subject to penalties: 
• From 2012 to 2018, the penalties are €5 per vehicle for the first g/km of CO2; €15 for the second 

gram; €25 for the third gram; €95 from the fourth gram onwards. 
• From 2019, manufacturers will pay €95 for each g/km exceeding the target. 

3. Reducing CO2 emissions light commercial vehicles 
In May 2011 European Parliament adopted the Regulation (EU) No 510/2011 setting emission performance 
standards for new light commercial vehicles as part of the Union’s integrated approach to reduce CO2 
emissions from light-duty vehicles. The regulation is applicable to vehicles category N1 with a reference 
mass not exceeding 2610 kg [8]. 
This Regulation sets the fleet average CO2 emissions for new light commercial vehicles at 175 g CO2/km, 
by means of improvements in vehicle technology. From 2020, this Regulation sets a target of 147 g CO2/km 
for the average emissions of new light commercial vehicles registered in the Union subject to confirmation of 
its feasibility. 
Regulation No 510/2011 is very similar to EU Regulation No 443/209 and also it defines specific emission 
of CO2 according the similar formula (1). However the value T is 175 from 2014 to 2019 and 147 since 
2020, coefficient a is 0.093 from 2014 to 2019 and 0.96and M0 is 1706 kg from year 2014 to 2017, but from 
2018 the value of M0 is adjusted annually to reflect the average mass of passenger cars in the previous three 
calendar years. EU regulation No 253/2014 from February 2014 amended the Regulation No 510/2011, 
confirmed the target 147 g CO2/km from 2020 onwards and defined the value T = 147 g/km  and a=0.096 
from 2020 onwards. 
Also, all other details are similar [8]: 

o Manufacturers must meet their average emission targets in 70% of their LCV vehicle fleet in 2014, 
75% in 2015, 80% in 2016, and 100% from 2017 onwards. 

o Vehicles with extremely low emissions, below 50 g/km, are given additional incentives in the initial 
period—one low emitting vehicle will be counted as 3.5 vehicles in 2014 and 2015, as 2.5 vehicles 
in 2016, 1.5 vehicles in 2017, and 1 vehicle from 2018. There are no super-credits under the 2020 
regulation. 

o The penalties for manufacturers who fail to meet their average targets are: until 2018 the penalty is 
€5 per vehicle for the first g/km of exceedance, €15 for the second g/km, €25 for the third g/km, and 
€120 for each subsequent g/km and From 2019, the penalty is €120 for each g/km exceeding the 
target. 
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Other provisions on biofuels application, eco-innovation, pooling and low volume production are similar as 
for passenger cars. 

4. Reducing CO2 emissions from Heavy-Duty Vehicles 
Trucks, buses and coaches produce about a quarter of CO2 emissions from road transport in the EU and 
some 5% of the EU’s total greenhouse gas emissions – a greater share than international aviation or shipping. 
Despite some improvements in fuel efficiency, CO2 emissions from HDTV’s rose by some 36% between 
1990 and 2010, mainly due to increasing road freight traffic. Projections indicate that, without policy action, 
total HDV emissions would still be close to current levels in 2030 and 2050. 
This is clearly incompatible with the goal of reducing greenhouse gas emissions from transport by around 
60% below 1990 levels by 2050. While CO2 emissions from new cars and vans are being successfully 
reduced under recent EU legislation, despite the economic importance of fuel consumption, CO2 emissions 
from HDVs are currently neither measured nor reported. Strategy for reducing Heavy-Duty Vehicles’ fuel 
consumption and CO2 emissions, adopted in May 2014, is the EU’s first initiative to tackle such emissions 
from trucks, buses and coaches [10]. 
The proposed strategy, aiming at providing stakeholders with more predictability as regards policy and 
regulatory developments in this field, consists of short-term actions to bring more transparency to the market 
and foster emission reductions, being: 

• a series of initiatives foreseen in the Transport White Paper reinforcing existing EU policies that 
directly or indirectly contribute to curbing HDV fuel consumption and CO2 emissions;  

• an action to address the identified knowledge gap by measuring HDV fuel consumption and CO2 
emissions by means of a computer simulation tool VECTO [vecot-en EE], as well as certifying and 
reporting newly registered vehicles’ CO2 emissions. The Commission is planning to make 
legislative proposals by the end of 2015.  

Once these short-term actions are implemented, and based on the findings of further analytical work, 
medium term policy options, including the setting of mandatory CO2 emission limits for newly registered 
HDVs would be considered in order to support the implementation of the EU 2030 climate and energy policy 
framework. This will contribute to a more transparent and competitive market and the adoption of the most 
energy-efficient technologies 

5. ECO driving 
Eco-driving [12] is the operation of a vehicle in a manner that minimizes fuel consumption and CO2 
emissions. It includes:  

• Optimizing gear changing.  
• Avoiding vehicle idling, e.g. by turning the engine off when the vehicle is stationary.  
• Avoiding rapid acceleration and deceleration.  
• Driving at efficient speeds. The most efficient speed for most cars is between 60 km/h and 90 km/h. 

Above 120 km/h, fuel efficiency falls significantly in most vehicles.  
• Reducing weight by removing unnecessary items from the car, and reducing wind resistance by 

removing roof attachments such as ski racks.  
Used together, these steps could save up to 20% of the fuel used by some drivers and possibly 5% to 10% on 
average across all drivers on a lasting basis.  
In 2012 European Commission adopted the Regulation (EU) No 65/2012 [13] implementing the Regulation 
(EC) No 661/2009 [14], which stipulates the mandatory fitting of a gear shift indicator (GSI) to all new 
passenger cars with manual transmission and have a reference mass not exceeding 2 610 kg, as a part of 
European strategy on reducing CO2 emissions from road vehicles. The GSI is an indicator, which displays 
shifting up or down signs on the instrument panel to ensure optimal gear changing and thereby improve fuel 
efficiency.  
Under European Union regulations, it is compulsory to teach eco-driving to novice drivers [12]. The 
implementation of eco-driving training, as a part of the driving license education, can improve fuel economy. 
Many countries have implemented eco-driving  through national and regional eco-driving programmes. 5-
10% less fuel consumption of participants of Ecodriving courses 
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6. Fuel efficient tyres 
Roughly 20% of a motor vehicle’s fuel consumption is used to overcome rolling resistance of the tyres [15].   
The amount of rolling resistance is a function of the level of inflation of the tyres and the technical rolling 
resistance of the tyre material.   
Additional fuel is required when tyres are underinflated. In most real-world driving conditions, tyres are 
underinflated compared to their optimum performance level. Data presented at the IEA Tyre Workshop in 
2005 showed that in the European Union, the tyres in service were underinflated by 0.2 to 0.4 bar on average 
for passenger cars and 0.5 bar for trucks. It is generally understood that these numbers correspond to an 
increase in energy consumption and CO2 emissions of roughly 1% to 2.5% for passenger cars, and 1% for 
trucks. Tyre pressure monitoring systems are a valuable tool for both car safety and fuel economy purposes. 
Information is sent to drivers when their tyres need inflation, which encourages better vehicle fuel efficiency. 
Installing tyre pressure monitoring systems could be expected to improve tyre maintenance and lead to an 
improvement in the range of 1% to 2% in overall non-powertrain vehicle efficiency.   
Concerning the technical rolling resistance of tyres, tyres with low rolling resistance are already available on 
the market. In the European Union, some modern tyres have a rolling resistance of up to 30% lower than the 
best tyres produced in the early 1980s, while the worst tyres on the market have twice the rolling resistance 
of the best. Auto manufacturers already carefully minimize rolling resistance of tyres fitted to new cars 
because this is an effective way to comply with fuel economy standards. However, the rolling resistance of 
tyres in the replacement market could be higher than those offered on new cars, so the fuel savings from the 
low rolling resistance tyres could be lost after the original tyres wear out. Consumers may not always 
purchase low rolling resistance tyres as replacement tyres due to their high initial cost, the lack of clear 
information provided, and limited market availability [16].  
The fitting of the best replacement tyres and the more effective maintenance of tyre pressures could save 
about 3% of the fuel used in LDVs (equivalent to around 70 Mtoe and 190 Mt CO2 in the medium term 
worldwide). In the absence of policy intervention, there would be very weak incentives for both 
manufacturers and consumers, because tyre inflation pressure in the real world and rolling resistance of 
replacement tyres are not subjected to current fuel economy standards. Therefore, efficiency measures for 
tyres and proper maintenance of tyre inflation pressure represent important complementary measures to fuel 
economy standards 
The European Union has made major steps forward on tire-related measures in 2009. In July 2009, the 
European Union adopted the regulation “concerning type-approval requirements for the general safety of 
motor vehicles, their  trailers and systems, components and separate technical units intended therefore” [14]   
as a part of European strategy to reduce CO2 emissions from road vehicles. Another corresponding 
regulation to reduce CO2 emissions from new passenger cars initially proposed an emissions’ target of 120 g 
CO2/km; however it faced strong opposition from industry so an “integrated approach” [6] was added to 
soften the targets. This entailed an average target of 130 g CO2/km emissions for a fleet. Complementary 
measures are required to contribute a further emissions cut of up to 10 g CO2/km, thus reducing overall 
emissions to 120 g CO2/km. These complementary measures include efficiency improvements for car 
components with the highest impact on fuel consumption, such as tyres and air conditioning systems, and a 
gradual reduction in the carbon content of road fuels, notably through greater use of biofuels. Efficiency 
requirements for these components are being discussed and will be introduced for these car components. 
After many months of discussion and negotiation, the United Nations Economic Commission for Europe 
(UN ECE) requirements on tyre pressure monitoring systems was finally published on 10th November 2010. 
These new requirements have been published as an 02 series of amendments to ECE Regulation No. 64.02 
[17], which now covers temporary use spare wheels and tyres, run flat tyres and tyre pressure monitoring 
systems. 
The above regulation on the type approval of vehicles and their components contains several measures for 
tyres including mandatory fitting of tyre pressure monitoring systems (ТРМС) and limit of tyre rolling 
resistance as parts of general vehicle safety measures. Mandatory fitting of TPMS will be required by 
November 2012 for new passenger cars and by November 2014 for all newly-registered passenger cars. 
Technical requirements for TPMS will be defined by UNECE regulation 64, as performance-based 
requirements.  
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In addition, other measures on the characteristics of the tyre itself, such as the introduction of wet grip 
requirements and limit values on rolling resistance and tightening noise limits, are also included in the 
regulation EC 661/2009. Wet grip requirements will be applied to tyres for passenger cars. Limit values on 
rolling resistance and tightening noise limits will be applied to tyres for passenger cars, light commercial 
vehicles and heavy-duty vehicles. The rolling resistance of tyres will be measured in accordance with ISO 
28580, the same for those in the United States. These measures will be applied to original tyres installed on 
new vehicles as well as replacement tyres, from 2012-2016, depending on tyre categories. The European 
Commission will develop implementing measures by the end of 2010.  
Furthermore, the European Union also adopted a separate regulation on “the labeling of tyres with respect to 
fuel efficiency and other essential parameters” (EC 1222/2009) in November 2009 [18]. Fuel efficiency, wet 
grip and external rolling noise of tyres will be indicated in the label. Similar to measures for tyre rolling 
resistance and noise limits, this regulation will cover almost all tyres used on public roads, such as tyres for 
passenger cars, light commercial vehicles and heavy-duty vehicles. Tyre labels will be displayed at the point 
of sale and in technical promotional literature, including websites, by November 2012. This label will allow 
consumers to make more informed choices and should result in fuel cost savings, as well as a reduction of 
CO2 emissions, from vehicles. 

7. Vehicle fuel consumption labelling 
Comprehensive, high quality information is a prerequisite for sound decision making. In order for customers 
to purchase the most efficient vehicles on the market, they must first know about the efficiency levels of the 
vehicles under consideration. Labels showing fuel economy and CO2 emissions values and displayed on 
vehicles are necessary to inform consumers about the fuel efficiency characteristics of the vehicle in 
question. However, experience in the European  Union shows that labels in isolation do not reduce vehicle 
emissions. A review of EU labelling policy demonstrated that the highest level of success in influencing 
consumers’ vehicle purchasing behaviour occurred when fuel economy and CO2 emissions labels were 

combined with fiscal incentives.  
Passenger car lebelling is introduced in European 
Commission Directive 199/94/EC [19]. This 
consumer information system is to be set up using 
the following four methods: 
1. Attaching a fuel consumption and CO2 emissions 
label to the windscreen of all new passenger cars at 
the point of sale;  
2. Producing a fuel consumption and CO2 
emissions guide for all vehicles in the market;  
3. Displaying posters with data on fuel consumption 
and CO2 emissions for all vehicles in car 
showrooms;  
4. Including fuel consumption and CO2 emissions 
data in promotional material. 
The form of the information is also important 
because people must be able relate to it. Many 
people may not appreciate the implications of fuel 
economy or CO2 emissions from official test 
procedures. More useful information is often 
focused on the annual fuel costs. A valuable 
addition to the vehicle labels is a guide available in 
showrooms and on the Internet that provides the 
fuel economy and CO2 emissions values of all 
vehicles on the market. This enables consumers to 
view the characteristics of other vehicles that they 
might not have otherwise considered. 
An example of car label is shown in Figure 6.   

 
Figure 6. Car label used in UK [21] 
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8. Fiscal incentives 
In the first instance financial incentives or penalties, in combination with sound information, intentivise the 
purchase of more energy efficient vehicles and so can accelerate the deployment of energy efficient 
technologies [19]. The vehicle tax systems of many countries, in Europe particularly, are now based on 
vehicle CO2 emissions and research has shown that consumers respond quickly to such financial incentives. 
For example, in Ireland in the five months after the introduction of the new CO2 emissions differentiated 
annual motor and vehicle registration taxes on 30 July 2008, the percentage of passenger cars sold in the 
lowest emissions bands A to C (under 155 g CO2/km) soared from 41% to 83% (O’Gallachoir  et al., 2009). 
The European Commission has for many years called for the “inclusion of a CO2 element in car taxes” 
Europe-wide; however it has not received approval from the European Council and therefore this element of 
the European Union strategy remains the responsibility of individual member states.  
Tax measures are an important tool in shaping consumer demand towards fuel efficient cars, and help create 
a market for breakthrough technologies, notably during the introduction phase. CO 2 taxation for passenger 
cars is well established across the European Union. 
In 2007, 11 Member States had CO2-related taxation, 14 in 2008, 16 in 2009, and 17 Member States in 2010. 
In 2011, the 19 EU countries that levy passenger car taxes partially or totally based on the car’s carbon 
dioxide (CO2) emissions and/or fuel consumption are: Austria, Belgium, Cyprus, Denmark, Finland, France, 
Germany, Greece, Ireland, Latvia, Luxembourg, Malta, the Netherlands, Portugal, Romania, Slovenia, Spain, 
Sweden and the United Kingdom.  Now also Croatia. In addition, an increasing number of countries – 16 EU 
Member States at present – provide purchase incentives and/or tax benefits for electric and/or hybrid electric 
vehicles [21]. 

9. Modal shift 
An important policy goal in transport energy efficiency is to shift passengers and freight from roads to more 
sustainable modes of transport such as bicycles, efficient public transport, shipping, and rail (called modal 
shift). It is estimated that the benefits significantly outweigh the costs in many cases [22]. For example, a 
recent study in the United States estimated that “high quality public transit typically requires about USD 268 
in additional subsidies and USD 104 in additional fares annually per capita, but provides vehicle, parking 
and road cost savings averaging USD 1 040 per capita, plus other benefits including congestion reductions, 
increased traffic safety, pollution reductions, improved mobility for non-drivers, improved fitness and 
health” [3]. Policy intervention is generally needed to encourage modal shift since market failures result in a 
higher than optimal level of road transport use. Cheaper fuel prices for many years have been partly to blame 
for the increase in passenger car and road freight transport use. There are also challenges to achieving modal 
shift caused by unsustainable land use planning, such as urban sprawl and dispersed rural populations with 
associated car dependency. Additionally, public transport is often perceived as less attractive in terms of the 
quality and price of services provided. All these issues need to be addressed with policy measures if 
passenger and freight modal shift is to occur.   
Policies for passenger modal shift generally include improving public transport services and infrastructure 
and increasing its attractiveness to potential passengers through information campaigns and improving 
practical features, such as integrated ticketing, real time travel information and lower fares. There have been 
many studies documenting the impact that policies can have on increasing public transport usage [23]. It is 
often argued in transport strategy consultations that transport policy measures, such as fiscal measures e.g. 
penalising car travel, should not be implemented unless there are other available modes of transport. 
Therefore good infrastructure in modes other than road transport is needed if other transport policies are to 
be implemented.   

10. The effects of fuel reducing measures   
The introduction of measures for reducing fuel consumption and CO2 emission has led to the reduction of 
greenhouse gases emission from motor vehicle. Figure 7 show actual situation and targets for passenger cars 
CO2 emission in different region of the World. Japan and Europe are in the best position, and North America 
normally has bigeer cars and than higher consumption. However all regions expect that after 2020 CO2 
emission should be less than 130 gCO2/km, in Europe below 100 gCO2/km 
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Figure 7. Trends and forecast of passenger cars CO2 emissions [24]. 

 
Figure 8. Average fuel consumption of new cars  and fleet average in EU  [2]. 

Figure 8 shows the average fuel consumption of new gasoline and diesel cars, as well as of total new cars in 
EU. The reducing rend is obvious. Normally diesel cars have the advantage. The figure also shows the 
average fuel consumption of complete fleet of new and old cars in traffic. The average consumption of total 
fleet is bigger for about 1.5 l/100km. 
Figure 9 shows the fuel consumption of new cars sold in different EU countries in 2013. EU average is 6 
lit/100km. Portugal is in the best position and Croatia has the highest consumption. 

 
Figure 9. Average fuel consumption of new cars in the different EU counyries (2013) [22]. 
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Figure 10. Average CO2 emissions of new cars in different EU countries (2013) [2]. 

Similar situation, but not the same, is with CO2 emission shown in Figure 10. The CO2 emission depends on 
fuel type, so Netherlands and Portugal have changed the place, but Baltic countries are still at the top. EU 
average is bellow 130 gCO2/km, what was the target for 2015. This is also shown in Figure 11.  
 
 

Figure 12 shows the share of different of cars grouped according the level of CO2 emissions. Low emissions 
cars are dominant in the present and high emission cars are dominant in the past. 

 
Figure 12. Market share of new low emission cars in EU [2]. 

 
Figure 11. Average CO2 emissions of new cars: observed values and targets [2]. 
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Figure 13. Average CO2 emissions of different manufacturs and different EU countries 

Figure 13 shows CO2 emission trends by different manufacturers and by countries. French companies have 
lowest emission and German highest. Of course, this emission depends on the car size. 

11. Conclusions 
The European Union has introduced a number of measures for reducing fuel consumption and CO2 
emissions. The measures have been mainly address to passenger cars which fuel consumption is steady 
decreasing. Main maesures are addressing mandatory reduction of average fleet of vehicles for each 
manufacturer. Other measures are: eco-driving, fuel consumption labelling, use of efficient tyres, fiscal tax, 
modal shift, efficient tyres etc. 
Introduced CO2 emissions targets for passenger cars in 2015 and 2020 should additionally decrease CO2 
emissions. The target for 2015 is already achieved and it is expecting also for 2020. 
CO2 emissions targets for for light comertial vehicles for 2017 and 2020 have been adopted, but for heavy 
duty vehicles the targets should be defined by the end of 2015. 
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Abstract: In-cylinder pressure analysis provides valuable information on the combustion process and 
stands as an invaluable tool in the internal combustion engine research & development. Its 
implementation in a combustion control algorithms appears as a promising solution for attaining optimal 
combustion control in IC Engines. Beside direct, pressure sensor based measurement data evaluation 
approach, there are various attempts to introduce indirect model based measurements which will provide 
comparable results. This paper deals with the potentials of Local Model Networks and their application in 
a virtual combustion sensors. High speed processing capabilities, acceptable accuracy and compactness of 
Local Model Networks based models make them good candidates to become a core component of the 
future combustion control algorithms. A local linear model (Lolimot) and hierarchical local model 
(Hilomot) are compared in order to gain some conclusions on optimal network topology, best suited for a 
job of extracting crucial combustion features. Evaluation, testing and validation of presented virtual 
sensors is conducted on an extensive set of IC engine data. 

Keywords: neural networks, local model networks, Lolimot, Hilomot, IC engine combustion analysis 

1. Introduction 
In-cylinder pressure signal contains valuable information on complete working process in the internal-
combustion engine. Since the signal origin is located in the sole center of the engine's combustion process, it 
contains essential information on process thermodynamics and is a very desirable as a feedback signal for a 
closed loop combustion process control algorithms.  
There are numerous applications in which data, extracted from the measured in-cylinder pressure, can be 
used: spark advance control, detection of detonative combustion, misfire detection, detection of intake and 
exhaust phase discrete events, EGR control (on lean mixture side limits), even distribution of fuel/mixture to 
cylinders, estimation of air mass induced to cylinders, shortening of cold start engine warm-up time, 
indicated torque estimation, enhancements and  shortening of engine calibration procedures, implementation 
in fault detection algorithms and so on. 
Despite estimations, from more than a decade, that the in-cylinder pressure based engine control systems will 
be available in high-volume production engines very soon, this prediction is still optimistic and far away 
from full implementation. The main reason for this can be found in high costs of in-cylinder pressure sensors 
because they have to provide long endurance in very harsh conditions [1]. Still, there are bold exceptions and 
some manufacturers already started with the implantation of the in-cylinder pressure sensors in the 
automotive range of IC engines (BMW modular engine series B37/B47).  
In the meantime, a lot of research is focused on other, but readily available signal sources, which have a 
potential to provide information, with acceptable quality, on the in-cylinder combustion process. Sources like 
ionization currents, vibrations, effective torque and crankshaft speed are only intermediary related to the in-
cylinder working process thus requiring higher efforts in data processing and, often, only limited results. 

2. Crankshaft angular speed as a source of combustion process information 
The crankshaft rotational speed and in-cylinder pressure are related through the differential equation which 
describes dynamics of the crankshaft mechanism motion. Crankshaft angular acceleration is a result of the 
summed action of torques: gas Tg, mass Tm, friction Tf and load torque Tl. The friction torque Tf   originates 
from the friction forces within the engine and the load torque Tl acts as an external load, acting on the 
crankshaft and opposing the effective torque generated by the engine. These torques are related through the 
torque balance equation, which in general, for single cylinder takes the form: 
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where θ is the crank angle and J denotes the crankshaft's moment of inertia. Information on combustion 
process is nested in in-cylinder pressure which is part of the gas torque Tg. 
The mass torque represents the influence of inertia of crankshaft mechanism parts on its dynamics. 
Depending on variable inertia of oscillating parts this torque component additionally amplifies already non-
linear relations between the crankshaft angular speed and in-cylinder pressure signal [2], [3]. 
The mass torque Tm can be successfully estimated since it depends on crankshaft speed i.e. acceleration, 
which is readily available in the engine management system, and the set of parameters defining the dynamic 
behaviour of the mechanism. Following this idea, Moskwa [4] suggested an introduction of, so called 
synthetic variables, which can be used to eliminate, as far as possible, nonlinear influence of mass torque 
from equation (1) leading to establishment of more straightforward relation between crankshaft speed and 
combustion process. 
Introduction of a variable, which represents the estimated sum of the gas and load torque, with a rough 
assumption that the friction torque can be incorporated in the lumped mass damping losses, opens the 
possibility for on-line calculating of the synthetic signal rich in combustion information content: 
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3. ANN as a core structure of the virtual in-cylinder process sensor 
Artificial neural networks (ANN) are featured with strong capabilities to establish functional approximation 
of the highly nonlinear correlated data, and therefore, have a great potential to be exploited in models of 
virtual in-cylinder process sensors. ANN strength of complex processing is founded in their structure which, 
in fact, mimics the massively parallel-distributed processing virtue of a brain [5] by using multiple 
interconnected processing units. 
There is variety of ANN architectures but, within a scope of potential usage in engine control units and 
management systems, ANN's which can provide small, fast and compact numerical models are the most 
interesting ones. Therefore the focus is put on the Radial Basis Function (RBF) ANNs and Neuro-fuzzy 
based models, since they are able to achieve same or even better performance than widely used MLP 
networks, but with more compact structures. 
 RBF networks have one hidden layer. The main processing units of this layer are the neurons with 
implemented activation function, which is often (as in this study) a Gaussian RBF. The network k-th output 
is calculated as: 

 2

2

2 j

j

RBF

cx

jkk ewy σ⋅

−
−∑ ⋅=  (3) 

where wjk are the weighing coefficients, cj denotes the centre of the j-th Gaussian function, and σ j its width. 
The learning method, used for the estimation of the RBF network weights and biases is based on the 
Orthogonal Least Squares algorithm (OLS). 
Neuro-fuzzy (NF) models are hybrid models which involve fuzzy models in neural networks based structure. 
The advantage of local linear NF models, is their capability to model complex nonlinearities by 
superposition of several very simple models - linear functions. Local NF model is comprised of locally valid 
linear models placed over partitioned input space vector. Validity of each linear model is further defined by 
validation function. The output of the Local NFM is defined as: 
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where M is the number of the local linear models and wij are the parameters of the i-th linear submodel and 
u1…up are the elements of the input vector. 
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Input space partitioning, which determines the placement positions of the local models, can be conducted on 
variety ways. One of the simplest is the partitioning along the orthogonal axes of the input space. Although 
this approach can lead to a large number of input space divisions, and accordingly the placement of relatively 
large number of local models, the training algorithm used (Local Linear Model Tree – Lolimot, introduced 
by Nelles [6]), is fast and effective. The second approach is based on axes-oblique partitioning of the input 
space. This approach build LNF models with smaller number of local models since the partitioning principle 
enables the placement of models along axes which follows dominant model gradients. This partitioning 
strategy relays on implementation of Hierarchical Local Model Tree (Hilomot, [7]) training algorithm which 
is, generally, slower but generates more compact models and is particularly well suited for models with 
multidimensional inputs. The LNFM training by using Lolimot / Hilomot algorithms is shown on Fig. 1.  
 

  

                                     Lolimot                                                                  Holimot            
Figure 1. Partitioning strategies used in Lolimot and Holimot algorithms 

 
Table 1. Summary of the Lolimot / Hilomot LNFM training algorithms 

Feature 
Partitioning algorithm 

Lolimot Hilomot 
Partitioning Axes-orthogonal. Axes-oblique 
Splitting functions Normalized Gaussian functions Sigmoid functions 
Splitting method Heuristically, without nonlinear 

optimization 
Heuristically, nonlinear  

optimization 
 

As it can be seen from table 1, Lolimot / Hilomot algorithms use also different validation functions 
(Gaussian vs. Sigmoid), and non-optimized vs. optimized splitting method.  

3.1. Estimation of the MFB50 by means of ANN based virtual sensors 
Anticipated accuracy of ANN based models is related to the amount and the quality of the data acquired for 
its training and testing. Extensive set of data is acquired through engine test bed measurements conducted on 
a 1.4 MPI engine (DMB) on more than 140 working points, evenly spaced through its operational field [8]. 
On each of measured operating point, in-cylinder pressure indicating was performed thus providing more 
than 7000 recorded engine cycles. Data were used for training the LNF models which were employed as 
virtual sensors of cyclic MFB50 combustion feature (the position of 50% of mass fraction burned) [9].  
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In order to take into account the parameters, which significantly influence the combustion process, cycle 
averaged pressure in the intake manifold  imp  and the cycle averaged crankshaft speed  engn   are added to 
the input vector which takes the form: 

 [ ])(
,

)(
,

)(
,

)( ,, i
mapim

i
mapeng

i
mapsynth

i pnTu =  (5) 

where (i) designates each engine cycle. 
Synthetic torque input Tsynth, is built as a vector of values from the ±36° CA window range around 
combustion phase TDC. Evenly spaced on 6° CA, this vector contained 12 values giving the model input as a 
vector with 14 dimensions.  
All three signals, comprising the input vector, are mapped into the range [-1 1], as usual in the ANN input 
data preparation process. In order to identify the optimal structure of the RBF network, a series of numerical 
tests were conducted. Within the LNF models, the number of local models were varied ( }{ 7...2∈M ) with 
simultaneous variation of the validation function width ( }{ 5.0...2.0∈Lσ  ). All models were trained with 30% 
of available data while the rest of 70% were used for model validation. 
The performance indicator used, was the standard deviation of MFB50 estimating error (see eq. 6) where N 
is the number of input vectors available for training / validation (number of engine cycles) while estimating 
error is designated as 50MFB∆  . 

 ( )∑ ∆−∆⋅
−

=∆
N

MFBMFBNMFB 50501
1

50
σ

 
(6) 

                                                                    

 
Figure 2. ΔMFB50 variation on the test data set [°CA], Lolimot,  σL=0.24,  M=5; Tsynth resolution is 6° CA  

 

Both Lolimot and Hilomot LNF model achieved the promising results. Model with only 5 local linear models 
and requirements for Tsynth sampling resolution of only 6° CA (within the angular window of ±40° TDC) 
achieved standard deviation of MFB50 estimation as low as 0.33° CA. Having on mind that method for 
estimation of MFB50, with deviation which is less than 0.5° CA can be used in closed loop spark ignition 
control [10], gives some encouraging thoughts that ANN based virtual in-cylinder combustion sensors have a 
potential for employment in engine management systems.    

As expected, Hilomot LNF model gave even better results providing halved deviation when compared with 
the Lolimot model with the same number of local models.   
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Figure 3. Comparison of different LNF modeling approaches in the realization of the virtual MFB50 sensor [11] 

3. Conclusion  
Both LLNF models demonstrated very good performance in estimating the MFB50 with excellent 
generalization capabilities. Designed LLNF models outperforms the minimum allowable error variation and 
provides acceptable inputs for the closed-loop spark advance control system. Compared to Lolimot, Hilomot 
models are able to provide more accurate performance with the same number of neurons (local models). 
Since the model size affects execution speed, LLNF models are found appropriate for the implementation in 
the engine ECUs. The reduction of the input vector size, by reducing the angular resolution of the synthetic 
torque variable, enabled the more compact design of the LLNF model with only 5 neurons. Further reduction 
of the neural network structure input vector, based on the information content extraction, could lead to the 
additional model size reduction and processing requirements which can be even more acceptable to the 
modern engine control units. 
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Abstract: Instantaneous angular speed of the crankshaft is not constant during the engine cycle. 
Variations of instantaneous angular speed of the crankshaft are affected by: character of excitation torque 
variation due to gas pressure forces in the engine cylinder, character of excitation torque variation due to 
the motion of the slider crank mechanism, character of friction torque variation and variation of the torque 
required to drive other auxiliaries (timing mechanism, high pressure pump, etc.). The aim of this paper is 
to determine the relationship between the instantaneous angular speed and the overall crankshaft torque. 
In forward dynamics, the forces are given and we have calculated the resulting motions. In inverse 
dynamics, we are trying to determine the forces that will result in the desired behaviour of a given system. 
In this paper we use inverse dynamics to determine torque that is not measured (flywheel, pulley and 
friction torque). The engine is also equipped with cylinder pressure sensors in all the cylinders of a four-
cylinder four-stroke diesel engine and a crank angle sensor to measure the rotational speed at the 
crankshaft free end. 

Keywords: Crankshaft, IC engine, instantaneous angular speed, inverse dynamics, torque 

1. Introduction 
Machines containing reciprocating elements have some characteristic dynamic problems. In many cases, it is 
difficult to solve them and designers cannot ensure working conditions as smooth as those typical of 
machines containing only rotating elements. IC Engines are based on the crank mechanism, in the form of a 
crankshaft with several connecting rods and reciprocating elements. IC Engines cannot, in general, be 
exactly balanced. The variable moment of inertia reciprocating machines generates forces. The geometric 
configuration of reciprocating elements is complex, and crankshafts not only do not possess axial symmetry 
but often do not have symmetry planes. The external forces acting on the crankshaft are variable in time, 
with periodic law. Also the forces exerted by gas-pressure on the pistons and other forces typical of 
reciprocating machines are periodic. Their time histories are not harmonic but, once harmonic analysis has 
been performed, they can be considered as the sum of many harmonic components whose frequencies are 
usually multiples, by a whole number or a rational fraction, of the rotational speed. The external torque and 
the crankshaft’s speed are periodic functions of the crank angle and may be expressed as Fourier series. 
Under steady-state operating conditions, the variation of the reciprocating inertia torque may be considered 
identical for all cylinders, and shifted in the crank-angle domain according to the firing order of the engine. 
The gas-pressure torque may differ from cylinder to cylinder, but, for steady-state operating conditions, the 
gas-pressure torque of a given cylinder undergoes deviation from cycle to cycle. The dynamic response of 
the crankshaft to the external torque may be determined by summing up the responses to each harmonic 
component of the torque [16]. 
Excitation torque that causes rotation of the crankshaft varies during an engine cycle, and it is the function of 
the angle position of the crankshaft. The instantaneous crankshaft speed is not constant; crankshaft speed 
varies during an engine cycle. This means that the torque which acts on the flywheel varies during an engine 
cycle. The term torque which acts on the flywheel or output torque of the flywheel is used for torque that the 
flywheel exerts on the input shaft of the gearbox. This torque is internal torque, and according to Newton's 
third law of action and reaction, this torque is equal. If we assume that parts which act on the flywheel 
(frictional coupling, gearbox, propeller shaft, etc.) are rejected, then we have to replace their impact with 
action torque at the flywheel. A large amount of research has been conducted into correlation between the 
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crankshaft speed variation and the instantaneous cylinder pressure [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12]. 
One of the main goals of this correlation is to determine the quality of combustion in each cylinder [3, 4, 7 
and 10]. The lumped mass model was widely used with good results in estimating natural frequencies of the 
crankshaft and in predicting the speed variation of the crankshaft when the gas pressure torque was known 
[6, 7, 8 and 9]. 
In order to determine the torque which acts on the crankshaft in engines with more cylinders, we need to 
know the following: crank angles (angular positions) of each individual lumped mass, the torque required to 
drive the other auxiliaries and the friction plus the valve train torque. This approach is not possible because 
the angular position of each lumped mass cannot be determined or measured. 
One way to solve this problem is to use a rigid body crankshaft model. Then, it is possible to determine the 
following together: the torque which acts on the flywheel variation and the torque required to drive the other 
auxiliaries variation and the friction torque variation. This approach can be used when the engine load is not 
high.  
The usual approach to create the equivalent system of the crankshaft is to assume that the torque of the brake 
is constant during the engine cycle and the moment of inertia of the rotor brake and elements that bind rotor 
brake and flywheel is added algebraically to the moment of inertia of the flywheel [6, 7, 8, 9, 14, 18 and 20]. 

2. Dynamic model of the IC engine 
There are many ways to determine the equations of motion of a crankshaft. In this paper, an approach based 
on the principles of analytical dynamics is presented, by using Lagrange equations of the second kind. 
Besides the specific mathematical apparatus, to model motion, analytical mechanics uses a specific physical 
basis. Unlike the Newtonian vectorial approach, which relies on momentum and force as vector quantities, 
analytical mechanics is based on scalar properties of motion - energy and work. The main difference between 
analytical and Newtonian mechanics lies in different ways of modelling the impact of constraints on the 
motion of a system. Schematics of the lumped mass model of a crankshaft could be presented as in Figure 1. 

 
Figure 1. Simplified dynamic model of the crankshaft 

The differential equations of motion for holonomic systems are the Lagrange equations of the second kind 

 l
d T T V
dt

∂ ∂ ∂ ∂Φ  − = − − + ∂ ∂ ∂ ∂ 
τ

α α α α 
, (1) 

where d T T
dt

∂ ∂  − ∂ ∂ α α
 is the row vector of generalized inertial forces, V∂

∂α
 the row vector of generalized 

conservative forces, ∂Φ
∂α

 the row vector of generalized dissipative forces and lτ  the row vector of 

generalized non-conservative external forces. The above mentioned vector of generalized external forces 
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refers to a vector comprising generalized forces on each lumped mass, regardless of whether externally 
applied force or forces of constraint. For example, if we observe the lumped mass model of the crankshaft, 
there is no external force acting on the first lumped mass - the flywheel, but there is a generalized force, 
which is the result of the constraint force acting between the flywheel and the brake. Frictional forces are not 
included in the vector of external excitation forces (they are included in the damping matrix through external 
damping). 
A crankshaft with n lumped masses, rotating at steady state operating conditions, is observed. The angular 

position of each lumped mass is defined by a column vector of generalized coordinates [ ]1 2, ,..., T
nα α α=α

. 
The kinetic energy of the lumped mass model of the crankshaft may be expressed as 

 
( )
2

T
T =

α J α α 
, (2) 

where ( )J α   is the moments of inertia matrix of the lumped mass model of the crankshaft. 

The potential energy can be expressed as 

 
2

T
V =

α Cα
, (3) 

where C  is the stiffness matrix of the lumped mass model of the crankshaft. 
For the purpose of modeling motion of an engine crankshaft, typically both absolute and relative damping 
elements are used. The dissipation function has the following form 

 
2

T
Φ =

α Kα 
, (4) 

where K  is the damping matrix. 
After substituting particular functional derivatives into the Lagrange equation (1) the equation of motion is 
obtained  

 ( ) ( ) 21
2 l

d
d

+ + + =
J α

J α α α Kα Cα τ
α

   , (5) 

The motion of the lumped mass model of the crankshaft is observed as being composed of the motion of all 
lumped masses with constant speed ω0  together and the relative motion of every lumped mass ( )tφ  in 

relation to the common crank angle of uniform motion t0ω  of each lumped mass. The following relations, 
regarding angular position, angular speed and angular acceleration, can be expressed as 

 

( ) ( )
( ) ( )
( ) ( )

t t t

t t

t t

= +

= +

=

0

0

α ω φ

α ω φ

α φ

 

 

, (6) 

where [ ]0 0 1,..., T
nω ω ×=0ω  is a column vector of mean angular speed, t  is time (a scalar quantity) while 

( ) ( ) ( )1 1
,..., T

n n
t t tϕ ϕ

×
=   φ  is a column vector of the angle of nonuniform motion of the lumped mass 

model of the crankshaft. All quantities, which are functions of the vector of the crank angle of uniform 
motion tω0 , may be approximated by a Taylor series.  

Expanding the functions ( ) ( ),
d

d
J α

J α
α

 and ( )lτ α  around 0tω  gives 
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( ) ( )
( ) ( )

( )
( ) ( )

0 0
2

0 0
2

0 0

0
2 2

0 0

( )

( )
( )

2
l l

t t

d td d t
d d t d t

tω

= + ≈

≈ +

≈

≈ +

J α J ω φ J ω

J ωJ α J ω φ
α ω ω

τ α τ

α ω ω φ 

  (7) 

This choice of terms of the Taylor series is a result of knowing the process, more precisely, knowing the 
order of magnitude of the mean crank angle of uniform motion tω0  and the row vector of the angle of 
nonuniform motion φ  of every lumped mass of the equivalent dynamic model of the crankshaft. 

The equations (7) and (5), while omitting 
2

0
02

0

( )
( )

d t
d t

J ω ω φφ
ω

  as a lower-order term, together yield a system 

of differential equations in form of a matrix 

 
( )
( )

( ) ( )
( )

2
2 20 00

0 0 0 0 02
0 00

( )1 1
( )

2 2( )
l

d t d td t
t t

d t d td t
+ + + + = − − 0

J ω J ωJ ω
J ω φ Kφ ω φ ω φ Cφ ω ω Kω

ω ωω
τ   . (8) 

After analysing equation (8), it can be noticed that the torque is composed of the torque referring to external 
torque acting on all lumped masses ( )0l tτ ω  and the torque due to the motion of the slider-crank mechanism

( )
( )

0 2
0

0

1
2

d t
d t
J ω

ω
ω

. The term 0Kω  is the constant friction torque. The moment of inertia and its first and 

second derivative are periodic functions of the crank angle of uniform motion 0tω  and, for the given system 
of differential equations, they are variable coefficients, i.e. the system is nonlinear. The term 

2
20
02

0

( )1
2 ( )

d t
d t

J ω ω φ
ω

 takes into consideration the torque variation, caused by the masses of the slider-crank 

mechanism, with the angle of nonuniform motion ( )tφ  of the lumped mass model of the crankshaft. The 
equation (8) takes into consideration the variability of the equivalent moment of inertia as well as the 
variability of torque with the angle of nonuniform motion ( )tφ . For the purpose of practical analysis of the 
motion of the crankshaft, the equation (8) is linearized and becomes 

 ( ) ( )
( )

0 2
0 0 0

0

1
2l

d t
t

d t
+ + = − − 0

J ω
J φ Kφ Cφ τ ω ω Kω

ω
    (9) 

where 0J  is the moment of inertia matrix of the system with mean components which are not depending on 
the crank angle of uniform motion 0tω . 

The crankshaft could be modelled as a rigid rotor having a mass moment of inertia equal to the mass moment 
of inertia of the crankshaft plus the corresponding mass moment of inertia of the reciprocating masses. The 
overall gas torque was obtained algebraically adding the gas torque of each cylinder. A typical design of the 
IC engine is a pulley at the free end of a crankshaft and flywheel on the opposite side of a crankshaft that 
transmits power to drive train. A generalized coordinate is angular position of the crankshaft. The crankshaft 
has one degree of freedom (DOF) and the system of differential equations (9) is replaced with a single 
differential equation 

 ( )
( )

20
0 0

0
0

1
2gtot A fly

dJ t
J k k

d t
ω

ϕ ω ω ϕ
ω

τ τ τ= − −+ + −  ,  (10) 
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where 0J  is the moment of inertia of the system with mean components which do not depend on the crank 
angle of uniform motion and 

gl tot A flyτ τ τ τ= + + . 

Because equations of motion (10) give the relation between motion and torque, they can be used in two 
directions: solving the motion from the torque (forward or direct dynamics) or solving the torque from the 
motion (inverse dynamics). In this paper solving the torque from the motion is used. All the torques that 
cause rotation of crankshaft are not known. The variable torque required to drive the other auxiliaries and 
variable constraint torque that brake exerts on the flywheel is not known and that can be determined from 
equation (10) indirectly 

 ( )
( )var var var

20
0

0
0

1
2 gA fly tot

dJ t
J k

d t
ω

ϕ ω ϕ
ω

τ τ τ= + −+ +  . (11) 

Mean torque of friction 0kω  is omitted from equation (11) because it does not influence the variable torque 
required to drive the other auxiliaries and variable constraint torque on the flywheel. Equation (11) may be 
used for all harmonics from order ½.... At steady state operating conditions, during an engine cycle, the 
torque required to drive the other auxiliaries and the load torque are considered as constant by many 
researchers [3, 6, 7, 8, and 9]. 

3. Torque due to motion of crank-slider mechanism masses 
The moment of inertia of a body, here denoted by J, is defined by Newton's law for a rotating body [20 and 
21]  

 
2

2in
dJ J
dt
ατ α= =  , (12) 

in the same way as the perhaps more well-known equation for linear motion. 
The moment of inertia is an additive property, and therefore may be summed over all point masses and in the 
case of a continuous mass distribution calculated by integration. The moment of inertia is a function of both 
mass and position. Therefore, in the case of a crank-slider mechanism, where the geometry changes, the 
moment of inertia will also vary, hence the term varying inertia will be used for this. The piston motion may 
very well be assumed to be a purely translational motion in the x-direction that is why it may dynamically be 
described by a single point mass along this axis, preferably at the piston pin. Describing the motion of the 
connecting rod is however more complex, since it undertakes both translational and rotational motion. For a 
dynamically equivalent model [20], of the connecting rod, three requirements must be satisfied: 

1. Total mass of the model must be equal to that of the original body, 
2. The centre of gravity must be the same as for the original body, 
3. The moment of inertia must be equal to that of the original body. 

An exact dynamical model may be constructed using two point masses. For general connecting rod designs 
only one of these point masses may be placed at either joint, thus the motion of the other will not be a pure 
rotation or translation [17]. A common approximation is to consider a statically equivalent model in which 
the last requirement is not fulfilled. Thus, the piston and connecting rod are approximated by two point 
masses, one reciprocating Am  and one rotating Bm  placed at the centres of the piston pin and crank pin 
respectively, see Figure 2. Detailed error analysis of the statically equivalent model, compared to a 
dynamically equivalent model and distributed models including manufacturing tolerances respectively, are 
found in [17 and 21], and indicate that the statically equivalent model suffices with respect to torsional 
vibrations. The crank-slider mechanism causes the inertia of the crankshaft axis to vary. Consider small 
angular oscillations around TDC. Since the crank lever is zero, the reciprocating mass is not felt by the 
crankshaft, and therefore results in zero inertia. However, at maximum crank lever, the same angular 
oscillation causes the maximum reciprocating oscillation of the piston. Consequently, the torque originating 
from the crank-slider mechanism is not only a function of the crankshaft rotational acceleration, but also 
instantaneous rotational speed and crank angle. The dependence on α  may be exemplified by the fact that 
even during constant rotational speed Am  will accelerate and decelerate during the revolution of the 
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crankshaft. It is well known [17 and 18], that this effect is proportional to engine speed squared, and 
therefore increasing rapidly with increasing engine speed. The dependence on α  is both due to the 
reciprocating mass Am  and the rotating mass Bm . Note that Am will cause a varying inertia part whereas 

Bm simply adds as a point mass at radius r  to the inertia of the crankshaft.  

The moments of inertia are then connected to each other by straight shafts, whose diameter is equal to the 
diameter of the relevant part of the actual shaft, or, more often, has a standard conventional value, and whose 
length is computed in such a way that the torsional stiffness of the equivalent shaft is as close as possible to 
the actual stiffness of the shaft. 

 
Figure 2. The crank-slider mechanism 

Consider the crank mechanism sketched in Figure 2. It is made of a disc, with a crankpin in B on which the 
connecting rod AB, whose centre of mass is T, is articulated. The reciprocating parts of the machine are 
articulated to the connecting rod in A. The kinetic energy of the system, shown in Figure 2, is equal to the 
sum of the kinetic energies of individual elements 
 1 2 3k k k kV V V V= + + . (13) 

A crank of the crankshaft OA rotates around point O and its kinetic energy is 

 2
1 1

1
2k O

V J α=  , (14) 

where 1O
J  is the axial moment of inertia of the crank of the crankshaft OA for axis z that passes through 

point O. 
The connecting rod performs planar motion and its kinetic energy is 

 2 2
2 2 2

1 1
2 2k T T

V m v J β= +  , (15) 

Where 2m  is the mass of the connecting rod, Tv  the speed of the centre of mass of the connecting rod, 2T
J  

the axial moment of inertia of the connecting rod to the central axis passing through the centre of gravity of 
the piston rod (point T) and β  is angular speed of the connecting rod. 

The piston A performs translational motion so that its kinetic energy is given by 

 2
3 3

1
2k AV m v= , (16) 

where 3m  is the mass of the piston and Av  is piston speed. 
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If the expression in addition to the generalized velocity in the expression for the kinetic energy of the system 

( ) 21
2kV J α α=   is marked with ( )J α , it is called the equivalent inertia of the system, and based on the 

equation (13) obtains 

 ( )
2 22

1 2 2 32 2 2O T

T Av v
J J m J m

β
α

α α α
= + + +



  
, (17) 

After mathematical transformations obtained, the final expression for the equivalent inertia of the system 

 

( ) ( ) ( ) ( )
( )

( )

( )

( )
( ) ( )

( )

( )

2

2

2 2

1 2
2

2

2 2
2

2 32 2

sin'' '
cos sin cos

1 sin

sincos
sin cos

1 sin 1 sin

O

T

d
s s lJ J m r
l l d

l

d

lJ m r
d d
l l

λ α
α α α α

λ α

λ αλ α
α α

λ α λ α

−
= + + + +

− −

−
+ + +

− − − −

  
  
                 

 
 
 
            

, (18) 

Where 
r
l

λ =  is oblique ratio and d  is the offset. 

4. Result analysis 
A turbocharged low-speed diesel engine with direct fuel injection was experimentally investigated. In order 
to study the dynamic characteristics of the IC engine, an experimental setup was made whose scheme is 
shown in Figure 3. The engine was instrumented with piezoelectric pressure transducers (AVL GH13P) 
flush-mounted on each cylinder head and a precision hollow shaft encoder (AVL 365C) mounted on the 
crankshaft at the free end. The zero point correction was done according to the AVL procedure. A8 channels 
data acquisition system was used to sample the measured data (AVL INDIMODUL). Experimental 
investigation of a four-stroke four-cylinder automotive diesel engine is used to validate the theoretical model 
developed in this paper (Table 1). 

 
Figure. 3. The lumped mass model 
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Table 1 Characteristics of the tested engine: PEUGEOT 
Property Symbol Value Unit 

Piston head area kA  0.00567 2m  
Crank radius r  43.55 mm  

Length of the connection rod l  145.116 mm  
Firing order  1-3-4-2  
Piston mass 3m  0.888 kg  

Moment of inertia of the crankshaft 2T
J

 0.113453 2kgm  
Cylinder capacity V  1997 3cm  

Bore diameter d  85 mm  
Stroke s  88 mm  

Engine power/rpm /P n  100/4000 -1kW/min  
Max engine torque/rpm /T n  320/2000 -1Nm/min  

 
Figure. 4. Measured speed at 1014 rpm 

Figure 4. show instantaneous angular speed of the free end of the crankshaft during one cycle. Under steady-
state operation, the crankshaft’s speed has a quasi-periodic variation (from 800 rpm up to 1130 rpm) and its 
harmonic components may be obtained by a Discrete Fourier Transform (DFT). Varying the instantaneous 
angular speed of the crankshaft during the cycle at steady-state operation produces huge torque of inertial 
forces of the crankshaft. This torque is transmitted through the flywheel to the transmission. The impact of 
this torque to the transmission can be reduced through the clutch.  
Figure 5. show the torque of inertial force of the crankshaft for three different steady-state operation. At the 
steady-state operation of 2400 rpm significant changes shape of torque of inertial forces of the crankshaft can 
be seen to appear. This is a direct consequence of torsional vibrations of the crankshaft. Instantaneous 
angular speed was measured at the free end of the crankshaft. The measured angular velocity contains 
rotation of the crankshaft (not at constant speed) and torsional vibration [19]. If all the lumped masses of the 
equivalent dynamic model of the crankshaft are rotated uniformly (Figure 1.), the potential energy (energy 
stored in stiffness elements) will not change, and this is referred to as the model having a rigid body mode. 
Other modes of motion are called deformational modes or elastic modes. 
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Figure. 5. The torque of inertial force of the crankshaft for three different steady-state operations 

Figure 5 shows the torque of inertial force of the crankshaft 0J ϕ  , the variable torque required to drive the 
other auxiliaries and variable constraint torque that brake exerts on the flywheel A flyτ τ+ , the gas pressure 

torque 
gtotτ  and torque due to motion of crank-slider mechanism masses ( )

( )
20
0

0

1
2

dJ t
d t

ω
ω

ω
 at 1938 rev/min. The 

variable torque required to drive the other auxiliaries and variable constraint torque that brake exerts on the 
flywheel are not great for a lower engine speed. At lower engine speeds the variable torque required to drive 
the other auxiliaries and variable constraint torque is smaller due to the smaller acceleration. The paper [15] 
did not taken into account the variability of torque at the flywheel and the variability of torque required to 
drive the other auxiliaries in the reverse calculation of the pressure variation. 
The reverse calculation of the pressure variation from the measured crankshaft speed is strongly influenced 
by the elastic characteristics of the crankshaft and the variable torque required to drive the auxiliaries and 
variable constraint torque [15]. If the stiffness of the crankshaft is not accurately determined, the results are 
significantly distorted. Testing was performed at slow speed engine and it was noted that this assumption has 
not had a significant impact on the results at lower engine speeds. At higher engine speeds, it was impossible 
to determine the reverse calculation of the pressure variation assuming the constancy of the brake torque. 

 
Figure 6.The torque of inertial force of the crankshaft, the variable torque required to drive the other auxiliaries and 

variable constraint torque that brake exerts on the flywheel, the gas pressure torque and torque due to motion of crank-
slider mechanism masses at 1938 rev/min 
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The torque of inertial force of the crankshaftat 1014 rpm: J φ′′

The torque of inertial force of the crankshaftat 19038 rpm
The torque of inertial force of the crankshaft at 24036 rpm
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The torque of inertial force of the crankshaft: Jmean φ′′
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Conclusion 
• The lumped-mass dynamic model is capable to simulate fairly well the crankshaft’s speed variation 

when the input gas-pressure torque is known. If a reverse calculation is attempted to determine the 
gas-pressure torque from a known variation of the crankshaft’s speed, small inaccuracies in the 
estimation of the parameters of the dynamic model lead to large errors of the calculated torque. 
These errors increase with increasing engine speed. 

• The assumption that at steady state operating conditions, during an engine cycle, the torque required 
to drive the other auxiliaries and the load torque may be considered as constant leads to errors in the 
analysis of results. This error can be determined when we try the reverse calculation of the pressure 
variation from the measured crankshaft speed. 

• The reverse calculation method for determining gas-pressure in the cylinders may be successfully 
applied when very accurate values for the parameters of the dynamic model are available, the 
variable torque required to drive the other auxiliaries and variable constraint torque that brake exerts 
on the flywheel are available. 

• Observation of the crankshaft as a rigid body, when testing high speed engines, is possible at low 
engine loads and at low engine speeds. At higher engine speed regimes torsional vibration of the 
crankshaft occurs even at a slight engine load.  

• The DFT of the instantaneous crankshaft’s speed under steady state operation of the engine shows 
fairly constant values of the lower major harmonic orders. Such a major harmonic order may be used 
to correlate its amplitude to the gas-pressure torque for a given angular speed. This correlation may 
be stored as a map of the engine controls and used to determine the gas-pressure torque of the 
engine. 

• Better results could be obtained if we used identification parameters because they would reduce the 
effect of measurement error. By changing the identification parameters, torque at the flywheel 
separate from the torque required to drive the other auxiliaries may be determined. For this approach 
inertia and elastic characteristics of the system would have to be determined. 

 

Latin symbols 
J  – The moment of inertia, in [kgm2]. 
a  – Fourier coefficients 
d  – Bore diameter or offset, in [m]. 

k   – Damping coefficient, in [ 2 1 1kgm s rad− −

]. 
l  – Length of the connection rod, in [m]. 
m  – Mass, in [kg]. 
r  – Crank radius, in [m]. 
s  – Stroke, in [m]. 
t  – Time, in [s]. 
v  – Speed, in [m/s]. 
T   – Kinetic energy of the lumped mass 

model of the crankshaft, in [ 2 2kgm s ]. 

V   – Potential energy or cylinder capacity, in 
[ 2 2kgm s ] 

Φ  – Dissipation function, in [ 2 2kgm s ]. 

J  – Moments of inertia matrix of the lumped 

mass model of the crankshaft 
C  – Stiffness matrix of the lumped mass 

model of the crankshaft 
K  – Damping matrix of the lumped mass 

model of the crankshaft 

Greek symbols 
α  – Crank angle (angular position), in [rad]. 
ϕ  – Angle of nonuniform motion, in [rad]. 
β  – Angular position of the connecting road, 

in [rad]. 
λ  – Oblique ratio. 
τ  – Torque, in [Nm]. 
ω  – Angular speed of the crankshaft, in [s-1]. 
τ  – Row vector of generalized forces 

(torque) 
ω  – Column vector of angular speed 
φ  – Column vector of the angle of 

nonuniform motion 
α  – Column vector of generalized 

coordinates for each lumped mass 
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Subscripts 
eq  – Equivalent 

0  – Mean 
cr – Crank of the crankshaft 
fly – Flywheel 
g – Gas 
i  – i-th mass 
k  – kinetic 

l – Load 
rec – reciprocating 
rot – rotating 
tot – Total 
A – Auxiliaries, or point A 
B – Point B 
T – Centre of gravity 
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Abstract: The vehicle test procedure provides a strict guidance regarding the conditions of dynamometer 
tests and road load, gear shifting, total car weight, fuel quality, ambient temperature, and tire selection 
and pressure. Designed as a tool for testing vehicles fuel consumption and emission these tests are usually 
conducted on expensive and infrastructuraly demanding road dynamometers. This paper presents a 
method for conducting tests like NEDC or WLTC on an automated engine test bed equipped with high 
dynamic dynamometer in a manner which provides very similar testing environment. Particularly from 
the educational point of view, this approach, combining simple mathematical modelling, automated 
engine test bed and software testing and measurement environment like AVL Cameo, provides numerous 
possibilities in demonstrating engine operation in a virtual but, by performance, fully realized vehicle. 

Keywords: Cameo, Engine test bed automation, Engine testing and measuring, LabVIEW, NEDC, 
WLTC. 

1. Introduction 
Around the world, road vehicles have to comply with limit values for their fuel consumption and pollutant 
emissions. Hence, there are many driving cycles, such as NEDC, FTP75, US06 SFTP, JC08, etc. [1], derived 
from numerous research projects in Europe, Japan, India and USA in the past forty years. Light duty vehicles 
and motorcycles are tested on a chassis dynamometer test bench and heavy duty vehicles on the engine test 
bench. 
In this paper, only NEDC and WLTC Class 3, version 5.3 will be analyzed, as a typical example of applied 
driving cycle on an automated engine test bed in the past few years. 
Because of the nature of these driving cycles, i.e. their dynamics, especially upcoming WLTC driving cycle, 
it is impossible to simulate any of the driving cycles by using such manual methods of engine testing. 
Therefore, the whole test bed system has to be fully automated in order to perform the predefined engine 
testing procedure. 
Hence, the Internal Combustion Engines Department (ICED) at the Faculty of Mechanical Engineering 
(FME), University of Belgrade, recently obtained ROTRONICS engine test bed with SCHORCH AC 
asynchronous machine [2], it is now possible physically to perform both, static and dynamic engine testing, 
which is the main prerequisite. So, to make this test bed fully automated, AVL CAMEO software [3] for 
engine testing and measurements and calibration is used, together with NI LabVIEW software that provided 
entire MODBUS TCP/IP protocol [4] communication between CAMEO and ROTRONICS. Table 1 [5] 
shows some of the main characteristics of the analyzed driving cycles. 
Table 1. Driving cycles 
Cycle name Total time [s] Distance [km] Average speed [km/h] 
NEDC 1180 11,013 33.6 
WLTC Class 3 1800 23,266 46.5 

2. Driving Cycles 
The NEDC driving cycle is used as reference one for homologating vehicles until Euro 6 norm in Europe [6]. 
It consists of an urban part, called ECE, which is repeated four times and extra urban part, called EUDC. 
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This driving cycle is widely criticized for its inconsistency with real driving conditions. As a matter of fact, 
accelerations are very soft, there are a lot of idle events and constant speed cruises. This means that is 
impossible to obtain certified values when the vehicle is driven in real life conditions. That is why the new 
test cycle and procedure are being developed, and it will probably appear for the upcoming norm Euro 7. 
The WLTC driving cycle is developed by experts from the European Union, Japan, Korea and India [7] with 
a final version expected by October 2015. It is divided into three classes [5] depending on the Power To 
Mass Ratio (PMR) of the vehicle: 

– Class 1, PMR<=22 kW/t. 
– Class 2, 22 kW/t <PMR<=34kW/t. 
– Class 3, PMR>34 kW/t. 

For the current vehicle stock in Europe, Class 3 is of highest importance and therefore is the object of 
analysis in this paper. There are two versions of this cycle, 5.1 and 5.3, depending on vehicle's maximum 
speed. Since that limit is 120 km/h, it is clear that most of the manufactured vehicles in Europe are beyond 
this limit, hence belong to version 5.3. 

 
Figure 2.1. NEDC driving cycle 

 

 
Figure 2.2. WLTC driving cycle 
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It is evident that these two driving cycles have very different dynamics and therefore, the WLTC cycle 
causes bigger fuel consumption and pollutant emissions. 

2.1. Cycle Modeling 
Since all driving cycles are given as vehicle speed versus time function, for light duty vehicles, it is 
necessary to transform that dependence into effective or indicated engine torque versus engine speed in order 
to define entry parameters for AVL CAMEO. Depending on a number of variables included, models can be 
very complex. Here will be used simple methods of mathematical modeling of the driving cycles to make the 
transformation process more efficient and less time consuming. 
The model is created in MATLAB programing environment. The MATLAB code performs the 
transformation process consequently in two stages. First stage consists of defining new vector, which 
represents engine RPM (Revolutions Per Minute), for the given vehicle's speed. The calculation is done 
backwards, from the vehicle's wheel to the engine crankshaft, for the given vehicle's configuration, i.e. gear 
shift ratios and the moments of gear shifts, defined by the driving cycle. For the purpose of showing the 
functionality of the calculation, it is conducted for the data of Citroen C1 1.4 HDI, 2005 vehicle [8]. 
The second stage of the calculation is carried out in order to define the vector of engine effective torque, 
depending on the vehicle's speed. Using the vehicle equation of motion, it is possible to determine losses due 
to vehicle motion. 

 [ ]dgrat
v

v FFFFF
dt

dvm +++−=⋅  (1) 

Based on defined losses, the required traction force can be calculated. For the constant vehicle speed, the 
first component of the equation is 0. When the tractive force is finally defined, required power on the wheels 
can be obtained and after that, again using backwards calculation, engine effective power and torque is 
eventually determined. 
In the end, the final two vectors, derived from previous calculations, are the engine effective torque and 
engine speed. They form the required map, or lookup tables, as an input to AVL CAMEO software. 
In order for more influencing factors to be taken into account during simulation, a parallel set of data is 
prepared through a high-fidelity vehicle simulation conducted in the AVL CRUISE environment. Sketch of 
the vehicle and powertrain model is presented on the Fig. 2.1.1., while the engine speed – torque data 
dependency, obtained through simulation, is presented on the Fig. 2.1.2.   
 

 

 

 

 

 

 

 

 
Figure 2.1.1.  AVL CRUISE working environment (Energy flow analysis of the simulated model ) 
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Figure 2.1.2.  Obtained engine torque and speed demand values through the AVL CRUISE model simulation 

 

2.2. Cameo 
AVL CAMEO is a powerful tool that gives you one window onto handling various tasks in terms of engine 
testing, measuring, calibration, etc. For the purpose of engine testing by predefined driving cycle, AVL 
CAMEO Test&Measure software is used. It  contains all the best-in-class features required to run automated 
tests created using design of experiments (DOE) method. 
Whatever is done in CAMEO, it is recorded in predefined database, without which is impossible to enter into 
the first step of CAMEO workflow. There are four steps in CAMEO workflow [3]. The first step represents 
Project Administration and it enables you to create projects, designs, tests, test configurations and sequences, 
connection to the particular external system and eventually model evaluation after successful execution of 
the test. Every test defined in the project needs a system to be assigned. In the system settings, 
communication to the automation or application   systems is established. Here, it is also possible to import 
and manage system and its data and all channels through which CAMEO communicates with the e.g.  
automation system like ROTRONICS. Creating a test is done also in the first step. Here can be set procedure 
of the DOE, i.e. one or multilayer designs, and its numerous variants. Through the TCP/IP protocol, 
CAMEO can also communicate with the LabVIEW, which is the main communication block between 
CAMEO and ROTRONICS in the ICED laboratory. 
Preparing test is the second step which allows test run parameters and global parameters to be specified. It 
defines every operating regime of the test through the engine passes. It is the trickiest workflow step in 
CAMEO because any irregularly specified parameter could lead to fatal breakdowns of the engine and 
automation system. Fortunately, CAMEO possess always active pre-processor that constantly searches for 
those irregularities and prevents the test from being executed. There are also numerous settings, such as ramp 
and stabilization time, limits and actions in case of reaching some critical value, that significantly contribute 
to safety of engine testing.  
 
After the successful completion of preparing test workflow step and test execution, all measuring channels, 
previously set to be recorded in Prepare Test step could be viewed and analyzed by the user. Those channels 
can also be monitored during the test itself. From the point of view of engine testing in educational purposes, 
this part of the CAMEO fully satisfies requirements from the user and represents only small part of the actual 
abilities of CAMEO. But speaking of modern methods of engine testing, e.g. online calibration of ECU 
parameters, that is the point from which CAMEO shows full spectrum of its possibilities [3]. Therefore, 
performing the test defined upon NEDC or WLTC driving cycle in educational purposes is greatly 
simplified. 
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Figure 2.2.1.  CAMEO working environment 

 

 
Figure 2.2.2. Realized dynamic testing of the PSA DV4TD engine on the ICED engine test-bed. 

(Virtual testing of the Citroen C1 1.4 hdi vehicle through the NEDC driving cycle )  

3. Conclusion 
In the past twenty years, the internal combustion engines and controlling of their parameters became very 
complex and it is impossible to make any further improvement in this field of engineering without a DOE 
method of engine testing and especially optimization. Hence, it is obvious that without fully operational and 
automated engine test bed, not a single engine cannot be optimized to meet more and more strict exhaust gas 
emission and fuel consumption regulations prescribed by European institutions. 
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Nomenclature 
Latin symbols 

vm  – Mass of vehicle in [kg]. 

dt
dvv  – Acceleration of vehicle in [m/s2]. 

tF  – Tractive force in [N]. 

aF  – Wind drag force in [N]. 

gF  – Inclined road force in [N]. 

rF  – Rolling resistance force in [N]. 

dF  – Other losses in [N]. 
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Abstract: State of the art engine test bed system is a highly complex and demanding testing environment. 
Built as a tool for providing a versatile test environment for modern IC engines, this system requires 
automation system capable to establish real-time data and commands exchange between test bed various 
components. The establishing of engine test bed automation system is particularly challenging in 
combining software and hardware components from different manufacturers. This paper presents methods 
and solutions used in establishing such automation system in the ICED Lab at the FME, University of 
Belgrade by integrating control system of AC asynchronous machine, digital acquisition and 
measurement system and AVL Cameo software within the NI Labview environment. 

Keywords: AVL Cameo, Engine test bed automation, Engine testing and measurements, Engine 
modelling and mapping, NI LabView. 

1. Introduction 
With the need of having automated engine test bed system, which would allow development and execution 
of standard and non-standard engine test plans, the Internal Combustion Engines Department (ICED) Lab at 
the Faculty of Mechanical Engineering (FME), University of Belgrade has obtained engine test bed that 
allows stationary and dynamic engine testing. In order to round-up the automated system, AVL CAMEO [1] 
software is used, as a top of the line product in Design of Experiment for engine calibration and test and 
measurement procedures. Additionally, the acquisition of relevant data from the sensors installed on the 
engine was done using the NI LabVIEW [2] and NI PXI [3] platforms. The main challenge was how to 
integrate these sub-systems in one coherent whole, so the system could be reliable as it must be during 
engine testing. 

2. System Overview 
The engine test bed deployed in the ICED Lab consists of AC asynchronous machine SCHORCH 
LN8280M-A [4] coupled with ROTRONICS PGB 301 [5] digital test stand controller and ROTRONICS 
CEA 301 [6] throttle position controller. The ROTRONICS PGB 301 is, in fact, a digital dual-loop control 
rack for engine test bed which allows simultaneous control of the dynamometer and throttle actuator. The 
communication between the engine test bed components is made via MODBUS [7] TCP/IP protocol. 
Via the control rack, the dynamometer and the throttle actuation can be operated in two modes: “Local“ and 
“Remote“. “Local“ operation mode is a method of choosing the control modes and setting the setpoints of 
parameters that is relevant for that particular control mode by the operator via the user interface installed on 
the control rack’s front panel. “Remote“ operational mode is a method of choosing the control modes and 
setting the setpoints of parameters remotely from a supervisor (i.e. AVL CAMEO) via TCP/IP 
communication protocol, which allows more rapid execution of engine test plans, especially when dynamic 
engine test procedures are conducted. 
The ROTRONICS PGB 301 and AVL CAMEO have been developed to be natively paired with 
ROTRONICS KRONOS [8] and AVL PUMA Open [9] software, respectively. The difficulty was that 
neither of those software were not designed to be paired with non-ROTRONICS and non-AVL equipment, 
respectively, hence there was a necessity to design and develop a bridge communication application between 
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them. As there was a powerful NI PXI platform already deployed at ICED Lab and in charge of digital data 
acquisition, it was convenient to use NI LabVIEW programming environment installed to develop such 
bridge communication application that would run on NI PXI. 

 

AVL CAMEONI PXIPGB 301

Internal 
Combustion 

Engine

CEA 301

SCHORCH

 
Figure 1. Automated engine test bed system at ICED Lab overview 

3. Communication Application 
As mentioned, the test bed control rack deployed at ICED Lab internally communicates with its peripherals 
via MODBUS TCP/IP protocol, where MODBUS stands for an application layer messaging protocol for 
client/server communication between devices connected on different types of buses or networks. MODBUS 
registers (messages) available via ROTRONICS PGB 301 (the client) control rack differ in type, size, format 
and in access mode as in Table 1: 
Table 1. MODBUS registers available via ROTRONICS PGB 301 control rack 

Register type Size [bit] Format Access mode 
Coil 1 Bit Read/write 

Discrete Inputs 1 Bit Read-only 
Input Register 16/32 Float/Uint16/Uint32 Read-only 

Holding Register 16/32 Float/Uint16/Uint32 Read/write 

The first step in bridge communication application development in NI LabVIEW programming environment 
was to develop universal subroutines for rapid and low resource requirement for read/write procedures to 
every register type. Low resource requirement was an ultimate goal of application development due to the 
exchange of a vast number of digital signals between the test bed control rack and AVL CAMEO software 
through NI PXI. Once the communication between NI PXI and the test bed control rack was fully defined 
and debugged, the focus was turned towards the succesfull resolving of the communication between NI PXI 
and AVL CAMEO, which have proved to be rather more difficult. 
AVL CAMEO (the server) communicates with automated test systems through a TCP/IP based get/set 
communication interface. Once communication has been established, AVL CAMEO sends a series of 
requests to the client to which responses have to be issued immediately. The requests differ in form, the 
arguments used, replies needed, etc. Typically, the first set of requests refer to a forwarding of channel 
number, name and type (read-only or read/write), available control modes for dynamometer and engine, as 
well as available routines for use (remote engine start, stop, idle, etc.) to the server. After the first set of 
commands, AVL CAMEO disconnects in order to allow the operator to define test plans to be executed with 
available control modes and channels. The second set of commands that AVL CAMEO forwards to the client 
is characterized by a high frequency of digital data exchange through all of the system components, and 
corresponds to an engine test plan procedure running. During engine test plans running, it is an imperative to 
manage the potential communication congestion, and to assure that no message is left unanswered. After the 
test completition, server, usually sends to the control rack command to put the test bed in predefined steady 
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state operating point (typically idle), saves the acquired logs, and disconnects. 
The bridge communication application in NI LabVIEW has been designed to manage requests from the 
server, to decode them, to simultaneously pass server requests to the control rack either for read or write, to 
generate adequate response to server, to be intolerant to the number of requests from server, etc. At the same 
time, the application is needed to have built-in error handling and test stop procedures in case of anomalies, 
as well as to have subroutines for handling requests from the server to control rack for which the rack does 
not have built-in routines. A typical example of such request handling routine is the management of reaching 
demanded operating point. AVL CAMEO forwards the request for operating point change via so-called 
„Rampsetpoints“. „Rampsetpoints“ are given in such a manner that AVL CAMEO simultaneously forward 
requests for increase/decrease in given set of control parameters (i.e. machine shaft rotational speed and 
demanded engine torque if operating in ROTRONICS PGB 301 Constant Speed / Constant Torque control 
mode) in predefined amount of time for each of control parameters change. 
The presented dynamic test-bed control solution is thoroughly tested. Fig. 2 presents the engine torque and 
speed during realization of a dynamic test cycle conducted during control system trials. Set values of the 
engine speed and torque are obtained through a high-fidelity simulation of the particular vehicle driven on a 
NEDC cycle (AVL CRUISE simulation software). Simulation results, containing engine torque and speed 
demand values, are then transferred to the AVL CAMEO for building a test plan which is then executed on 
the test bench through the described LabVIEW application. Presented results are demonstrating the 
capability of the test system to conduct highly dynamical IC engine testing with the open possibility for 
further responsiveness and accuracy improvement by PI torque controller tuning.          
 

 

 
Figure 2. An example of realized dynamic testing of the PSA DV4TD engine on the ICED engine test-bed. 

(Virtual testing of the Citroen C1 1.4 hdi vehicle through the NEDC driving cycle )  
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4. Conclusion 
The establishment of communication between three different software platforms (ROTRONICS PGB 301 - 
MODBUS, NI LAbVIEW and AVL CAMEO), has proven to be a challenging, but feasible task. Particular 
attention was given to debugging and synchronization of the communication between engine test bed 
subsystems, which was eased by the method of modular programming, used throughout the work on this 
project. 
With the communication between given platforms operational, a wide spectrum of complex engine test plans 
can be conducted at the ICED Lab at the FME, University of Belgrade, in addition to existing engine test 
procedures.
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Abstract: Commonly used empirical or semi-empirical global friction models in IC engines are 
insufficient in terms of precision needed for global optimisation of power train system and more attention 
must be paid to simple, yet effective comprehensive angle-resolved, analytical models. In this paper, 
detailed Stribeck’s theory based analytical angle-resolved model is employed to simulate major friction 
loss in contact of piston ring assembly (PRA) and piston skirt (PS) to engine cylinder, respectively. 
Widely used simplifications in both slider mechanism dynamics and heat release rate simulations are 
avoided in order to achieve improved sensitivity and accuracy. The parameterisation enables one to 
encounter for the effects of gas pressure and combustion dynamics, crank-slider dynamics, piston ring 
geometry and lubricant viscosity to engine friction losses. Gas pressure trace and engine indicated torque 
have been simulated by means of a nonlinear, detailed, two-zone, zero-dimensional multi-cylinder SI 
engine combustion model. The piston ring to cylinder (PRAC) and piston squirt to cylinder (PSC) friction 
components ratio has been introduced to analyse this phenomena in angular domain. 
Keywords: SI Engine, Friction model, Piston, Two-zone Combustion model, 

1. Introduction 
High-fidelity, parametric and accurate ICE simulation model is of the outmost importance if the fuel 
economy and overall performance are to be predicted, evaluated and optimised for both steady-state and 
transient operation. Its performance largely depends on the correct and detailed approach to the modelling of 
complex and diverse phenomena related to both combustion as a dominant component and energy 
dissipation due to heat transfer, exhaust cooling and friction.  
Fully empirical, global, time-averaged models are commonly used to model friction mean effective pressure 
(FMEP) in ICE [1-3] , but their performance by the rule is poor if not properly calibrated. Component 
models, e.g. [4,5] provide parametric approach and represent sufficiently reliable tool for engine FMEP, and 
consequently, overall engine performance prediction, namely BMEP, mean effective torque or power. While 
power consumption in engine auxiliaries could be determined as static values at given operating point, the 
friction in engines represents a dynamic component of mechanical losses, and therefore, angle-based 
approach to modelling must be the preference if engine dynamics or parametric approach to design is 
considered. Therefore, investing an effort in development of parametric analytical, dynamic, angle-resolved 
models based on fundamental lubrication theories fully justified. 
The friction in Piston Ring Assembly–Cylinder (PRAC) contact is a dominant component with 
approximately 40–50%, followed by Piston Skirt–Cylinder (PSC) contact friction with up to 25% [6]. This 
paper focuses exclusively on the friction losses generated in piston–cylinder contact. The Piston Ring 
Assembly–Cylinder (PRAC) and Piston Skirt–Cylinder (PSC) contacts are analysed, modelled and presented 
separately in detail. 

2. Theoretical approach 
The most complete and comprehensive model for friction in PRAC is that based on solution of Reynolds 
equation which is extensively overviewed by Taylor [6] and Stanley [7]. For engineering applications, due to 
simplified approach, models based on Stribeck’s theory proved to be more effective solution. This approach 
is well presented by Stanley [7] and Taraza [8,9] and other examples can be found elsewhere in literature 
[10-14]. In this paper, model is adjusted as to accommodate specific issues of small passenger car SI engine 
and ratio between friction in PRAC and PSC contacts. 
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2.1 Piston Ring Assembly–Cylinder Friction sub-model 
Sub-model relies on Stribeck’s fundamental theory of lubrication. Stribeck’s number (duty parameter), in 
general form can be defined as follows [6,8,9,16,17]: 

 
W

v
S

⋅
=
η

 (1) 

where η is lubricant dynamic viscosity, v is instantaneous relative velocity and W normal specific load per 
unit length. Friction coefficient µ  can be retrieved using simple equation [8,9]: 

 mSC ⋅=µ  (2) 

Stanley [7] and Taraza [8], based on calculation of OFT (Oil Film Thickness), shown that lubrication 
conditions in PRAC contact given in crank angle (CA) domain vary from the boundary around both TDC 
and BDC, via mixed to fully developed hydrodynamic lubrication around each piston mid-stroke (Figure 1).  

 
Figure 1. OFT variation during an engine cycle for the top ring [8] 

  
Figure 2. The friction coefficient dependance on duty 

parameter (simplified Stribec’s curve) 
Figure 3. Piston ring friction mechanism 

Upon that conclusion, angle-based models can be set for each lubrication regime starting from Stribeck’s  
diagram presented in Figure 2. For mixed lubrication, friction coefficient is given as follows: 
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Provided the most general annotation for each piston ring of PRA (Figure 3), the model for friction 
coefficient in PRAC for each piston ring, can be summarized in angular domain as follows: 
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Design-related parameters should be identified for each application case, while for most general applications 
values for model constants µo, µcr, So, Scr, Cpr and mpr can be found in literature [7,8,15]. Film thickness 
OFT, according to [7,17], can be expressed as a simple function of duty parameter and piston ring parabolic 
profile height apr,i. 

 ipriprpr aSOFT ,,1, ⋅=  (1) 

OFT depends on piston ring geometry, more precisely ring curvature, but almost independent of the ring 
axial thickness. The piston ring curvature parameter (PRCP) is defined as the ratio of the ring profile recess c 
at the ring edge to the height a of the parabolic profile. Piston ring geometry is presented in Figure 4. 

 
Figure 4. Piston ring curvature: a) top compression ring; b) second ring; c) oil ring 

For most common applications, and depending on piston ring type, PRCP is defined within the range 0.03 –  
0.2. Correct values for piston ring design parameters, a and c, respectively, can be obtained experimentally 
or from manufacturing specification. 
From equation (1), expression for duty parameter can be retrieved for a given CA position introducing η(Tl) 
as lubricant dynamic viscosity dependant on lubricant temperature Tl, instantaneous piston velocity vp(α), 
and introducing pressure acting on the piston ring ppr,i(α) and corresponding characteristic piston ring to 
cylinder contact length (PRCL) lpr,i, :  
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PRCL, according to [8], depends on piston ring geometry and type, and piston velocity direction. 
Recommendations are given in Table 2. 
Table 1. Piston ring to cylinder contact length (PRCL) 

Piston ring Direction PRCL 

1 
TDC=>BDC 

lpr,1 = 0.25a 
BDC=>TDC 

2 
TDC=>BDC lpr,2 = 0.25a1 
BDC=>TDC lpr,2 = 0.25a2 

3 
TDC=>BDC 

lpr,3 = 2b 
BDC=>TDC 
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2.2 Piston ring surface load 
The load acting on inner surface of each piston ring incorporates the effects of tangential force due to elastic 
nature of the piston ring pEpr,i and that of gas pressure coming from combustion chamber pg,i. (Error! 
Reference source not found.). The expressions for resultant force Fpr,i, corresponding pressure ppr,i and 
friction force FFpr,i are: 

 ( ) ( )( ) ipr
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oigiEpripr hD
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Gas pressure in piston ring groves is encountered for, and to retrieve corresponding values for 2nd and 3rd 
piston ring groves, complex 1D model is needed. The comparison of measured and modelled values is 
presented in Figure 5 [6,18]. 

 
Figure 5. Gas pressure in piston ring groves: measured and modelled values [6] 

Proposed method is inefficient one, and based on findings [6], the approach can be simplified by applying 
scaled model assuming pressure reduction of 50% and 90% for 2nd and 3rd piston ring, respectively. More 
details on this approach can be found in literature [11,12,15]. 

2.3 Piston Skirt–Cylinder Friction sub-model 
Lubrication in PSC contact is assumed hydrodynamic, and friction model for PRAC contact where duty 
number is higher than critical value is applied. Normal load is introduced through normal force FN and 
effective piston skirt width wps which may incorporate piston design features. Normal force acting upon 
piston skirt and cylinder surface is determined by application of crank slider mechanism dynamics model. 
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Recommended values for Cps and mps can be found in literature [7,8,15]. 

2.4 Engine model 
In/cylinder gas pressure necessary to retrieve pressure acting directly to piston ring inner surface and all 
forces in engine crank slider mechanism is determined by application of Zero-Dimensional, Two-Zone 
(0D2Z) combustion model for spark ignition, port fuel injection engine. More details on this simulation 
technique can be found in [15].  
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3. Results 
The analysis was conducted for series-production PFI SI engine DMB M202PB13 [15]. The analysis is 
performed as to demonstrate basic influences of engine speed and load to OFT, friction coefficient and 
friction force in the PRAC (1st ring was chosen as a representative case – PRAC1) and PSC contacts. 
Operating points chosen for this analysis were presented in Table 2. 
Table 2. Operating points 

Engine Speed Load (BMEP) Line type 
cca. 1810 min−1 WOT (cca. 8.1 105 Pa solid line 
cca. 1810 min−1 30% (cca. 3.1 105 Pa) dashed line 
cca. 2810 min−1 30% (cca. 3.1 105 Pa dotted line 

 

 
Figure 6. OFT vs.CA for compression piston ring 

Figure 6 illustrates the OFT vs. CA for compression ring for chosen operating points. OFT increases with an 
increase in engine speed and consequently piston speed. Provided the higher BMEP for a given constant 
engine speed, OFT decreases. Higher pressure in the compression piston ring grove results in higher piston 
ring load, which expectedly reduces the lubricant film in contact. This corresponds well with results obtained 
by application of more complex models. Accordingly, OFT reaches zero values at each dead centre where 
piston stops and changes its direction.  Model indicates correctly the regions where lubricating conditions are 
critical, but due to simplicity, fails to retrieve angle phase shift caused by hydrodynamic effects which is 
reported by Stenley [7]. 
The friction coefficient vs. CA for the compression ring is displayed in Figure 7. It follows the behaviour of 
OFT, and decrease in friction coefficient due to increased load, as well as lower values with increased speed 
are observed. Expectedly, due to change in piston velocity, extreme gradients are observed close to each 
TDC/BDC. 
The Figure 8 shows the friction force in PRAC1. Following the trends for friction coefficient vs. speed and 
crank angle, high gradients in friction force are clearly visible around each dead centre due to the piston 
deceleration and direction change. The most dominant change, and the highest values of friction coefficient 
as well, are reported in the vicinity of the firing TDC, which is expected due to the effect of the rising 
pressure due to the combustion. The influence of piston speed is visible, but significantly smaller than that of 
the engine load. 
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Figure 7. Friction coefficient in PRAC1 vs. CA 

 

 
Figure 8. Friction force vs. CA in PRAC1 

 
The influence of engine speed and load on friction force in PSC contact is presented in Figure 9. Expectedly, 
the increase in friction force is reflects the changes of normal force which pushes piston to the surface of the 
cylinder liner. The piston skirt friction force develops as normal force increases after the engine firing, 
Angular phase shift in respect to the friction force in PRAC contact is visible as well. The effect of piston 
skirt friction force is less pronounced during exhaust and intake strokes, and for simplicity, can be neglected 
in most applications. 
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Figure 9. Friction force vs. CA in PSC 

4. Conclusion  
Simplified, angle-based approach to modelling of friction in Piston Ring Assembly – Cylinder contact and 
Piston Skirt – Cylinder contact was presented. The sub-models were used to analyse the influence of engine 
speed and load to friction phenomena in piston – cylinder liner contact. The model provides generally good 
results in terms of global trends which were reported elsewhere by other authors and based on both complex 
modelling and experimental verification. The model combined with high-fidelity combustion model provides 
solid starting point for engine drive system optimisation in terms of overall efficiency.  

Nomenclature 

Latin symbols   
v – instantaneous relative velocity  D – diameter (piston) 
S – Stribeck’s number (Duty Parameter)  l – length 
C – coefficient of proportionality  c – piston ring profile recess 
m – exponent in friction coefficient eq.  p – pressure 
a – piston ring parabolic profile height   T – temperature 
w – piston ring radial thickness  F – force 
h – piston ring aksial thickness  W – normal specific load 
       

Greek symbols  Subscripts 
µ – friction coefficient  0 – boundary to mixed lubrication transition 
η – lubricant dynamic viscosity  cr – mixed to HD lubrication transition 
    pr,i – i-th piston ring 
    ps – piston skirt 
    p – piston 
    E – pressure due to elastic force 
    g – cylinder gas pressure 
    l – lubricant 
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Abstract: Research in this paper comprised experimental determination of energy efficiency of different 
bus subsystems (diesel bus, trolley bus and electric bus) on chooses route of public transport in Belgrade. 
Special attention was put on the identification of parameters of vehicle cycle on the chosen route, based 
on which theoretical simulation has been derived of mentioned buses for the sake of determination of 
their energy needs and comparative view with experimental results. In this paper results of simulation 
done by ''Solaris bus & Coach'' company for the chosen route of electric bus were also presented. Based 
on demonstrated simulation, characteristics of batteries were defined, the method and dynamic of their 
recharge was suggested, as well as choice for other aggregates for drive system and technical 
characteristics for the buses were suggested. 

Keywords: Energy efficiency, Electric bus, Diesel bus, Trolleybus  

1. Introduction 
City Public Transport Company “Belgrade”  (CPTC “Belgrade”) is the carrier of the public transportation 
function in Belgrade and  the biggest operator that is comprised of the three subsystems of transport: 

- Tram subsystem (135 trams operating on 11 routes), 
- Trolley subsystem (94 trolleys operating on 8 routes), 
- Bus subsystem (650 buses operating on 118 routes). 

On daily basis, CPTC “Belgrade” provides transport for about 1,580,000 passengers. Participation of the bus 
subsystem in the achieved transport is about 70%. From 650 buses in function 640 are having diesel drives 
and 10 are having CNG drives. Participation of drive aggregates, according to Euro standards, is: Euro 2 
(21.8 %), Euro 3 (26.9 %), Euro 4 (15.3 %), Euro 5 (30 %) and EEV (5.8 %) [1].  
In its development plans CPTC “Belgrade” puts special attention to possibility of application of E-bus 
concept to operate on ecologically most endangered corridors. In the previous period, the accent was put on 
monitoring the trends of E-bus development, exchange of experiences with companies for public 
transportation and bus manufacturers, and performing trials with one BYD E-12 bus. In the year 2015,  
CPTC “Belgrade“, after acquiring positive experiences in the company as regards exploitation of buses with 
electric drive, an acquisition of the first 4-5 buses (solo version) is planned, which would be the first step in 
the long-term strategy of using buses having electric drives. 
Today, in regular service in the world, is increasing number of buses with pure electric drive. From the year 
2013, in more than 50 cities of Europe: (Barcelona, Milan, Copenhagen, Geneva, London, Vienna, 
Düsseldorf, Bremen, Hamburg, Belgrade, Sofia…) the test were performed on battery electric buses with 
different systems for charging batteries. Typical examples of electric buses that were or still are in trial or 
demonstration test across Europe are: Solaris Urbino E12, BYD E12, VDL Citea, Skoda Perun, SOR BN 12, 
EMOSS, Siemens/Rampini, Hybricon Arctic Whisper (HAW 12 LE), Caetano Bus (Cobus 2500 EL) and 
many others [2]. 
Opportunities that were created in 2014, to be held in Belgrade conduct preliminary trials of Chinese buses 
BYD E12, prompted the authors of this paper to realize comparative testing the energy efficiency of three 
different bus subsystems on the selected line of public transport in Belgrade. The study included diesel bus, 
trolley bus and electric bus. For typical parameters of the vehicle cycle on the selected city line, was carried 
out and theoretical calculations of energy efficiency of all subsystems. 
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2. Basic characteristics of vehicle cycle parameters 
By analyzing topography of the lines of public city transport in Belgrade, including the available 
infrastructure, from the aspect of future development of appropriate systems for fast charging of electric 
buses, trolley Line 41 (Studentski trg - Banjica II) was selected. This line was considered to be appropriate 
for testing the buses having different bus subsystems including fully electric bus. The experimental 
measurements of energy consumption were taken on the Line 41 for three different bus subsystems: trolley 
(BKM-321), diesel bus (IK-112N), and fully electric bus (BYD E-12). 
City Line 41 (Studentski trg-Banjica II) represents a typical radial city line that connects town center with 
broader urban core (Figure 1). The mean length of the line is 9.7 km. The number of stops is 20 in Direction 
“A” and 18 in Direction “B”. The mean exploitation speed on the line is about 17.5 km/h, which corresponds 
to the cycle SORT 2 (Standardized On-Road Test).  

Figure 1. Route of city Line 41 

 
 
From the of exploitation point of view, Line 41 is characterized by intensive passenger flows, expressed 
longitudinal slopes and falls along the route (Figure 2), a common regime of steady work, especially in the 
central city zone due to a large number of traffic lights, etc. 

Figure 2. Elevation characteristics of Line 41 
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For the purpose of identification of the driving cycle parameters along the selected line, the measurements 
using an experimental vehicle (trolleybus) have been undertaken intended to register the characteristic 
parameters of vehicle movement such as: time of drive and time of stop at each part of the route, length of 
route between stations, number of passengers and recording of topography elements of each part of the route 
In Tables 1 and 2, a part of the registered parameters is shown, that relate to performed loads in Direction 
“A” and Direction “B”. 

Table 1. The results of recording taken on Line 41 - Direction “A” (afternoon rush) 
Time Time Waiting Distance Driving Expl. Expl. Number

Stops arrives departures  on stops between stops  time speed speed Elevation of passengers Angle
(hh:mm:ss) (hh:mm:ss) (hh:mm:ss) (m) (s)  (m/s)  (km/h) (m) in vehicle α

Studentski trg 17:31:03 17:35:00 0:03:57 0 117 19
Politika 17:39:16 17:39:34 0:00:18 650 256 2.54 9 121 28 0.353
Glavna Posta 17:44:35 17:44:47 0:00:12 812 301 2.70 10 131 33 0.706
Admirala Geprata 17:46:59 17:47:15 0:00:16 679 132 5.14 19 106 36 -2.110
Milosa Pocerca 17:48:47 17:48:55 0:00:08 635 92 6.90 25 100 39 -0.541
Ortopedski zavod 17:50:36 17:50:48 0:00:12 1245 101 12.33 44 112 34 0.552
Muzej 25.Maj 17:52:13 17:52:20 0:00:07 625 85 7.35 26 129 29 1.559
Stadion -Partizan- 17:53:12 17:53:18 0:00:06 463 52 8.90 32 142 29 1.609
Pedagoska Akademija 17:54:07 17:54:15 0:00:08 490 49 10.00 36 162 28 2.339
Bolnica -D.Misovic- 17:55:58 17:56:07 0:00:09 487 103 4.73 17 174 30 1.412
Paje Adamova 17:57:59 17:58:07 0:00:08 677 112 6.04 22 178 30 0.339
Banjica 17:58:53 17:59:00 0:00:07 464 46 10.09 36 179 31 0.123
Raska VMA 18:00:28 18:00:39 0:00:11 485 88 5.51 20 173 30 -0.709
Plivaliste-Banjica- 18:01:29 18:01:35 0:00:06 396 50 7.92 29 175 28 0.289
Paunova 18:03:52 18:04:10 0:00:18 514 137 3.75 14 177 14 0.223
Bastovanska 18:05:02 18:05:10 0:00:08 392 52 7.54 27 162 4 -2.193
Kragujevackih djaka 18:06:04 18:06:09 0:00:05 320 54 5.93 21 163 2 0.179
Banjica II 18:06:59 287 50 5.74 21 156 0 -1.398

0:35:56 0:06:36 9621 1760 4.46 16.06 29  

Table 2. The results of recording taken on Line 41 - Direction “B” (morning rush) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
From the point of view of vehicle movement along typical distance between the stations, see Figure 3, the 
regimes of acceleration, continuous driving, slowing down, and stopping the vehicle are very important. 

Time Time Waiting Distance Driving Expl. Expl. Number
Stops arrives departures  on stops between stops  time speed speed Elevation of passengers Angle

(hh:mm:ss) (hh:mm:ss) (hh:mm:ss) (m) (s)  (m/s)  (km/h) (m) in vehicle α
Banjica II 6:25:55 6:29:07 0:03:12 0 157 10
Kragujevackih djaka 6:30:14 6:30:26 0:00:12 484 67 7.22 26 166 22 1.065
Bastovanska 6:31:00 6:31:14 0:00:14 298 34 8.76 32 162 33 -0.769
Paunova 6:32:27 6:32:59 0:00:32 378 73 5.18 19 177 58 2.274
Plivaliste-Banjica- 6:34:28 6:34:40 0:00:12 573 89 6.44 23 171 59 -0.600
Raska VMA 6:35:21 6:35:36 0:00:15 340 41 8.29 30 174 53 0.506
Banjica 6:36:30 6:36:53 0:00:23 493 54 9.13 33 181 50 0.814
Paje Adamova 6:37:45 6:38:00 0:00:15 475 52 9.13 33 177 49 -0.482
Bolnica -D.Misovic- 6:39:24 6:39:41 0:00:17 572 84 6.81 25 173 45 -0.401
Pedagoska Akademija 6:40:37 6:40:43 0:00:06 398 56 7.11 26 156 45 -2.448
Stadion -Partizan- 6:41:25 6:41:30 0:00:05 520 42 12.38 45 143 46 -1.433
Muzej 25.Maj 6:42:34 6:42:49 0:00:15 675 64 10.55 38 129 45 -1.188
Ortopedski zavod 6:45:12 6:45:25 0:00:13 643 143 4.50 16 101 44 -2.496
Visegradska 6:46:55 6:47:19 0:00:24 888 90 9.87 36 103 35 0.129
Bircaninova 6:48:09 6:48:27 0:00:18 516 50 10.32 37 105 29 0.222
London 6:49:10 6:49:30 0:00:20 419 43 9.74 35 119 19 1.915
Glavna Posta 6:50:17 6:50:29 0:00:12 602 47 12.81 46 130 10 1.047
Politika 6:53:25 6:53:35 0:00:10 820 176 4.66 17 119 7 -0.769
Trg Republike 6:56:03 6:56:13 0:00:10 435 148 2.94 11 123 3 0.527
Studentski trg 6:57:08 329 55 5.98 22 117 0 -1.045

0:31:13 0:07:45 9858 1408 5.26 18.95 35
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For a typical inter-station distance of 520 meters in an urban driving cycle, the vehicle has three phases of 
acceleration reaching speeds of 20, 30, and 40 km/h, including two stopovers that reflect traffic conditions 
along the route and stopping at the end standing at the station. 

Figure 3. Distribution of experimental vehicle speed alone a typical distance between stations  

 

 
 

 

 

 

 

 

3. Experimentally measuring of energy efficiency of different bus systems 
Comparative experimental measurements of energy consumption were taken on the Line 41 for three 
different bus subsystems: trolley (BKM-321), diesel bus (IK-112N) and fully electric bus (BYD E-12) [1]. 
Their basic technical characteristics are presented in Table 3. 

Table 3. Technical characteristics of tested bus subsystems 
Bus subsystem Ttrolley bus BKM-321 Diesel bus IK-112N Electric bus BYD E-12 

Length 11.825 m 11.940 m 12.000 m 
Engine/Motor Electric motor   Diesel MAN D2066 LOH 201 2 Electric motors  
Power 180 kW 235 kW 2x 90 kW 

Torque - 1100 Nm 2x350 Nm 

Passengers 101 105 68 

 

    

3.1 Measurements of energy efficiency of trolleybus 
A measurement of consumption of electric energy of a trolleybus was performed by using the measuring 
equipment “Fluke” that is incorporated in the trolleys of this type.  
In Table 4, results of the measurements of electric power consumption of trolley BKM-321 in real 
exploitation condition on Line 41, for one typical working day are shown [3]. The vehicle travelled distance 
of 245 km. Total amount of the consumed energy by the trolley was 440 kWh. Energy spent on traction was 
225 kWh (51.1%), while on powering of auxiliary devices and heating was spent 215 kWh (48.8 %). From 
that we can see that the consumed energy per kilometre travelled was 1.79 kWh/km. Trolley bus BKM-321 
has energy recuperation of 13-15% compared to the total exchanged energy.  
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Table 4. The original data on the measurement of energy consumption  
Date 19/11/2014 
Line 41 
Outside temperature (0C) 7 
Operating time 5.37-23.20 
The readout hours of work (h) (8968-8948) 
The reading of mileage (km) (96099-95854) 
The reading of exchanged energy (kWh) (174558-174048) 
The reading of consumed energy (kWh) (148427-147987) 
The reading of consumed traction energy (kWh) (89393-89168) 
The reading of generated energy (kWh) (32822-32729) 
The reading of recuperated energy (kWh) (26061-25990) 
Distance traveled (km) 245 
Hours of operation (h) 18 
Exchanged energy (kWh) 510 (100%) 
The energy consumed in the trolley (kWh) 440 (85.02%) 
The generated braking energy (kWh) 93 (18.2%) 
Recuperated energy (kWh) 71(13.7%) 
Total energy per kilometre (kWh / km) 1.796 
Energy consumed for traction (kWh) 225 (51.1 %) 
Energy spent on auxiliary devices and heating (kWh) 215 (48.8 %) 

 

3.2 Measurements of energy efficiency of diesel bus IK-112N 
Measuring fuel consumption of diesel bus IK-112N was performed by using appropriate flow-meter, in 
multiple half-turns on Line 41[4]. Results of the measurements are shown in Table 5. When calculating 
energy consumption of this diesel bus, the applied data for the diesel fuel was energy content of 36 MJ/litre. 

Table 5.  Results of measurements of fuel/energy consumption for bus IK-112N 
Number  
of measurements 

1 2 3 4 5 6 Average 
consumption 

Direction A B A B A B - 
Consumption (l/100km) 51.2 46.2 49.1 45.9 50.2 46.4 48.2 
Consumption (MJ/km) 18.43 16.63 17.67 16.52 18.00 16.70 17.35 
Consumption (kWh/km) 5.11 4.61 4.90 4.58 5.00 4.63 4.82 

 

3.3 Measurements of energy efficiency of BYD E-12 bus  
During April 2014, CPTC “Belgrade”, in the cooperation with famous manufacturer of electric buses BYD, 
performed trial tests of a solo E-bus BYD-E12. The goal of these tests was to obtain an overview of the 
possibilities of using electric buses in Belgrade. The trial tests were performed during the period from 12-14 
April, 2014 on two typical city lines: Line 26 (Dorćol-Braće Jerković) and Line 41 (Studentski trg-Banjica). 
In this part of paper the results of testing on Line 41 only were shown. The measurement of energy 
consumption of this bus was performed by registering changes in battery capacity – the State of Charge 
(SOC) and distance travelled. The bus was loaded by bags of sand of total weight of 2,500 kg, in order to 
simulate average number of passengers in the vehicles. The vehicle made stops at all of the stations, the 
doors were opened and closed, i.e. thus the time was simulated for exit/entry of passengers. In the Table 6, 
results of the measurements of electric power consumption of electric buses BYD are shown. 
 

Table 6. Consumption of electric energy by BYD E-12 

Direction     
of movement 

No. a  
half-
turn 

SOC  Distance 
travelled 

Driving 
time  

Average 
speed  

Energy 
consumption 

Energy consumption 
per km 

(%) (km) (minute) (km/h) (kWh) (kWh/km) 

A 
1 4.0 9.7 38 15.3 12.96 1.34 
2 4.0 9.6 41 14.0 12.96 1.35 
3 4.0 9.7 43 13.5 12.96 1.34 
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B 
1 4.0 9.9 45 13.2 12.96 1.31 
2 3.0 9.8 38 15.5 9.72 0.99 
3 3.5 9.9 40 14.9 11.34 1.14 

TOTAL 22.5 58.6 245 14.35 72.9 1.24 
From Table 6, we can conclude that average consumption of electric energy is about 1.24 kWh/km. In the 
terms of half-turns, the energy consumption was 1.34 kWh/km, in direction “A”, and 1.15 kWh/km in 
direction “B”. The less consumed energy in direction “B” was a consequence of bigger recuperation of 
electric energy that is made with brakes, on the long falls in this direction of movement. General observation 
with the buses having electric drives is that it is possible to achieve recuperation of energy by about 25-30%.  
In Table 7, overall results of the measurements of energy consumption of the tested vehicles are shown. 

Table 7. Comparative values of energy efficiency obtained by measuring 

Bus subsystem Curb weight 
(kg) 

Average load 
(%) 

Recuperation of energy 
with A/C-off, (%)  

Energy consumption 
with A/C-off, (kWh/km) 

Diesel bus IK-112N 12,090 40 0 4.82 
Trolley BKM-321 11,100 40 15 1.46 
BYD E-12 bus 14,300 40 (2.500kg) 25-30 1.24 
Note: Measurements of energy consumption with Air Conditioning (A/C-on) by using the measuring 
equipment on the trolley showed that in this working regime the consumption of energy is increased by 24 
to 26%. 

The results obtained confirm the hypothesis of a significantly greater energy efficiency of electric buses 
compared to diesel buses. By the example of Line 41 it is proved that diesel bus IK-112N has greater energy 
consumption compared to the BYD E-12 electric bus by 3.89 times. Compared to trolley BKM-321, energy 
efficiency of BYD E-12 bus is greater by 18%, which can be explained by a lower degree of recuperation 
that trolley BKM-321 has compared to BYD E-12. 

4. Determination of energy efficiency - a theoretical approach 
4.1 Theoretical determination of energy efficiency – “CPTC “Belgrade” model” 
Based on whole-day recording of vehicle cycle parameters on the experimental vehicle on the Line 41 [3],  
simulation model was made [5] by which engaged power for vehicle movement, including energy spent for 
powering auxiliary devices were calculated, using equations from the theory of vehicle movement, Figure 4.  

Figure 4. Forces that affect on the bus during movement 

 
 

F=Ff+Fu+Fv+Fa  
F-pulling force (N) 
Ff- rolling resistance (N) 
Fu-resistance of inclination of path (N) 
Fv-air resistance 
Fa-resistance of inertial force (N)  
P=Pf+Pu+Pv+Pa+Ppom+Pac 
P-needed power to move (kW) 
Pf-needed power for overcoming rolling resistance (kW) 
Pu-power needed to overcome the resistance of 
inclination road (kW) 
Pv-needed power for overcoming air resistance (kW) 
Pa- power needed for overcoming resistance to inertial 
force (kW) 
Ppom-Needed power to operate auxiliary devices (kW) 
Pac-power needed to operate the air conditioner (kW) 

Total number of recorded half-turns on the Line 41 was 24 that is each direction 12 times. Based on entered 
data and equation for vehicle movement theory, consumption of energy was calculated for vehicles: BKM-
321, IK-112N and BYD E-12, during all day period of work (that is 17.5 hours and distance travelled of 
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236.2 km), which is shown in the Table 11. Results received for energy consumption using simulation model 
(for all three vehicles), Table 8, and are similar to the results that were received with direct measurement. 
Somewhat smaller values, in this case, are the consequence of smaller load of the vehicle (30%) which was 
taken based on registered number of passengers in the vehicle.  

Table 8. Comparative values of energy efficiency obtained by simulation 

Bus subsystem Mass 
(kg) 

Load 
(%) 

Recuperation of energy 
with A/C-off, (%)  

Energy of movement 
with A/C-off, (kWh/km) 

Diesel bus IK-112N 12,090 30 0 4.54 
Trolley BKM-321 11,100 30 13.7 1.43 
BYD E-12 14,300 30 27.5 1.22 
Note: Values of energy of movement with A/C-on increases for 24 do 26 %. Under the assumption that A/C was 
working 65% of operating time. 

 

4.2 Theoretical determination of energy efficiency – “SOLARIS model” 
Bus manufacturer ''Solaris bus & Coach'', that in vehicle fleet of   CPTC “Belgrade” has 200 diesel buses, 
and which is one of the leading manufacturers of electric buses, Figure 5, expressed readiness that, by using 
data about vehicle cycle, which is partly shown in Table 1 and 2, perform simulation of movement of electric 
bus Solaris E12 and perform choice for its main aggregates. 
Based on performed simulation [6] real indicator was reached for energy consumption of electric bus, based 
on which manufacturer Solaris proposed the solution for the bus with batteries (characteristics are shown in 
Table 9), with pantograph recharge system. The frequency and number of charging battery, obtained by 
simulation model, are shown in Figure 6. Technical characteristics of bus are shown in Table 10. 

Table 9. Values of simulation for Solaris E12 bus (“Solaris model”) 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Solaris E12 bus                                                    Table 10. Solaris E12 bus - technical data [9] 

 

 

 
Length/width/height…………12000/2550/3250 mm 
Curb weight……………………………… 12500 kg 
Number of doors….………………………………..3 
Pneumatics…………………………….275/70/R22.5 
Max. speed.….………………………………70 km/h 
Electric motor……………….…….asynchronous AC 
Max. power……..……………………………160 kW 
Batteries………….…………..…………..…….Li-Ion 
Capacity……………………………….…..…80 kWh 
Power of charge………………………..…….400 kW 
Time of charge (pantograph)…………………..5 min 
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Figure 6. Simulation of charging Solaris E12 bus on terminus Banjica II 

 

 

 

 

 

 

 

 

 
When CPTC “Belgrade” of simulation is applied to bus Solaris E12, the approximately same values of 
energy consumption is obtained, according to “Solaris model” of simulation, Table 11. 

 

Table 11. Values of simulation for Solaris E12 bus (with “CPTC “Belgrade” model”) 
Driving Waiting

E-bus SIMULATION between on the Total
LINE Nor. 41 (Studentski trg-Banjica II) stations stations
Time (hh:mm:ss) 12:21:34 5:09:31 17:31:05
Mileage (Km) 236.2 236.2
Exploatation speed (Km/h) 19.1 13.5
(1)-Consumed energy for vehicle (KWh) 253.2 253.2
(2)-Consumed energy for aux.equipment (KWh) 92.9 30.5 123.5
(3)-Consumed energy for AC-on (KWh) 67.3 22.6 89.8
(1)+(2) 376.7
(1)+(2)+(3) 466.5
Average Consum. Energy (1)+(2)  (KWh/Km) 1.595

Average Consum. Energy (1)+(2)  (KWh/Km) RECUP (27.5%) 1.16
Average Consum. Energy (1)+(2)+(3) (KWh/Km) 1.975

Average Consum. Energy (1)+(2)+(3)  (KWh/Km) RECUP (27.5%) 1.43  

5. Conclusions 
The analysis showed that a bus with electric drive, in complex operating conditions such as those present in 
Belgrade, in relation to the trolley and especially the diesel bus is a much more efficient means of transport 
from the energy point of view. 
The two presented a theoretical model for calculating the energy efficiency of the buses showed good 
compatibility with the experimental results, so they can be effectively used in further work on determining 
the performance of electric buses and battery capacity on the selected line of public transport. 
The results obtained by theoretical model enables different simulation scenarios of various influencing 
factors on energy consumption for different drive concepts for city buses and the possibility of their 
comparison, which can be important when choosing the concept of a bus system on a line. 
Trial test of bus BYD, which was performed by CPTC “Belgrade”, present the first step in direction of mass 
application of buses with fully electric drive in vehicle fleet of CPTC “Belgrade”. Results received form 
testing and positive experiences of the companies that use electric buses show that using buses with electric 
drive has perspective in Belgrade as well. Buses with fully electric drive as proved ecologically “clean” and 
energetically efficient vehicles, in the next period, will give growing contribution to sustainable development 
of the cities, with ultimate goal by the year 2050 to be primary means in the public transportation system.  
Conducted research showed that buses with fully electric drive can be successfully used in the system for 
public city transport in Belgrade.  
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Abstract: The transport sector represents the largest oil consumer sector in the world and therefore one of 
the main challenges for climate change and energy security of supply policies. The combustion of fossil 
fuels produces emissions that contribute to environmental problems at a local, regional and global level. 
Detailed analysis shows that improved energy efficiency continues to play a key role in shaping energy 
use and CO2 emissions patterns, but that the rate of improvement has slowed substantially. 
 
Keywords: Energy efficiency, energy consumption, CO2 emission. 
 

1. Introduction 
One of the biggest challenges nowadays is to find a way to satisfy the increasing need for energy and at the 
same time to minimize environmental pollution. Traffic has a key impact on the quality of live, economic 
growth and social development but it's one of the biggest energy users with extremely low energy efficiency 
and large emissions of harmful gases. Only 15% of fuels can be used during the transport, all the rest are 
losses. 
According to the growth of total energy consumption and great dependence of functioning and satisfying the 
needs of society there is a necessity for energy savings in order to rationalize energy consumption. 
Considering the dependence of structure energy consumption from the very structure of traffic system energy 
efficiency becomes one of the most important sector today and its impact on the modern society is 
immeasurable. The sustainable transport is transport which doesn't harm public health or ecosystems, but 
satisfies the needs. Ecological aspects of sustainable traffic development mean reducing the negative impact 
on the environment. Because of that, the vital interest of each country is to raise the quality of traffic system 
through reducing of: harmful gases, noise, vibrations and traffic accidents. In order to reduce negative 
impacts on the environment it is necessary to take actions to protect the sustainable transport policy, 
technical and technological systems on means of transport. 

2. Energy consumption in Montenegro 
Tracking trends in energy efficiency and comparing the performance of countries is not straightforward. 
Energy efficiency is only one of a number of factors that impact energy use, so it is perfectly possible to 
have improving energy efficiency, while still seeing rises in energy consumption. Detailed analysis shows 
that improved energy efficiency continues to play a key role in shaping energy use and CO2 emissions 
patterns, but that the rate of 
improvement has slowed 
substantially. Between 1990 and 
2005 global final energy use 
increased by 23% whiles the 
associated CO2 emissions rose by 
25% [1]. Most of the growth in 
energy use and CO2 emissions 
occurred in non-OECD countries. 
Tracking trends in energy efficiency 
and comparing the performance of 
countries is not straightforward. 
Energy efficiency is only one of a Figure 1. Energy consumption 
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number of factors that impact energy use, so it is perfectly possible to have improving energy efficiency, 
while still seeing rises in energy consumption. Detailed analysis shows that improved energy efficiency 
continues to play a key role in shaping energy use and CO2 emissions patterns, but that the rate of 
improvement has slowed substantially. Between 1990 and 2005 global final energy use increased by 23% 
while the associated CO2 emissions rose by 25% [1] Most of the growth in energy use and CO2 emissions 
occurred in non-OECD countries. Globally, energy consumption grew most quickly in the transport and 
service sectors, driven by rising passenger travel and freight transport, and a rapid expansion in the service 
economy. Despite the recent improvements in energy efficiency, there still remains a large potential for 
further energy savings across all sectors. Trends in CO2 emissions are driven by the amount and type of 
energy used and the indirect emissions associated with the production of electricity. Transport was again the 
most important sector in Montenegro with a share of 31% in for period 1997-2011, but for CO2 emissions 
the share from industry (29%) was higher than for households (24%), shown in figure 1. 
The transport sector includes the movement of people and goods by road, rail, sea and air. Road transport, 
accounting for 84,43% in Montenegro (1997-2011) and 82% in EU (in 2012) of the total, is by far the main 
contributor to the increase in overall transport energy 
consumption. The transport sector includes two main 
sub-sectors, passenger and freight, impacted by different 
underlying factors. In order to properly analyze trends in 
overall transport energy use and efficiency, separate sets 
of indicators are needed for each sub-sector. However, 
the necessary data for Montenegro to do this are 
currently not available. In terms of absolute levels, the 
United States and Canada are by far the largest 
consumers of energy on a per person basis, at almost 200 
GJ per capita. This level is around twice that seen in 
other parts of the OECD. GJ per capita in Montenegro is 
presented in figure 2 [2]. 
Since 2007, the economic crisis resulted in a drop in the 
traffic of goods which was in 2012 11% lower than in 2007 
at EU level. Passenger traffic remains stable despite 
population growth because of a slight decrease in passenger 
mobility (decrease by 3% of km travelled per capita per 
year). In addition, in most countries the average annual 
distance travelled by cars has been decreasing since 2007 
[3]. However, in Montenegro in 2007 and 2008, energy 
consumption in transport sector increased. Economic 
recession in Montenegro mostly affected industry sector. 
Transport is the sector with the highest final energy 
consumption and, without any significant policy changes, is 
forecast to remain so [4]. Following insufficient progress in a voluntary agreement on passenger car CO2 
emissions in Europe, in 2009 the European Union adopted CO2 emissions regulations for passenger cars 
with implementation to be phased in over 2012-15. The standard is based on vehicle mass and means that the 
passenger car fleet on average will emit 130 g CO2/km by 2015 (compared with 161 g CO2/km in 2005). 
Fossil fuels are primary source of energy in Montenegro (figure), while the share of renewable increase 
slowly.  Shown in table 1 is the share of total final energy demand in the transport sector for each fuel in 
2012 in Montenegro and in figure 4 trend for period 2010-2014. Diesel has the largest share, accounting for 
over half of fuel use in the sector.  
According to fact that the transport sector is the largest source of energy-related CO2 emissions, Figure 
shows energy-related CO2 emissions in some EU countries, including Montenegro and Serbia, while Figure 
shows CO2 emissions from transport as percentage of total fuel combustion over the period 2005-2012 [5]. 
 

Figure 2. Energy consumption per capita in 
Montenegro 

 

Figure 3. The transportation energy 
consumption  
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Table1. Number of vehicles by fuel in 2012 in Montenegro 

2012 Number of vehiclas % 

Fu
el

 

Eurosuper 95 82675 42.19 
Eurosuper 98 895 0.46 
Eurodiesel 111016 56.65 
Mix 28 0.01 
Auto gas 1343 0.69 
Electricity 4 0.00 

 

 
 

During last few years, the number of registered vehicles is around 200,000 counting all vehicles category and 
about 85% are passenger cars. Figure 5 shows the car density in 2012. The rate is approx. 314 passenger cars 
per 1,000 populations [6]. Each year the structure of the private car fleet is altered to some extent by the cars 
entering the fleet for the first time. These cars can be either new or second-hand imports. Figure 6 shows 
data on the numbers of new cars licensed for the first time in Montenegro in 2012 and cars maximum ten 
years old.  

 

All transport modes are expected to show substantial increases in activity and fuel use in the future. Road 
transport (passenger cars and freight trucks), in particular, will continue to dominate overall transport energy 
and oil use, accounting for nearly 80% of demand in 2050. The current rate of energy efficiency 
improvement is not nearly enough to overcome the other factors driving up energy consumption. As a result 
we are heading for an unsustainable energy future so an effort to curb energy use and CO2 emissions from 
all these modes will be needed. All governments must learn from the best practices of others and act now to 
develop and implement the necessary mix of market and regulatory policies, including stringent norms and 
standards. 

Figure 4. Number of vehicles by fuel 

 

Figure 5. CO2 emission from transport – EU 
countries, 2012 

Figure 6. CO2 emission from transport – Serbia and 
Montenegro, 2005-2012 

 

Figure 7.  Motorization level in some EU countries 

 

Figure 8. Number of vehicles in Montenegro, 2012 
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3. Strategies and policies in order to improve the energy efficiency of road 
transport 
The first objectives of sustainable transport are defined at the Rio Summit in the framework of the plan of 
sustainable development for the 21st century - Agenda 21. For defining wider concept of sustainable traffic, 
International Conference OECD “Towards Sustainable Transportation” in 1996 in Vancouver (Canada) had 
a great importance. Eight basic principles of sustainable development are defined on this conference. The 
National strategy of sustainable development of Montenegro is also based on those principles. This strategy 
also relies on Johannesburg Declaration and the Millennium Declaration of the UN. Complemented 
European Sustainable Development Strategy from 2005 clearly promotes the general aim, operational plans 
and actions which should be carried out in traffic and in context of sustainable development. Some of the 
aims are: achieving sustainable levels of energy consumption and greenhouse gas emission of pollutants on 
level which minimize effects on the population health and/or environment; reduction of noise; reducing the 
average CO2 emissions of new cars; reduction of mortality in traffic accidents on road traffic, etc. The first 
studies concerning the sustainable traffic launched the Organization for Economic Cooperation and 
Development (OECD) within international project EST (Environmentally Sustainable Transport). 
The process of Montenegro’s accession to the European Union is considered as a national priority of the 
highest importance. Activities on harmonization of national legislation with acquit of EU considerably 
intensified since June 2012 when they officially started negotiations about the accession. Many provisions of 
EU regulations about energy efficiency of buildings are transposed into the law of energy efficiency in 
Montenegro (Official Gazette 29/10). Beside that, specific measures for promotion of energy efficiency are 
(or it would be) listed in important documents like:  

(i)   National strategy of energy efficiency (NSOR);  
(ii)   Action Plan for Energy Efficiency from 2013 to 2015  
(iii) Annual operative plan for promotion of energy efficiency in institutions of State Administration;  
(iv) Programs and plans of energy efficiency in local governments 

 The first Action Plan for Energy Efficiency for the period from 2010 to 2012, the Government of 
Montenegro adopted in December 2010. The second action plan for energy efficiency for the period from 
2013 to 2015 was adopted in November 2013 and it contains details about the current policies of energy 
efficiency in Montenegro and the main obstacles to their implementation. The Action Plan sets out the 
activities planned in the field of energy efficiency until 2018. 
Concerning the climate changes NSOR recognized Montenegro as the country which does not emit large 
amounts of greenhouse gases, which could have negative impact on climate changes. As the main sources of 
carbon dioxide emissions at the national level they recognized the power generation sector, industry and 
transport. The national strategy of air quality (NSUKV) deals with measures for air quality management  
which came after extensive analysis of air quality in Montenegro, recognizing the typical trends from the 
past and determining the main sources of pollution, questions and problems which should be solved. The 
new regulatory plan regulates air protection from pollution and it is harmonized with EU directives. On the 
other side, that requires taking actions in case of exceeding the prescribed air quality standards. 
Traffic is characterized by a steady increase in the number of vehicles, and thus the consumption of motor 
fuels. Rationalization of energy consumption becomes one of the most important objectives of Transport 
policy in Montenegro. Concerning the transport sector, energy efficiency increase implements: 

1. Through the National Strategy on development of traffic; 
2. Through reconciliation and harmonization of regulations in Montenegro with EU regulations; 
3. Through technological solutions (rationalization of energy consumption, modernizing of automobile 

fleet, changes of engine's characteristics, usage better quality of fuel). 
The potential for reducing energy consumption in the traffic sector should be correlated with potential of 
reducing emissions greenhouse gases in the traffic sector. Rational usage of fuel is one of the main manners 
to stabilize gases concentration with greenhouse effect in atmosphere on level which prevents dangerous 
anthropogenic influences on the climate system. Providing the correct, relevant and comparable information 
about specific consumption of fuel emissions CO2 of transport vehicles could have influence on the 
consumers' decisions, in favor of vehicles which consumes less fuel and therefore emit less CO2. New Draft 
Law on environment establishes the legal basis for transposition of the Directive about car marking. 
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Regulation of approval based on the Law of transport security contains the list of UNECE regulations and 
relevant EU legislation associated with Directive 2007/46/EC by which the structure for approval of motor 
vehicles establishes. The goal of this directive is to provide information about economical fuel consumption 
and emissions CO2 from new road cars. Information should be available for the consumers in order to enable 
them to make the choice according to these information. The implementation of Directive 99/94/EC about 
marking emissions CO2 from vehicles isn't demanding, considering the fact that there is no car production in 
Montenegro. 
Transport industry in the world develops the new technologies with big efforts. Hybrid-electric combustible 
engines and the fuel elements are just some of new technologies. Each of them had a possibility to 
considerably reduce the emission level CO2, but none of technologies have no possibility to minimize the 
emission. Although the transport sector works on solving the problems of greenhouse, it can not do it by 
itself. Each of these new engines have bigger consumption than ordinary engines. Because of that, the help 
of EU is necessary. With the achievement of the goal of reducing energy consumption we solve two biggest 
problems: 

– The whole consumption of energy reduces and 
– The negative impact of traffic of the environment reduces. 

In order to achieve these aims it's necessary to take action which includes:  
I. Increasing of energy efficiency of automobile fleet – it has impact on reducing the average specific 

consumption (lit/100km) and increases the greenhouse gases emissions also. This step includes 
procuring EE vehicles; informing the users about specific consumption of vehicles and emissions CO2 
of transport cars; the prescribed fees proportionate to fuel consumption which you need to pay when 
buy a car; stricter obligations for exhaust emissions of vehicles; more efficient vehicle servicing and 
application of technical measures for reducing fuel consumption.  

II. Including the alternative fuels as a replacement for existing fossil fuel –  This step refers to the 
transfer of new technologies about car, implementation of hybrid and electric vehicles, as well as 
including alternative fuels (biodiesel, hydrogen, compressed natural gas(CNG) etc.) which effects are 
suitable for environment, especially for those groups which have a great need for motion: taxi 
services, students' transport, delivery, official vehicles at the state and local level, etc. 

III. Planning and establishing more efficient transport system– it includes improvement of transport 
planning in cities, planning the continuous spatial plan of urban units, harmonization of the regional, 
economic and demographic development of the country, construction of bypasses in bigger towns 
(especially in towns on seaside) , construction of new roads and widening of existing ones, 
electrification etc. Implementation of energy efficiency measures in the road transport sector requires 
a fully developed regulatory framework, guidelines for implementation, awareness raising and 
strengthen the capacities and, most importantly, providing the necessary resources and political will on 
both a national and local level.  

It is also important to recognize the direct connection between the requirements for environmental protection 
and implementation of energy efficiency in this sector in order to provide a synergistic action and establish a 
common platform for planning and implementation of measures and monitoring the results obtained. This 
requires coordinated action by all relevant subjects. 

Conclusion 
Energy efficiency, on one side, and emissions of harmful gases on the other side, as a result gave researches 
which are aimed at solving this issue. In Montenegro, there are many regulation provisions of EU energy 
efficiency, and they are transposed in laws, strategies, action plans and by-laws. The implementation of these 
politics requires implementing of the institutional, legal, structural-organizational and financial-economic 
reforms in energy sectors in Montenegro. Regulative, aimed at energy and stimulated economically, as many 
financial initiatives too (supported by especially established funds), would create a climate for successful 
realization of the program of rational use of energy in road transport. In order to eliminate the negative 
impact of road transport, primarily, on the environment, it is necessary to create a composition of motor 
vehicles throughout life cycle, which will enable better quality of life for future generations through the 
preservation of natural resources and environmental improvement. 
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Podgorica, for an Energy More Efficient Road Traffic 
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Abstract: A high number of energy sources: liquid, solid and gaseous fuels contributes to the air pollution in 
Podgorica, but motor cars, whose number has risen during last years to 70,000 cars become one of the most 
significant sources. This paper presents basic measures which prove the improvement of energy efficiency of 
road traffic, and which were planned in the Action Plan initiated by the city administration of Podgorica in 
order to increase the energy efficiency. This paper gives a section of recommended states four years after the 
adoption. 

This paper aims to determine if the solution of problem of energy efficiency in road traffic in Podgorica is 
being solved by the dynamics scheduled in the Action Plan for a rational use of energy as a resource, namely 
to estimate to what extent each individual measure is performed. 

Keywords: The Action Plan, Capital city, road traffic, CO2 emission, energy efficiency  

1. Introduction  
The energy efficiency of road traffic in each city creates the preconditions for a better quality of air and the 
environment giving the healthier and more satisfied citizens as a result. This is a priority of the majority of 
countries from the Europe and the world so that all developed cities paid particular attention to this issue.   
On 29 January 2008 The European Commission started a big initiative of linking of majors of the European 
cities aware of the need for the sustainable management of energy in a permanent network, with the aim to share 
experiences in the application of effective measures for the improvement of energy efficiency of urban 
environments. The agreement of mayors (Covenant of Mayors) is the response of advanced European cities to 
the challenges of global climate changes, and also the first and most ambitious initiative of The European 
Commission directly aimed to an active inclusion and continual participation of city administrations and citizens 
in the fight against the global warming. 
The concrete obligations of signers are defined by the agreement, and the primary task was the creation of 
Sustainable Energy Action Plan – SEAP to 2020. (thereinafter The Action Plan). Since the Capital city of 
Montenegro, Podgorica, is the signer of the mentioned agreement, The Action Plan for the rational use of energy 
as a resource in May 2011 was carried out in accordance with the taken responsibilities. The traffic sector was 
comprised in the mentioned plan and it is separately presented in this paper. Since almost a half of the time for 
the agreement has passed, it is necessary to review the execution of the recommended measures presented in this 
paper.     

2.  The Action Plan for the sustainable use of energy in the road traffic sector  
The first activity in the elaboration of The Action Plan for the sustainable use of energy as a resource was the 
setting of a time framework for the implementation, namely the selection of the reference year for which a 
Reference inventory of CO2 emissions for some sectors of an immediate consumption will be defined. The time 
framework for the implementation of The Action Plan is the interval of the reference year of 2020, because the 
quality data about the energy consumption in some sectors are available. 

 

17th Symposium on Thermal Science and Engineering of Serbia 
Sokobanja, Serbia, October 20–23, 2015 

 Society of Thermal Engineers of Serbia Faculty of Mechanical Engineering in Niš 
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In accordance with the recommendation by The European Commission, the sectors of energy use in Podgorica 
are divided into the following aspects: 

- Buildings; 
- Traffic; 
- Public illumination. 

The traffic sector contains three sub-sectors: 
- Vehicles in the ownership of the Capital city; 
- Vehicle of a public transport on the area of the Capital city; 
- Private and commercial vehicles.  

The necessary data for the analysis of energy consumption in the Capital city in 2008 were: 
- Structure and characteristics of the fleet belonging to and in use on the side of the Capital city; 
- Structure and characteristics of vehicles of a public transport at the area of the Capital city; 
- Number and structure of the registered private and mixed vehicles; 
- Consumption of the various kinds of fuel in the fleet belonging to the Capital city; 
- Distribution and consumption of various types of fuel for bus transport in the Capital city. 

On the basis of the collected data, the following parameters are determined for all sub-sectors of the traffic in the 
Capital city: 

- General data about a sub-sector; 
- Structure of the fleet according to the purpose of a vehicle; 
- Classification of vehicles according to a type of fuel used; 
- Consumption of various types of fuel by sub-sectors and categories of vehicles inside sectors. 

The carried out analysis of the fuel consumption of the traffic sector in the Capital city in 2008 shows a highest 
share in the consumption of sub-sectors of private and commercial vehicles (Figure 1). 

  
Figure 1. Fuel consumption by sectors  Figure 2. Share of particular fuel types in the total 

consumption  
The total fuel consumption in the traffic sector in Podgorica in 2008 amounts to 4026,17 TJ, of which 95% goes 
to the sub-sector of private and commercial vehicles, 4% on the sub-sector of public transport, a 1% on the 
vehicles belonging to the Capital city. 
The share of diesel fuel in the total consumption amounts to about 80%, petrol about 19%, of electrical energy 
and LPG about 2,5% (Figure 2). 
The total emission of CO2 from traffic sector of the Capital city in 2008 amounted to 298.672,13 t. The highest 
share in the emission makes the sub-sector of private and commercial vehicles (94%), followed by the public 
transport (5%), while the remaining part is related to the vehicles belonging to the city administration (1%) 
(Figure 3.). 
The CO2 emission from diesel participates with 76% in the total emission from the traffic sector, followed by 
petrol with a share of 17% in the total emission. The remaining share of the emissions is related to the LPG (5%) 
and electrical energy (2%). 
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Figure 3. The distribution of CO2 emission of the traffic 

sector in Podgorica by sub-sectors 

 
Figure 4. The distribution of CO₂ emission from the traffic 

sector according to the type of energy 
 

3. The measure for the reduction of CO2 emissions in the traffic sector of the 
Capital city, recommended by the Action Plan  
The Action Plan assumes the measures of the energy efficiency in all sectors of the fuel consumption. The 
recommended measures and activities for the traffic sector are divided into the following categories [1]: 

- Legislative and planned measurs for the reduction of CO2 emissions from the traffic sector; 
- Promoting, information and educational measures and activities; 
- Measures for the private and commercial vehicles; 
- Measures for the vehicles belonging to the Capital city; 
- Measures for the public transport. 

The category of the legislative and planned measures assumes the measures and activities stemming from the 
legal obligations and those related to the planning of projects in sense of the improvement of the traffic 
infrastructure, better regulation of the traffic, rise of security and similar. 
Therefore, by the execution of planned measures the necessary conditions for the improvements of the traffic 
sector in Podgorica are created. The capital investments of a modernisation and adequate establishment of the 
city transport (procurement of contemporary busses using the alternative fuels, leading of other forms of 
transport – trolleys etc.) are also included. According to the mentioned, it is necessary to carry out the 
comprehensive preparation activities meaning the creation of feasibility studies and other analyses without 
which it is not possible to give an estimation of the necessary estimations and other parameters for the realisation 
of the measures of the capital investment expenditures.    
Also, the majority of the identified measures can be described only in a qualitative manner, while for the 
quantitative results it is necessary to carry out additional researches and analyses for each individual measure. 
 

3.1 Legislative and planned measures   
Cardinal number  1. 

Measure/activity  
Gradual development of the entire legislative, regulatory and institutional framework and 
energy efficiency on the basis of relevant EU directives and standards in the area of traffic. 
 

Holder of activities  State administration  
Beginning/end of activities 
(year)  2012. - 2020. 

Expenditure estimation 
(individual or total by measure) There is no investment expenditures  

Estimation of the reduction of 
emission (t CO2) 

  

--- 

Current state of the measure 
execution 

The measure is not realised. The IPA project - The development of the energy use in 
Montenegro is in progress, and it to the significant extent, deals with the issue of energy 
efficiency and use of bio-fuel in the area of traffic. 

Cardinal number 2. 
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Measure/activity Introduction of charges for the traffic pollution in the Centre of Podgorica  

Holder of activity 
- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- Secretary for communal affairs and traffic  

Beginning /end of activity 
(year) 2012.- 2020. 

Estimation of the emission 
reduction (t CO2) 

  

--- 

Current state in the execution 
of the measure  The measure is not executed. 
 

Cardinal number 3. 
Measure/activity Displacement of the traffic from I zone by building of the mini roundabout. 

Holder of activity 
- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- Secretary for communal affairs and traffic  

Beginning /end of activity(year) 2008.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

--- 

Current state in the execution 
of the measure  

The measure is executed. The mini roundabout was completed and solemnly opened for traffic 
on 21.05.2011. The roundabout starts from the FK Kom stadium on the existing road where two 
more traffic strips were completed by the building of the flyover and bridge 295 meters long, the 
Ribnica river was bridged, and the trace goes by the eastern side of Katolička crkva and Josipa 
Broza street and continues through the suburb of Stari aerodrom and agro-industrial zone. The 
roundabout ends on Zabjelo where it connects to the circular intersection with the southern 
roundabout (Figure 5.).    

The purpose of this roundabout is to displace transit traffic from the narrowest part of the 
Capital city. If we compare the length of the roundabout and the length of a part of main road on 
which a transit traffic is in effect, it can be concluded that the trace length is not shortened by 
this roundabout because their length are almost the same. The traffic on the existing part of the 
main road passing through one crossroad with the circular intersection (by TC Gintaš) and 6 
light-signalled crossroads, while the traffic on the roundabout passes through one crossroad with 
circular traffic flow and only 2 crossroads with traffic lights. It can be concluded that the effects 
of the building of this road are [4]: 
- displacement of the transit traffic, 
- the rise of traffic flows in the Capital city,  
- reduction of traffic jams in the city centre, 
- reduction of pollution and noise in the city centre, 
- increase of energy efficiency of road traffic. 

 
Figure 5. Trace of the mini roundabout in Podgorica  
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Cardinal number 4. 

Measure/activity Establishment of both temporary days/locations without cars and certain streets or areas 
exclusively as the passenger zones  

Holder of activity - Podgorica, Capital city 
- Secretary for communal affairs and traffic  

Beginning /end of activity 
(year) 2012.- 2020. 

Estimation of the emission 
reduction (t CO2) 

  

7.295,3 

Current state in the execution 
of the measure  

The measure is executed. Podgorica joined to the celebration of international Cars Free Day 
(day without cars) which is marked in more than 1,5 thousands of the European towns, and has a 
goal to indicate to the exaggerate use of cars, especially in towns. For that occasion, since 2010 
on each 22. September traffic is forbidden for all motor cars in the centre of Podgorica in streets; 
Slobode, Miljana Vukova, Novaka Miloseva, Vucedolska i Njegoseva. The international day 
without cars is a chance for the citizens for more usage of bicycles and the public transport, and 
to walk. 

In some parts of the central zone, constantly or according to time schedule, the limit of motor 
cars movement is introduced. In Podgorica, a part of Njegoseva street is converted into a 
passenger zone. Also, the traffic for motor cars is forbidden every day from 17.00 to 05.00 in 
Slobode street. 
  

Cardinal number 5. 
Measure/activity Introduction of the informational systems for the surveillance of the traffic  

Holder of activity - Podgorica, Capital city 
- Secretary for communal affairs and traffic  

Beginning /end of activity 
(year) 2012.- 2020. 

Estimation of the emission 
reduction (t CO2) 

  

14.583,57 

Current state in the execution 
of the measure   

The measure is executed. The electronic system for surveillance of light signals operation on 
bigger crossroads in the city is introduced and these are traced in one centre. With this system, 
the automatic reporting of the centre in the case of defects on traffic light is enabled, and the 
responsible service can react on the terrain. If traffic jams occur on some directions on 
crossroads, the control and change of traffic lights is enabled for the purpose of as efficient 
traffic flows as possible.     
The condition on crossroads can be traced also by cameras embedded on the crossroads and 
having a capacity of car counting and getting of data about the car flows on crossroads (Figure 
6).   
 

   
Figure 6. Cameras for car counting  
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Current state in the execution 
of the measure   

The following table gives the number of cars during one working day (16.09.2010) on 
crossroads in the central zone of the city, and Figure 7. Gives the map with the locations of 
signalled crossroads where the cars were counted. As it can be seen, the highest traffic flow is at 
the crossroad of the boulevard Svetog Petra Cetinjskog and Marka Miljanova street with a total 
of 47.705 cars in one day [4]. 

 
Table 1: Car flows at the observed crossroads  

 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

 
Figure 7. Map of central part of Podgorica with marked crossroads   

Current state in the execution 
of the measure  

These images show on of the crossroads with inbuilt mentioned cameras: 

  

  
Figure 8. Crossroad  2: bul. S.P.Cetinjskog –  Marka Miljanova street  
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Cardinal number 6. 

Measure/activity Establishment of a mechanism of faster flow and circulation of the traffic in the area of 
Podgorica  

Holder of activity - Podgorica, Capital city 
- Agency  for communal affairs and traffic  

Beginning /end of activity 
(year) 2012.- 2020. 

Estimation of the emission 
reduction (t CO2) 

  

2.940,54 

Current state in the execution 
of the measure  

The measure is executed. Since the day of adoption of the Action Plan, many tasks were 
carried out, because more and more classic crossroads were converted into the crossroads with 
circular traffic flow. During the design of new roads in Podgorica, the circular intersections were 
the most frequent issues.  

3.2. Promotional, informational and educational measures and activities   
Cardinal number 7. 

Measure/activity 

Organizing of the Campaign for the rise of awareness about the reduction of negative 
impacts of cars (regularly maintained cars were more efficient, and emit less CO2, 
insufficiently pumped tyres increase fuel consumption, unnecessary use of A/C clime 
increase the fuel consumption,...) 

Holder of activity 
- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- PR agency  

Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

2.940,54 

Current state in the execution 
of the measure  

The measure is not executed. All previously mentioned measures are fairly badly applied and 
it is necessary to much more actively work on their implementation. The particularly important 
fact is that the significant financial funds are not necessary for their realisation. For the 
successful use of the mentioned measures the synchronised approach by the media, NGO sector 
and the representatives of the University and active participation of citizens are necessary. 

 

Cardinal number 8. 

Measure/activity The conduction of the campaign in media for a rational car use (Campaigns: A day in a 
week without cars; A bicycle is health! Mutual use of cars – “car sharing” mode); 

Holder of activity 
- Podgorica, Capital city 
- Secretary for communal affairs and traffic  
- PR agency 

Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 2.940,54 

Current state in the execution 
of the measure 

The measure is executed. Podgorica joined to the celebration of International Cars Free Day 
(day without cars) in 2010, thence each 22 September the traffic is forbidden in the narrowest 
part of centre and the passengers and bicyclists are enabled to free move in the streets. 

 

Cardinal number 9. 

Measure/activity 
Organization of information-demonstrative workshops for citizens about the use of 
vehicles on alternative fuels (electric cars, gas, biofuels etc.) with a possibility to hire cars 
on alternative fuels.  

Holder of activity 

- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- PR service 
- Car distributors  

Beginning /end of activity 
( ) 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

2.940,54 

Current state in the execution 
of the measure The measure is not executed. 
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Cardinal number 10. 

Measure/activity The promotion of alternative types of traffic: hiking, bicycle or public transport  - 
Campaign : Say YES to public transport  

Holder of activity 

- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- Secretary for communal affairs and traffic  
- PR agency  

Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

2.940,54 

Current state in the execution 
of the measure 

The measure is partly executed. Within this measure the promotions of transport only by 
bicycles are registered, thanks to the initiative of some NGOs  

 

Cardinal number 11. 
Measure/activity The promotion of use of alternative fuels  

Holder of activity 
- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- Secretary for communal affairs and traffic  
- PR service 

Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

2.940,54 

Current state in the execution 
of the measure 

The measure is not executed. Within this measure, the promotions of transport only by 
bicycles are registered, thanks to the initiative of some NGOs 

 
3.3 Measures for the vehicles belonging to Podgorica, Capital city 
Cardinal number 12. 

Measure/activity Introduction of green public procurement for the supply of new cars for the agencies of the 
Capital city 

Holder of activity 
- Podgorica, Capital city 
- Service for mutual tasks  
- Authorised agent for the public procurements  

 Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

480,20 

Current state in the execution 
of the measure The measure is not executed. 
 

Cardinal number 13. 

Measure/activity Joint use of cars (car sharing) for officers of the same firm namely administrative organ of 
the Capital city 

Holder of activity 
- Podgorica, Capital city 
- City administration 
- Public enterprises  

 Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

292,57 

Current state in the execution 
of the measure 

The measure is partly executed. This measure is applied only for certain vehicles for agencies 
working on a terrain. There is much more space for the use of this measure.  

 

Cardinal number 14. 

Measure/activity Introduction of a system of sustainable management of the fleet belonging to the Capital 
city - increase of energy efficiency of the fleet  

Holder of activity - Podgorica, Capital city 
- Agency for mutual tasks  

Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

386,36 

Current state in the execution 
of the measure 

The measure is partly executed. This measure is applied only in a small number of agencies. 
There is much more space for the use of this measure.   
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3.4 Measures for public transport  
Cardinal number 15. 
Measure/activity Establishment and modernisation of public city transport  

Holder of activity - Podgorica, Capital city 
- Secretary for communal affairs and traffic  

Beginning /end of activity 
 

2012.- 2020. 
Estimation of the emission 
reduction (t CO2) 

  

--- 

Current state in the execution 
of the measure 

The measure is partly executed. Within this measure, only the Study of long-term 
development of city and suburban transport is realised. The recommendations of the study were 
not implemented in practice. 

 

Cardinal number 16. 

Measure/activity 
Set of measures for the improvement of the quality of the bus public transport in the area 
of Podgorica  
 

Holder of activity - Podgorica, Capital city 
- Secretary for communal affairs and traffic  

Estimation of the emission 
reduction (t CO2) 

  

28.235,49 

Current state in the execution 
of the measure 

The measure is partly executed. The mentioned measure is implemented at the majority of  
bus stations in Podgorica. The bus stops and overhangs are completed, with displays showing 
the traces and schedules. In the framework of contemporary bus stops, sophisticated and well 
equipped kiosks are installed, for the purpose of making this type of transport more attractive. 
However, the main problem of the public transport is a high average age of vehicles has not 
been adequately solved. 

 

Cardinal number 17. 
Measure/activity Consider the possibility of introduction of a tram transport  

Holder of activity - Podgorica, Capital city 
- Secretary for communal affairs and traffic  

Estimation of the emission 
reduction (t CO2) 

  

--- 

Current state in the execution 
of the measure The measure is not executed. 
 

Cardinal number 18. 

Measure/activity The initiatives  of the production of biodiesel from edible oil  for the needs of public bus  
transport  

Holder of activity - Podgorica, Capital city 
Estimation of the emission 
reduction (t CO2) 

  

127,13 

Current state in the execution 
of the measure The measure is not executed. 
 

Cardinal number 19. 

Measure/activity Obligatory implementation of the standards of Green procurements for the organisation of 
the public transport 
 Holder of activity - Podgorica, Capital city 

- Authorised agent for public procurements  
Beginning /end of activity 

 
2012.- 2020. 

Estimation of the emission 
reduction (t CO2) 

  

--- 

Current state in the execution 
of the measure The measure is not executed. 
 

Cardinal number 20. 

Measure/activity Enlargement of the Public transport network by introduction of new bus and elongation of the 
existing lines  
 Holder of activity - Podgorica, Capital city 

- Authorised agent for public procurements 
Estimation of the emission 
reduction (t CO2) 

  

14.080,79 

Current state in the execution of 
the measure The measure is not executed. 
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Cardinal number 21. 
Measure/activity Set of measures for the improvement of the quality of railway transport in Podgorica  

Holder of activity 
- Podgorica, Capital city 
- Zeljeznicka infrastruktura Crne Gore AD Podgorica 
- Zeljeznicki prevoz Crne Gore AD Podgorica  

Estimation of the emission 
reduction (t CO2) 

  

28.235,49 

Current state in the execution 
of the measure 

The measure is partly executed. The railroad Niksic-Podgorica was modernised with a supply 
of sophisticated trains. Unfortunately, much more tasks should be done on the popularisation of 
this traffic type because the passenger mostly accustomed to use public transport.  

 

Cardinal number 22. 
Measure/activity Establishment of passenger trains between Podgorica and Niksic 

Holder of activity - Zeljeznicka infrastruktura Crne Gore AD Podgorica 
- Zeljeznicki prevoz Crne Gore AD Podgorica 

Estimation of the emission 
reduction (t CO2) 

  

--- 

Current state in the execution 
of the measure The measure is realised.  
 

Cardinal number 23. 
Measure/activity Set of measures for the improvement of bicycle traffic in Podgorica 

Holder of activity 
- Podgorica, Capital city 
- Secretary for space planning and management and the protection of the environment 
- Secretary for communal affairs and traffic  
  Beginning /end of activity 

 
2012.- 2020. 

Estimation of the emission 
reduction (t CO2) 

  

8.462,49 

Current state in the execution 
of the measure 

Measure is in the realisation phase. Podgorica currently has only one cycle lane in the city 
(outgoing spot Mareza). The building of a cycle lane on the Boulevard Svetog Petra Cetinjskog, 
is in progress, and is possible and necessary to predict cycle lanes linking parts of the city with a 
city centre and other recreation zones. These can be used not only for sport and spare time but 
also for transport in the framework of city territory. Having in mind that Podgorica wakes up 
with about 186 days without rain and wind, and average temperature is 16,4 Celsius degrees se 
is easy to conclude that Podgorica is ideal for the Bicycle ride. 

 

3.5 Measures for private and commercial vehicles  
Cardinal number 24. 

Measure/activity Establishment of a charge  system of the entering the centre of the city for vehicles ,  based 
on a vehicle type and number of passengers  

Holder of activity - Podgorica, Capital city 
- Secretary for communal affairs and traffic  

Estimation of the emission 
reduction (t CO2) 

  

19.773,00 

Current state in the execution 
of the measure The measure is not realised. 
 

Cardinal number 25. 
Measure/activity Introduction of a system of automated charge of parking in Podgorica, the Capital city.  

Holder of activity - Podgorica, Capital city 
- JP Parking i servisi 

Estimation of the emission 
reduction (t CO2) 

  

19.773,00 

Current state in the execution 
of the measure 

The measure is executed. The measure is executed through the charge of parking in bigger part 
of Podgorica. 495 of street parking sites in the centre of the city is comprised by this. In this 
way, the number of changes on these parking sites will be increased, what will significantly 
reduce the time necessary for searching for a free place, what also influence the fuel 
consumption, noise reduction, pollution and traffic jams reductions. Also, after the introduction 
of limited parking time in the city zone, it is planned that this system be extended to a wider city 
zone what also was realised.  
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4. Conclusion 
The air pollution due to fuel combustion in motor vehicle engines becomes the most important problem of urban 
environments all over the world. The actuality of the theme of an energy dependence on one side and the 
emissions of CO2 as the main greenhouse gas on other side resulted in a range of researches aimed to the 
mastering of optimal solutions for these problems. In Podgorica, with about 70.000 registered cars on streets, the 
traffic jams with numerous economic, social and ecologic consequences are frequent thence the public transport 
is often inefficient. 
The measures planned by the Action Plan for the rational use of energy by the Capital city administration  
(SEAP) in order to increase energy efficiency in the road transport and, thence, the reduction of CO2 emission, 
are presented in this city. By solving the problems in the road traffic, the administration of Podgorica gives a 
significant contribution to the increase of energy efficiency of the road transport in the city. Having in mind the 
responsibilities and liabilities of the local administration, it is obvious that there are big opportunities for energy 
efficiency in the road transport is improved by the activities on a local level.  
Of 25 presented measures, it can be observed that only 6 measures are completely realised, 11 measures are not 
realised at all, while 8 measures are partly realised, namely these are in the realisation phase. It is not advisable 
to give estimations of the obtained reductions in CO2 emissions through only 6 completely realised measures 
and 8 partly realised measures.    
It is important to note that a significant number of remaining measures that should be implemented by the Action 
Plan do not demand big financial means for the implementation. The majority of unrealised measures consist of 
the promotion through various types of education, introducing the drivers with the reasons, ways of 
implementation and, finally, with benefits for them and for the environment. The particularly encouraging fact is 
that the measures related to the big investments such as the modernisation and supply of new trains for the 
distance Podgorica-Niksic, building of mini roundabout, building of cycle lanes, investments in video 
surveillance systems are executed, thence the majority of measures that should be realised belong to a group of 
so–called low-cost measures.   
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Abstract: A sharp rise in the number of vehicles during the last decades of 20th century, particularly of 
passenger cars using the fossil fuels, significantly contributes to a permanent CO2 emission at the atmosphere. 
Since motor cars significantly contribute to this phenomena, the idea of this paper is to determine a share of 
passenger cars and to carry out a quantitative analysis of CO2 emissions in the specific area through the use of 
conventional and innovative models created for this purpose. 

Mostly used model and software suite is COPERT, adopted for use in all member states of the European 
Union, and recommended in the candidate countries. Among the rest, this software serves to determine an 
average annual greenhouse gasses emission from motor cars in a specific country. This paper presents the 
calculation of CO2 emissions for passenger cars in Montenegro. Beside the COPERT model, the innovative 
models REMODIO and REPAS were also applied.  

Keywords: COPERT, CO2 emission, models, passenger cars, REPAS 

1. Introduction 
Air pollution due to the combustion of fuel in motor cars becomes one of most present problems in urban 
environments all over the world. The particular attention is paid to the global warming that is, to the significant 
extent, caused by the fuel combustion in cars, namely by the emissions of CO2 as a product of combustion. In 
order to quantify the quantity of CO2 a range of methodologies and models were developed and, among them, 
the software suite COPERT, made with help of European funds, has a widest use in the Europe. Although this 
software program has several versions, this paper presents the use of COPERT III version. The passenger cars on 
which the model COPERT III vas applied were chosen for the topic of the research. Beside the use of model 
COPERT III for the purpose of the calculation of CO2 emissions from passenger cars in Montenegro, the paper 
presents the use of innovative models REMODIO and REPAS developed in the Institute for energy, process and 
engineering of the environment (IEPOI), at the Faculty of Mechanical Engineering in Maribor.       

2. Overview of the state in the area of modelling of CO2 emission due to the traffic   
2.1 COPERT III model for the calculation of CO2 emissions   
The computer program COPERT (Computer Programme to Calculate Emissions from Road Transport), 
developed in the Laboratory for the applied thermodynamics on the University in Thessaloniki is mostly used in 
the Europe for the calculation of CO2 emissions. This model includes the methodology of calculation and 
relevant emission factors and applies so-called approach “from the bottom to the top” (bottom up). The 
development of this program was funded by the European agency for the protection of the environment (EEA) 
and recommends it for the use within the creation of a complete European emission cadastre (CORINAIR). 
The paper present the version COPERT III which consists of two sub-programmes for the calculation of 
emissions due to traffic (SNAP 07 and SNAP 08). The first one is used for the calculation of the emissions from 
passenger and goods vehicles, motorcycles and buses in the road transport, while the second one is used for off-
road traffic vehicles and devices with engines with internal combustion in agriculture, forestry, gardening, 
households, industry, river traffic and railways.       
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According to COPERT model, the harmful materials are divided into four groups: 
I group: harmful materials for which there is a comprehensive methodology for the calculation of the CO2 
emissions and which is based on specific emission factors comprising different situations in traffic and 
conditions in an engine. This group comprises: carbon monoxide (CO), nitrogen oxides (NOX), volatile organic 
components (CH4, VOC and NMVOC), and solid particles; 
II group: materials whose emission is dependent of fuel consumption, thence the emissions are proportional to 
fuel consumption. This group comprises: carbon dioxide (CO2), sulphur dioxide (SO2), lead (Pb) and some 
heavy metals (Cd, Cr, Cu, Ni, Se, and Zn); 
III group: harmful materials for which a simplified methodology of calculation is used due to a shortage of 
precise data. This group comprises: ammoniac (NH3), polyaromatic hydrocarbons (PAO), stable organic 
pollutants (POP), polychrome dibenzo dioxide (PCDD) and furan (PCDF); 
IV group: certain non-methane hydrocarbons (alkanes, alkene, alkyne, aldehyde, ketone, cycloalkane, 
aromatics), whose emissions are calculated as a part of emitted organic substances.  
The total emission of harmful materials from the traffic is calculated as a combination of technical data (for 
example, emission factors) and activities i.e., vehicle movements (for example, total traversed path). However, 
the first data are considered to be more precise but less variable because the program enables a corresponding 
inclusion in the calculation, while the others are of a subjective nature and are collected by the user of program.   
The total emission of some harmful materials is a group of emissions from different sources: 

– heat stable engine operation (heated engine – hot emissions) or usual driving of a vehicle; 
– phase of an engine heating (cold start – cold emissions); 
– fuel evaporation. 

 
EVAPCOLDHOTTOTAL E  E  E  E ++=  (2.1) 

where: 
– ETOTAL  total emission of all pollutants; 
– EHOT    emissions during an engine operation heated to an operating temperature; 
– ECOLD   emissions during the period of a cold engine operation; 
– EEVAP    emissions from fuel evaporation. These emissions are the most significant for NMVOC components for   

             vehicles with petrol engines. 
The differences among the emissions which come with exhaust gasses from a hot or cold engine are significant 
because the concentrations of harmful compounds in the phase of heating of an engine is significantly bigger 
than for  a hot engine. Also, the fuel evaporation (during an engine operation or when an engine is switched off) 
from a reservoir for a fuel supply and an engine, represents an emission, mostly NMVOC. 
The second equation for the total emission can be represented in a following way: 

 
HIGHWAYRURALURBANTOTAL E  E  E  E ++=  (2.2) 

where: 
– EURBAN     emissions during the driving in an urban environment (on local roads);; 
– ERURAL        emissions during the driving in inter-city roads; 
– EHIGHWAY  emissions during a driving on highways. 

The emissions during a driving on the different roads are separately observed, what is in program marked as the 
driving conditions, hence the operating conditions for an engine in relation to the vehicle speed are directly 
dependent on them: 

– driving on city – local roads; 
– driving on intercity or regional roads; 
– driving on highways. 
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On these roads, the different maximum speeds are allowed and these are also different inside the determined 
diapasons. The diapason between 10÷70 [km/h], is significant for the city areas, for intercity areas 40÷80 [km/h], 
and 90÷150 [km/h] for highways. The program alone recommends the example of representative speeds 
corresponding to the behaviour of passenger cars in three observed categories. The emissions in the phase of the 
heating of an engine are assigned to a driving on local roads, because it is considered that a majority of vehicles 
starts to be driven in a city. The total emission of some harmful compounds represents a sum of emissions from 
driving on all three kinds of roads.  
The calculation of total emissions starts from a driving of an individual car with help of corresponding emission 
factor. These factors are applied taking into account the entry data (volumes of a driving on some types of roads, 
climate conditions etc.), which are entered into the program by an user. The data about the fuel consumption and 
their content are also necessary, thence the program checks the calculated and known fuel consumptions. The 
calculation process performed by COPERT III is presented at the Figure 2.1: 
 
 
 
 
 
 
 
 

 
 
 
 

 
Figure 2.1: The calculation algorithm by a basic methodology [6] 

The calculation of an emission due to traffic demands the division of cars into particular categories. It starts  
from the assumption that the production of vehicles namely engines in a particular year was conditioned by then 
valid  standards, thence the cars produced in different years make the different quantities of harmful materials. 
COPERT III divides vehicles into the following basic categories: passenger cars, light goods cars, heavy goods 
cars, busses and cars on two wheels (mopeds and motorcycles). The next division is carried out on the basis of a 
kind of fuel used by cars (petrol, diesel, mix and LPG), operating volume and a vehicle weight.  

2.2 REMODIO model for the calculation of CO2 emissions from passenger cars  
The calculation of an annual emission of CO2 from motor cars in traffic at the area of a certain country represent 
a very complex task. Unlike the other energy sources of emission, where it is necessary to know fuel 
consumption and a technical state of an energy object for the calculation of emissions from motor cars in the 
determination of emissions from motor cars, there is a noticeable dependence of fuel consumption on the driving 
conditions, defined by the technical characteristics of a vehicle, impact of the environment on a vehicle, 
individual traits of a driver and other subjects present in the traffic. These influential factors are specific for a 
country, wider region or a political community, because of its historic, social, economic and cultural 
development and depend on the level of a general and technical education and on a range of other factors. 
Therefore, there are significant differences in the characteristics of a fleet, traffic infrastructure, driver mentality 
and way of driving among the EU countries, and the CORINAR methodology is used for the calculation of CO2 
emissions in the part of traffic model COPERT III. There are countries whose fleet was formed of vehicles with 
“eastern technology” like, for example in Slovenia where, in 1981, 95% of a fleet was made of vehicles made by 

1102



ZASTAVA, LADA, TAS, IMV, CIMOS, SKODA, where, in 2003, there were only 5 % left of these vehicles. 
The mentioned facts were the reason for the development of an innovative model REMODIO (Racunanje 
EMisije Ogljikovega DIOksida) for the calculation of CO2 emissions from motor vehicles at the Institute for 
energy, process and engineering of the environment (IEPOI), at The Faculty for Mechanical Engineering in 
Maribor [2]. The researches on the model development were conducted by the emeritus professor Zelimir 
Dobovisek, who can be considered as the creator of this model. The equation for the determination of an annual 
CO2 emission from passenger cars in the traffic at a certain area by the REMODIO model is: 
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where: 
– Nr    number of registered passenger cars at the end of a fiscal year, 
– lr    average annual traversed road of “average vehicle” [km/year],  
– gr    average specific fuel consumption of “an average vehicle” [l/100 km], 
– Kz    emission factor, namely the formation factor CO2 [kg CO2/l fuel], 
– g=1    vehicles with a petrol engine, 
– g=2    vehicles with a diesel engine. 

The number of registered vehicles (Nr) is most confidently determined from the data base of The Ministry of 
Interior. 
The average annual traversed path (lr) is determined by a survey among drivers of vehicles, as a structure close  
to the existing fleet as possible  in the observed area. The extraction of data about the traversed path from vehicle 
service books is recommended as a most confident way for the calculation of this value.  
The most complex data in the equation (2.3) is the average annual specific fuel consumption of “an average 
vehicle”.  

2.3. REPAS model for the calculation of CO2 emissions from passenger cars   
The model REPAS (Računanje Emisije Putničkih Automobila u Saobraćaju) was created after several month 
long  researches  carried out during 2004 and 2005 in the area of modelling of CO2 emissions in the Institute for 
energy, process, and engineering of the environment at the Faculty for Mechanical Engineering in Maribor. 
Namely, after the studying of COPERT III model, and especially REMODIO model, an idea has emerged that 
the comparative advantages of these two model can be united in one new model. Except these elements, the 
REPAS model predicts a reduction of emitted CO2 quantity due to an incomplete combustion, inefficiency of a 
system for a subsequent  treatment of exhaust gasses and a range of other parameters, not considered in previous 
models. 
 
.  
 
 
 
 
 
 
 
      

 
Figure 2.2: Scheme of REPAS model creation 
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Namely, REPAS models applied the categorisation of passenger cars in way planned by COPERT III model. 
This categorisation was carried out in relation to adoption of adequate legal regulations which obligated the 
vehicle manufacturers to the reduction of some parameters of exhaust emissions and fuel consumption. This 
implies to the year of production of vehicles and enables the categorisation of vehicles by age. Also, the same 
division of cars was accepted for the operating volumes of engines both for petrol and diesel engines.  
The concept assuming that an each mentioned category is accompanied by a traversed path is considered as one 
of the basic comparative advantages of COPERT III model in relation to REMODIO model, and it was adopted 
during the design of REPAS model.  
What was accepted from REMODIO model is the only conception of calculation which assumes a simple 
approach and use of principles that the emission is calculated as the total annual fuel consumption of a registered 
vehicles, multiplied with the emission factor. Also, REMODIO’s concept of a calculation of a specific fuel 
consumption assuming that the obtaining of a real specific fuel consumption of vehicles from the observed 
category in the existing exploitation conditions was accepted. Such calculated specific fuel consumption takes 
into account the existing structure of vehicles by manufacturers, age structure, quality of maintenance; and a 
level of development of traffic infrastructure, socio-economic factors, psychological traits of drivers and a range 
other factors influencing the disturbance of factory declared values of a fuel consumption. 
An annual emitted quantity of CO2 by REPAS model can be presented by the following equation: 
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where: 
– ( ) iCOE

2   annual emitted quantity of CO2 from observed category of vehicles, 
– i    number of vehicle categories (i=1,…,n). 

The equation for the calculation of an annual emitted quantity of CO2 in the observed category is defined in the 
following manner:' 

 ( ) ]/[
2

yeartonsKKglNE
iii nsZiiiCO ⋅⋅⋅⋅=  (2.5) 

The values presented in equation (2.5) have the following meaning: 
– Ni number of registered vehicles [vehicle/year]  in observed category „i“, 
– li   average annual traversed path [km/vehicle, year] average annual traversed path „i“, 
– gi   average specific fuel consumption [l/100 km]  of vehicles in the category „i“, 
– Kzi         emission factor[kgCO2/l fuel]  of vehicles of category „i“, 
– Knsi vehicle categories 1 do 99. 

The number of registered vehicles Ni in some categories can be the most confidently determined from the 
database of the Agency for vehicle registration of The Ministry of Interiors. 
The average annual traversed path in one category can be determined either by a survey among drivers of 
vehicles from given category or by taking the data from service books, what is recommended as a more 
confident approach for the  determination of this data. 
The average specific fuel consumption of a vehicle „gi

“ is determined by the following equation: 
 ]100/[ kmlKgg
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where: 
– gECEi average declared fuel consumption of the vehicle of category „i“, 
– KgECEi   level of deterioration of rated fuel consumption of a vehicle of a category „i“ 

 ]100/[
1

kmlrgg j

m

j
jECEECE i 








⋅= ∑

=

 (2.7) 

 

1104



given that: 
– gECEj specific rated fuel consumption[l/100 km] of model j category i, 
– rj   share of model j in category i, 
– j number of models in category i, (j=1,…,m). 

The coefficient Kns quantifies the deflection of a real value of CO2 concentration in an exhaust emission from 
the theoretical values (factory rated CO2 concentration). This discrepancy is usually manifested as a reduction of 
CO2 concentration in exhaust gasses due to the consequences of an incomplete combustion, defect of a system 
for a subsequent treatment of the exhaust gasses etc. This endangers a stoichiometric value of coefficient of 
excess air (λ=1) and an engine usually works in a zone of  rich mix  (λ<1) (Figure 2.3). 
 
 
 

 
 
 
 
 

Figure  2.3: The dependence of components of exhaust emission of coefficient of excess air 
Therefore, a high concentration of products of incomplete combustion CO and HC, and low concentrations of 
CO2, are obtained by the operation of an engine in the area of rich mix in exhaust gasses. This fact directly 
influences the final result of a total emitted quantity of CO2 in an observed area, thence it is necessary to take 
into account corrective coefficient of Kns in the calculation. The coefficient is determined experimentally by 
measuring of the CO2 concentration in exhaust gasses of exploited vehicles. The coefficient represents an 
innovative component in the area of the modelling of the CO2 emission found by the author in long-lasting 
experimental researches of exploited vehicles [10],[11],[12]. Therefore, during the direct measurements on 
motor vehicles, a significant reduction of concentration of CO2 and rise of concentrations of products from 
incomplete combustion was proven, that forced the author to embed these results in the REPAS model for the 
calculation of the total emitted CO2 quantity, because no previous model took them into account.  
The value ranges in the interval from 0,65 to 1, where the smaller values for the categories of older vehicles are 
taken into account. Given this, the application of this coefficient especially is visible in the areas with older 
vehicles, worse quality of fuel and maintenance due to a bas living standard etc.  
This coefficient is determined by the following equation: 
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where: 
– CO2 measured concentration of CO2 in exhaust gasses from motor vehicles observed category, 
– CO2F factory prescribed value of the concentration of CO2 in exhaust gasses for certain models of motor  

             vehicles.  
Table 2.1 shows the example of the calculation of coefficients Kns for one vehicle category. The results of 
individual measurements of CO2 concentrations in exhaust gasses and factory rated values for vehicles from one 
category according to REPAS model are presented here, given that the coefficient Kns is determined through the 
summation of a relative discrepancy between these two values. Therefore, this way means the quantification a 
reduction of full quantity of CO2 due to a bad combustion and subsequent treatment of the exhaust gasses, that 
was determined experimentally in more than 3.000 individual measurements of exhaust emission from motor 
vehicles registered in Montenegro[10].     
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Table  2.1 Example of calculation of coefficient Kns by the processing of the experimentally obtained data about the 
concentrations  of CO2 in exhausted gasses from vehicles in the process of exploitation  

Manufacturer, model Year of 
production 

CO2 
[%] 

CO2F 
[%] 

Operating 
volume [cm3] 

100
CO

)CO-(CO

2F

2F2 ⋅
  [%] 

ZASTAVA 126 p 1990 13.8 12 700 15.0 
ZASTAVA 126 p 1990 12.3 12 700 2.5 
ZASTAVA 750 1990 13.3 10 800 33.0 

ZASTAVA 126 p 1990 3.2 12 700 -73.3 
ZASTAVA 126 p 1990 10.6 12 700 -11.7 
ZASTAVA 126 p 1990 2.4 12 700 -80.0 
RENAULT 4 0.8 1990 11.9 12 800 -0.8 
ZASTAVA 750 1990 5.6 10 800 -44.0 

ZASTAVA 126 p 1990 11.2 12 700 -6.7 
RENAULT 4 0.8 1990 7 12 800 -41.7 
ZASTAVA 126 p 1990 8.3 12 700 -30.8 
ZASTAVA 750 1989 5.8 10 800 -42.0 
ZASTAVA 750 1990 12.3 10 800 23.0 
RENAULT 4 0.8 1990 12.2 12 800 1.7 

SUZUKI MARUTI 0.8 1991 12.7 12 800 5.8 
ZASTAVA 750 1989 10.3 10 800 3.0 
ZASTAVA 750 1991 11.8 10 800 18.0 

ZASTAVA 126 p 1990 1.7 12 700 -85.8 
SUZUKI MARUTI 0.8 1991 10.5 12 800 -12.5 
SUZUKI MARUTI 0.8 1991 10.1 12 800 -15.8 

RENAULT 4 0.8 1990 10.7 12 800 -10.8 
ZASTAVA 126 p 1990 5.3 12 700 -55.8 
RENAULT 4 0.8 1990 6.4 12 800 -46.7 
RENAULT 4 0.8 1990 1.9 12 800 -84.2 
ZASTAVA 126 p 1990 1.6 12 700 -86.7 
ZASTAVA 750 1989 1.7 10 800 -83.0 
RENAULT 4 0.8 1989 7.1 12 800 -40.8 
ZASTAVA 750 1990 0.8 10 800 -92.0 

    TOTAL: -30.1 % 
     Kns=0.7 

On the basis of previously defined values, the equation for annual emitted quantity of CO2 from vehicles of  
category can be represented in the following manner: 
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Namely the total annual quantity of emitted CO2 from passenger cars is: 
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The model REPAS assumes that the number of categories by 2005 will be n=32, and after the adoption of the 
norm EURO IV, the number of categories will be n=37. 

3. Use of the models for the calculation of CO2 emission from passenger cars 
registered in Montenegro  
For the purpose the use of previously described models, the necessary data were collected. The Ministry of 
Iinteriors of Montenegro provided the database of registered vehicles in 2003[15]. This way helped to collect of 
necessary data about the number of passenger vehicles, namely vehicles with petrol and diesel engines, year of 
production, share of some manufacturers, varieties etc.  
Of 102.089 registered vehicles in Montenegro, the number of passenger cars that will be a subject of further 
analyses amounts to 90.608 (88,7 %). Of this number 61.676 (68,1 %) are vehicles having a petrol engines as a 
driving aggregate and, 28.932 (31,9 %) of them have a diesel engine. The average age of diesel vehicles is about 
13 years, and 14 years for petrol vehicles. 
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For the purpose of collecting of data about an average annual traversed path, the service software from three 
reputable services in Podgorica: ROKŠPED AUTO CENTAR, RENAULT ALLIANCE, AUTO CENTAR 
ŠIŠEVIĆ were used. Except the servicing information, these software suites contained data about the number of 
traversed kilometres and dates of servicing what enabled the author to obtain data of  annual traversed paths. 
This procedure enabled the obtainment of data for 301 vehicle, both with petrol (155) and diesel engines (146). 
The specimen comprised the vehicles of different ages and operating volumes (cubic centimetres), owners of 
different ages and occupations in order to obtain as real values of this parameter as possible. Also, there were 
attempts that the sample comprise vehicles from  majority of Montenegrin cities.  
The data about the sold quantity of fuel in Montenegro for 2003 were obtained from A.D. Jugopetrol company 
from Kotor which is the main supplier of oil derivatives, and are given Table 2.2 [17]. 
Table 2.2 The quantities of fuel consumed in the road traffic in Montenegro in 2003. 
 2003.  MB-98 BMB-95 Euro diesel D-2 
Fuel consumption *103 [liters] 13402 49378 44222 75559 
Fuel consumption [tone] 10052 37034 36704 62714 

In 2003, some private companies also imported the mentioned sorts of fuel, but in fairly smaller quantities. One 
part of oil derivatives entered the Montenegrin market by illegal means, and therefore there were a cases of fuel 
selling at streets. It is estimated that this is an additional  5-10 % in relation to Table 2.2.   

3.1 Use of REMODIO model for the calculation of CO2 emission from passenger cars registered 
in Montenegro   
Model REMODIO assumes the execution of independent calculations for vehicles with petrol engines in relation 
to diesel vehicles. The total number of registered passenger vehicles in 2003 was 90.608, of which number there 
were 61.676 with petrol engines (Nr_b) and 28.932 with diesel engine (Nr_d).  
By the procession of data about annual traversed paths, in a way demanded by REMODIO model, an obtained 
average annual traversed path for vehicles with petrol engines (lr_b) amounted to 10.203 [km/year], and for 
vehicles for diesel engine (lr_d) it was 16.952 [km/year]. 
With a software application for the determination of average specific fuel consumption of a vehicle on the 
example of the Republic of Slovenia, the obtained fuel consumption for petrol vehicles of 7,8 [l/100km], and  6,2 
[1/100km] for diesel vehicles.  
The sample of vehicles with a petrol engine comprised 46.945 vehicles (76,4 % of total number of registered 
vehicles with a petrol engine). The vehicles from eight most numerous manufacturers, and the results are given 
in Table 3.2.  
 
Table 3.2 The presentation of the obtained results of the calculation of a specific fuel consumption for eight most used 
vehicles with a petrol engine in Montenegro 

Manufacturer Nri gPi 
[l/100 km] rPi gPi*rPi 

ZASTAVA 11062 8.29 0.236 1.95 
VOLKSWAGEN 9359 7.43 0.199 1.48 

OPEL 8214 7.52 0.175 1.32 
RENAULT+IMV 5910 7.33 0.126 0.92 

LADA 3936 10.06 0.084 0.84 
FORD 3696 7.10 0.079 0.56 
FIAT 2411 6.93 0.051 0.36 
AUDI 2357 8.23 0.050 0.41 

Nr_b= 46945  gr_b= 7.84 
[l/100 km] 
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 The sample of diesel vehicles also comprised vehicles of eight most prevalent producers and is 24.310 vehicle  
(84 %). The results of calculation of an average specific fuel consumption for vehicles with diesel engine are 
given at Table 3.3. 
Table 3.3 The presentation of the obtained results of the specific fuel consumption for vehicle with a diesel engine in 
Montenegro  

Manufacturer Nri gPi 
[l/100 km] rPi gPi*rPi 

VOLKSWAGEN 15.315 5.91 0.630 3.72 
MERCEDES 3.223 8.06 0.133 1.07 

OPEL 1.544 6.48 0.064 0.41 
AUDI 1.471 5.87 0.061 0.36 
FORD 982 5.83 0.040 0.24 

RENAULT+IMV 640 5.62 0.026 0.15 
PEUGEOT 611 5.64 0.025 0.14 

FIAT 524 6 0.022 0.13 

Nr_d= 24.310  gr_d= 6.21 
[l/100km] 

 
For better visibility, the calculation by REMODIO model is given at Table 3.4. 
Table 3.4 Tabular presentation of entry parameters and calculated values of CO2 emission from passenger cars by 
REMODIO model  

Year 2003 Nr_g lr_g  
[km/year] 

gr_g 
[l/100km] 

Kz_g 
[kgCO2/l/ fuel] 

ECO2_g  
[t] 

ECO2  
 [t] 

eCO2  
[g/km] 

Petrol 61.676 10.203 7,8 2,39 141.580 
238.850 213,3 

Diesel 28.932 16.952 6,2 2,66 97.270 

By the previously described calculation it was proven that passenger cars with petrol engine registered in 
Montenegro in 2003 consumed 44.429 [t] of petrol, that is about 5,6 % less than an official value given at Table 
3.1. The difference is justified by the rise of consumption in summer period because of touristic season, when a 
high number of tourists visit Montenegro with their own vehicle. It is also evident that a significant number of 
unregistered vehicle participates in traffic, especially in less developed parts of Montenegro. 
The consumed quantity of diesel fuel, the calculated quantity for diesel vehicles is 30.351 [t], and it also 
represents a real value. 

3.2 Use of COPERT III model for the calculation of CO2 emission from passenger cars registered 
in Montenegro  
The previously described data about registered vehicles, annual traversed path and fuel consumption served as a 
basis for the use of COPERT III model for the calculation of CO2 emission from passenger cars at the area of 
Montenegro for 2003. 
As described in the previous chapters, this model has a vehicle categorisation according to time of introduction  
of legal limits of parameters of exhaust emission. For each of these categories the model demands the 
determination of a vehicle number and accompanying traversed path. The number of cars was determined from 
the database about the registered cars in 2003 by Ministry of Interior Montenegro. On the basis of the obtained 
values about an annual traversed path from the mentioned service centres the data were processed according to 
the categories defined by this model. Unfortunately, the sample did not comprise a sufficient number of older 
cars, thence annual traversed paths by vehicles of these categories were determined approximately in relation to 
the known data. Since it is a smaller number of vehicles in this categories, an error made in these approximations 
cannot more significantly influence the results. 
Table 3.5 gives these two parameters by categories defined by the Model. 
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Table 3.5. Tabular presentation of basic entry parameters for the calculation of CO2 emission from passenger cars in 
Montenegro by COPERT III model  

Class Lawful provision   Year of production Number of cars Traversed path 
[km/year] 

Petrol 
<1,4l 

prije ECE Do 1972 229 5000 
ECE 15/00-01 1972-1977 1321 6000 
ECE 15/02 1978-1980 1707 7000 
ECE 15/03 1981-1985 7435 8600 
ECE 15/04 1986-1991 26426 9054 
Euro I – 91/441/EEC 1992-1996 2964 10629 
Euro II – 94/12/EC 1997-2000 2158 12353 
Euro III – 98/69/EC  2001 1328 13686 

Petrol 
1,4-2,0l 

prije ECE Do 1972 44 6000 
ECE 15/00-01 1972-1977 185 7000 
ECE 15/02 1978-1980 489 8000 
ECE 15/03 1981-1985 2189 9386 
ECE 15/04 1986-1991 8283 11144 
Euro I – 91/441/EEC 1992-1996 2170 13415 
Euro II – 94/12/EC 1997-2000 2216 17481 
Euro III – 98/69/EC 2001 704 21209 

Petrol 
>2.0l 

prije ECE Do 1972 3 7000 
ECE 15/00-01 1972-1977 27 8000 
ECE 15/02 1978-1980 32 9000 
ECE 15/03 1981-1985 124 10000 
ECE 15/04 1986-1991 420 11000 
Euro I – 91/441/EEC 1992-1996 536 13543 
Euro II – 94/12/EC 1997-2000 534 19514 
Euro III – 98/69/EC  2001 152 23250 

Diesel 
<2.0l 

Konvencionalno Do 1991 17855 14781 
Euro I – 91/441/EEC 1992-1995 1977 18478 
Euro II – 94/12/EC 1996-2000 3085 21810 
Euro III – 98/69/EC  2001 1751 26200 

Diesel 
>2.0l 

Konvencionalno Do 1991 2058 14500 
Euro I – 91/441/EEC 1992-1995 705 17243 
Euro II – 94/12/EC 1996-2000 1248 22105 
Euro III – 98/69/EC 2001 253 28729 

After the country for which the calculation is being performed is chosen, all known parameters are entered. 
Therefore, the data about a fuel consumed in Montenegro, data about  the number of  registered passenger cars 
by categories assumed by this model, and the corresponding traversed path for given categories (Table 3.5). 
Since there is no highways in Montenegro, the volume of entered data is smaller. Therefore, only data for city 
(local) and intercity (regional and magistral) roads. 
The data obtained by the calculation using the REMODIO model are entered as the entry data. 
Some of entry data demanded by this software, such as average daily temperatures, were obtained from The 
Hydrometeorology agency [16]. 
After the entering of all necessary data, the software calculates the exit parameters. The manual of software 
assumes the check of entered and calculated quantity of fuel, with compulsory overlapping of these two values, 
because the software (CO2) calculates the emitted quantity according to the entered, not according to calculated 
value of the total fuel consumption, what is estimated as a disadvantage by the author. This check discovered the 
significant discrepancy between these two values. Namely, 15.4 % smaller quantity of consumed petrol and 
about 10 % less consumed diesel fuel in comparison to the entry data. 
By the analysis of the report of a distribution of fuel consumption by categories given by the software, it can be 
observed that the calculated quantity of consumed lead petrol is quite bellow the entered value.  
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This can be explained by the fact that  the software  distributes  the vehicles of certain years of production in a 
certain category, regardless of the fact who produces the vehicles. The software assumes that all the exploited 
vehicles  satisfied then existing regulation in sense of an exhaust emission and fuel consumption. 
Just in this area there are many vehicles of manufacturers which did not timely reach prescribed emission 
standards. There were cases recorded where even the reputable manufacturers of vehicles on these areas sold 
new cars with a drive aggregate not satisfying  then existing emission standard in the EU. Such vehicles were not 
allowed for sale in the EU countries, thence they were sold here, without an adequate control during the import  
and this was a convenient site for their sell.   
The model did not take into account these specificities, what resulted in a smaller calculated value of fuel 
consumed. 
By the entry on new values for the fuel consumption the emitted quantity of CO2 of 205.283 [t], that is about 
14% less in comparison to the result obtained by use of REMODIO model. 

3.3 Use of REPAS model for the calculation of CO2 emission from passenger cars registered in 
Montenegro  
The use of REPAS model for the fleet of Montenegro represented an ideal occasion for the testing of models, 
because the author, during his conception making, tried to comprise the domestic exploitation conditions, 
namely the specificities characteristic for this area as more as possible. 
The high average age of vehicles, significant share with conventional systems for engine fuel supply, irregular 
and non-expert servicing, dilapidated  regulations in the area of exhaust gasses control, unknown fuel quality, 
irregular lubricant replacement, aggressive driving technique, underdeveloped traffic infrastructure, 
configuration of terrain inconvenient for driving, inadequately solved light signalisation and a range of other 
facts which negatively impact on the fuel consumption and parameters of exhaust emissions, are considered to 
be especially inconvenient conditions. 
All given parameters lead to the disturbance of theoretical values of fuel consumption and theoretical values of 
CO2 concentration, and also the total emitted CO2. 
It is interesting that, on one side, the rise of emitted CO2 quantity emerges due to the rise of fuel consumption in 
comparison to factory defined values, and, in other segment, we have reduced quantities of CO2 due to 
incomplete combustion, improper operation of a system for subsequent treatment of exhaust gases etc. This was 
proven through a big number of individual measurement results for the exhaust gasses from passenger vehicles 
in use in Montenegro [10],[11],[12].   
Since the Chapter 2 gives the detailed described procedure and the calculation, only the main segments and final 
results of use of this model for the calculation of CO2 emission from passenger cars registered in Montenegro 
will be mentioned. 
The software application REPAS 1.1  was designed  for then existing flee, thence it contains 1620 models in 32 
categories with  factory declared  fuel consumptions in a final form.  
After the entering of data about the number of vehicles in categories, the software calculates the average fuel 
consumptions for these categories. Then the corresponding lengths of average annual traversed paths are 
assigned to the categories.   
According to the entry data, the REPAS 1.1 software calculates the emitted quantity of CO2 from passenger cars 
registered in Montenegro in 2003.  
The coefficient of rise of factory declared value of  fuel (KgECE) and a corrective coefficient of emitted quantity 
of  CO2 (Kns) due to a range of previously described factors has different values in comparison to Slovenia as 
example. This is a consequence of the difference in a state of fleets and exploitation conditions.  
The complete algorithm calculates with the entry data demanded by the software, corresponding coefficients and 
obtained results of CO2 emission is given next (Table 3.6). 
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Table 3.6 The presentation of the calculations of CO2 emissions from passenger cars in Montenegro by the 
REPAS model  

Fuel 
type 

 

Legal 
regulations 

 

Year of 
production Nri 

lri 
[km/year] 

gri 
[l/100km] 

KgE
CEi 

Kzi 
[kgCO2/lfuel

] 
Knsi 

ECO2 
*10∧3 

[t] 

E(CO2 i)bk 
*10∧3 [t] 

eCO2 
[g/km] 

e(CO2)b

k [g/km] 

Petrol 

<1,4l 

prije ECE Do 1972 229 5000 8.9 1.3 2.39 0.65 0.21 0.32 180 277 
ECE 15/00-01 1972-1977 1321 6000 8.77 1.28 2.39 0.66 1.41 2.13 177 269 

ECE 15/02 1978-1980 1707 7000 8.46 1.25 2.39 0.67 2.03 3.02 170 253 
ECE 15/03 1981-1985 7435 8600 8.35 1.22 2.39 0.69 10.76 15.59 168 244 
ECE 15/04 1986-1991 2642

 
9054 7.41 1.2 2.39 0.7 35.62 50.89 149 213 

Euro I - 91/441/EEC 1992-1996 2964 10629 6.97 1.17 2.39 0.75 4.61 6.14 146 195 
Euro II - 94/12/EC 1997-2000 2158 12353 6.67 1.13 2.39 0.83 3.99 4.80 150 180 
Euro III - 98/69/EC 2001 1328 13686 6.63 1.1 2.39 1 3.17 3.17 174 174 

Petrol 

1,4-2,0l 

prije ECE Do 1972 44 6000 11.15 1.3 2.40 0.7 0.06 0.09 243 348 
ECE 15/00-01 1972-1977 185 7000 10.40 1.28 2.40 0.73 0.30 0.41 233 319 

ECE 15/02 1978-1980 489 8000 9.97 1.25 2.40 0.75 0.88 1.17 224 299 
ECE 15/03 1981-1985 2189 9386 9.48 1.22 2.39 0.76 4.33 5.69 211 277 
ECE 15/04 1986-1991 8283 11144 8.07 1.2 2.39 0.78 16.68 21.39 181 232 

Euro I - 91/441/EEC 1992-1996 2170 13415 8.04 1.17 2.39 0.83 5.44 6.55 187 225 
Euro II - 94/12/EC 1997-2000 2216 17481 7.87 1.13 2.39 0.88 7.25 8.24 187 213 
Euro III - 98/69/EC 2001 704 21209 7.54 1.1 2.39 1 2.96 2.96 198 198 

Petrol 

>2.0l 

prije ECE Do 1972 3 7000 16.25 1.3 2.41 0.75 0.01 0.01 381 508 
ECE 15/00-01 1972-1977 27 8000 15.25 1.28 2.40 0.77 0.08 0.10 361 469 

ECE 15/02 1978-1980 32 9000 14.22 1.25 2.40 0.79 0.10 0.12 337 427 
ECE 15/03 1981-1985 124 10000 12.67 1.22 2.40 0.8 0.37 0.46 297 371 
ECE 15/04 1986-1991 420 11000 10.21 1.2 2.40 0.82 1.11 1.36 241 294 

Euro I - 91/441/EEC 1992-1996 536 13543 10.65 1.17 2.40 0.85 1.84 2.17 254 299 
Euro II - 94/12/EC 1997-2000 534 19514 11.15 1.13 2.40 0.96 3.02 3.15 290 302 

 
Euro III - 98/69/EC 2001 152 23250 10.50 1.1 2.40 1 0.98 0.98 277 277 

Diesel 

<2.0l 

Conventional Do 1991 1785
 

14781 6.16 1.25 2.66 0.75 40.58 54.11 154 205 
Euro I - 91/441/EEC 1992-1995 1977 18478 5.68 1.17 2.66 0.8 5.17 6.47 142 177 
Euro II - 94/12/EC 1996-2000 3085 21810 5.49 1.13 2.66 0.85 9.45 11.12 140 165 
Euro III - 98/69/EC 2001 1751 26200 5.47 1.1 2.66 1 7.35 7.35 160 160 

Diesel 

>2.0l 

Conventional Do 1991 2058 14500 8.96 1.25 2.66 0.8 7.11 8.88 238 298 
Euro I - 91/441/EEC 1992-1995 705 17243 7.99 1.17 2.66 0.85 2.57 3.02 211 249 
Euro II - 94/12/EC 1996-2000 1248 22105 7.96 1.13 2.66 0.9 5.94 6.60 215 239 
Euro III - 98/69/EC 2001 253 28729 7.68 1.1 2.66 1 1.63 1.63 225 225 

        186.990 
[t/year ] 

240.100 
[t/year ] 

167 
[g/km] 

214 
[g/km] 

  
 where:  

ECO2   – emitted quantity of CO2 calculated having in mind the reduction of theoretic quantity of  CO2 
               according to REPAS model  
E(CO2)bk – emitted quantity of CO2 without the correction of theoretic quantity of CO2 by Kns 
coefficient 

Through the correction of an emitted quantity of CO2 due to the reduction of CO2 concentration in an exhaust 
determined experimentally, about 22 % smaller quantity of emitted CO2 in relation to non-corrected quantity. 
(E(CO2)bk) was obtained. 
The more detailed analysis is given next during the mutual comparison of results of use for all three models for 
the fleet in Montenegro.  
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3.4 The comparison of calculated results for CO2 emissions by the use of REMODIO-COPERT 
III-REPAS models 
After the introduction with all three models for the calculation of the total annual emitted quantity of CO2 from 
passenger cars in traffic, and the realisation of the calculation on the example of passenger cars registered in 
2003 in Montenegro, the comparison of the obtained results is given and the comparative analysis of these three 
models are also given. For better comparison, the tree basic equations and results of calculation of both the total 
and specific CO2 emission are given.   
Table 3.7 Comparative analysis of the obtained results by the use of mentioned models  

 REMODIO COPERT III REPAS 
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ECO2 [t/year] 238.850 205.283 186.990 

eCO2 [g/km] 213,3 183,3 167 

Advantages  

- enter into the structure of a fleet 
during the determination of a 
specific consumption, unlike the 
COPERT model which has 
already calculated emission 
factors  according to age limit,  
- takes into account the rise of 
factory fuel consumption 
depending on state of a fleet, 
driving conditions, psychic-
physical traits of drivers etc., 
- enables the prediction of the 
emission parameters in the future. 

- the best software, 
- the program comprises not only 
the calculation of CO2 emission but 
also all harmful compounds emitted 
by motor cars .,  
- it takes less time to carry out the 
calculation, 
- it has a comprehensive 
categorisation of vehicles, where an 
average annual traversed path is 
defined for each category, 
- comprises all motor cars. 

- it unites some comparative advantages 
of the previous model, has a deeper 
insight into the structure of the existing 
fleet (REMODIO) and assigns the 
corresponding annual traversed path to 
each category  (COPERT III), 
- it takes into account the experimentally 
obtained conditions leading to the 
reduction of CO2 emission in relation to 
theoretic contingencies,  
- there is a possibility of a prediction of 
emissions in the future. 

Disadvantages  

- developed so far only for 
passenger cars,  
- calculates only CO2 emission, 
- takes the same value of 
traversed path for all vehicles 
with one type of fuel,    
- do not take into account 
unnecessary combustion, 
problems in the operation of a 
catalyst, etc., 
 

- do not enter into the structure of a 
fleet in an observed region , but it 
only demands the number of cars 
by categories, inside which there is 
big discrepancies in the fuel 
consumption, depending on a 
producer,  
- demands the knowledge of a range 
of entry parameters what can 
increase possibility of errors,  
- do not take into account an 
unnecessary combustion, incorrect 
work of a catalyst etc., 
- always calculates an emission 
according to entered fuel quantity, 
not according to the calculated 
quantity,  
- it has no capacity to predict. 

- demands a fairly higher time for the use 
due to a detailed analysis  of vehicle 
structure, ask for most present car model 
and their possible share,  
- demands additional researches of states 
of exhaust emission of a fleet in the 
region where it is applied, 
- only a version for the calculation of 
CO2 from passenger cars has been drafted 
so far. 
 

In the part of a fuel consumption, a good overlapping of results of both REMODIO and REPAS models was 
attained, like also the non-corrected  values of the total emitted quantity of CO2, namely the specific emission of 
CO2 given at Table 3.6. A bigger discrepancy was obtained by use of COPERT III model for the consumed 
quantities of petrol ( -15%) and diesel fuel ( -10%). This is justified by the fact that COPERT III software, on the 
basis of entered number of vehicles in one of the categories, assumes that all vehicles from this age category 
satisfied then valid emission standards, thence it is based on the year of production, not taking into account the 
structure of manufacturers of registered vehicles. This software enabled us also to obtain a fairly smaller 
calculated quantity of consumed petrol with lead additions which is forbidden for use in the EU countries. There 
are many such vehicles in Montenegro, what is proven through the use of both the REMODIO and REPAS 
models assuming  the detailed analysis of the structure of the fleet. 
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The result of the calculation of the total emitted CO2 quantity, obtained by use of REPAS model has the smallest 
values. As it takes into account the highest specificities of the observed region, it can be considered that this 
value is the closest to the real one. Thence this model is recommended for use in all countries in transition 
process having similar fleets and exploitation conditions. The solving of phenomenon of emission of a smaller 
quantity of CO2 from vehicles in such areas is considered to be especially important. From the standpoint of a 
specific emission of CO2, this can be considered as a positive phenomenon, but enlarged emissions of products 
of incomplete combustion (CO, HC, soot particles…) are obviously more harmful to people’s health and the 
nature. Having this in mind, the reduction of specific fuel consumption, namely the use of measurements 
mentioned in the theoretic part of work is considered as the most optimal direction of a reduction of the total and 
a specific emission of CO2.     
 
4. Conclusion  
Road traffic is a sector which, due to its share in emissions of greenhouse gasses, demands a special attention in 
the program of the reduction of greenhouse gasses emissions. The greenhouse gases emissions from the road 
transport  rise in all world regions, because the development of society and the globalisation demand more and 
more mobility of peoples and goods. The advancement of technologies of transportation means has still not 
succeeded to compensate rising emissions due to the increased need for a mobility, but there are attempts to 
alleviate this increment through a range of activities.  
The control and monitoring of this phenomenon means certain mechanisms presented in this area by 
methodologies and models given together with adequate software support with a final goal of a quantification of 
reasons for this phenomenon, called greenhouse gasses. CO2 is certainly most important among these gasses and 
is mostly treated in this work through three models dedicated first of all for the calculation of annual emissions 
of this gas. 
Three different approaches were taken into account to solve the problem how to get the most precise results for  
annual CO2 emissions from passenger cars at a certain area, offered by REMODIO, COPERT III and REPAS. 
REPAS model has been presented here and this model emerged as a result of a sublimation  of studious approach 
by the author in the studying of the state in the area of modelling of CO2 emissions, with experience attained in 
several years lasting experimental researches of exhaust emissions form motor cars in the process of 
exploitation. By the example of Montenegro the author’s expectations related to the fact that the application of  
REPAS model in for fleets in the transition countries gives more pronounced difference in relation to results 
from other models  due to an innovative approach to treatment of phenomenon of the reduction of CO2 
concentration in exhaust emissions  in very frequent situations of incomplete combustion, incorrect catalysts etc., 
were satisfied. The obtained  lower  values of CO2 concentrations in exhaust gasses from vehicles in the process 
of exploitation in comparison with factory declared concentrations led the author to comprise this phenomenon 
in an innovative REPAS model. For the purpose of REPAS model realisation, an applicative software REPAS 
1.1 containing 1620 models and versions of passenger cars, which can be used in all countries with similar fleets 
and exploitation conditions, was designed.  
Beside the possibilities of the calculation of the totally emitted CO2 and a specific emission of CO2, REPAS 
model gives an opportunity to predict the results in the future on the basis of the prediction of a trend of changes 
of values of some parameters comprised in the model. The possibility of the prediction of a specific fuel 
consumption as a parameter which is especially important because of more and more vital theme of the energy 
efficiency and the presence of fossil fuels in the Earth in limited quantities is particularly important. 
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Ecological and economic aspects of installing devices and equipment 
for LPG-fuelled vehicles 

Boban Nikolića, Predrag Milića, Miloš Miloševića, Saša Milanovića 
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Abstract: The emission of road vehicle exhaust gases represents an important part of the total emission 
of hazardous gases. The dynamic development of the automotive industry has resulted in technical 
improvements of power units, and, in connection with the increasingly strict regulations on the emission 
of exhaust gases, in certain activities intended towards the reduction of exhaust emissions from internal 
combustion engines. Various alternative fuels have been the subject of numerous studies with the aim of 
providing possibilities for the reduction of emissions, costs, and the dependence on conventional fuels. 
Exhaust emissions do not depend only on design solutions of power units themselves but also on the 
quality and type of fuel used. Existing petrol engines can be converted to use additional types of fuel. The 
installation of devices and equipment for the propulsion of vehicles using liquefied petroleum gas (LPG) 
is the most common form vehicle conversion in Serbia. The paper provides a preliminary overview of 
vehicle structure and equipment installed in LPG-fuelled vehicles, on a limited sample, from the 
ecological and economic aspect of the substitution of conventional fuel with liquefied petroleum gas. 

Keywords: LPG, exhaust gases, emission. 

1. Introduction 
Based on the authors’ work in the area of control of the correct installation of devices and equipment for 
LPG-fuelled vehicles, and in line with the information collected from the activities of the Centre for engines 
and motor vehicles of the Faculty of Mechanical Engineering in Niš, the paper provides an overview of the 
data on the structure of vehicles which have been adapted by installing LPG devices and equipment – vehicle 
age, manufacturer, power capacity and engine displacement, type of supply system for conventional fuel, as 
well as an overview of the data on the installed devices and equipment for LPG-fuelled vehicles. The 
database created during the control of conversion correctness was used to form representative samples of 
power units. The aim of these samples is to determine the average emission of hazardous gases from petrol 
engines when they are running on petrol and to determine the average emission of hazardous gases from 
LPG-fuelled engines. Apart from vehicle structure and LPG devices, the paper also offers an assessment of 
conventional fuel savings and the reduction of hazardous gases emission for the processed vehicle database, 
which geographically gravitates towards southern and eastern Serbia.  

2. Motives and effects of installing LPG systems 
Liquefied petroleum gas is a blend of hydrocarbons with three or four carbon atoms (propane, n-butane, 
propene, iso-butane, butene...). It is characterized by changing into the liquid state at low pressure (2–8 bar, 
more rarely up to 16 bar). At the temperature of 70°C its pressure does not exceed 31 bar, while the density 
of its liquid phase at the temperature of 50°C is not lower than 0.4 kg/dm3. 
Due to the proportion of certain hydrocarbons in its volumetric content, LPG is often called propane-butane. 
The blend content depends on the climate region and the season. Butane has a higher energy value, while 
propane has a lower point of evaporation, which leads to an increased proportion of propane in the blend in 
colder climate zones. Even though its content is standardized, the practically most often encountered blend 
comprises 35% propane and 65% butane, changing to 45% propane and 55% butane in transition months, 
75% propane and 25% butane in winter months, and 12% propane and 88% butane in summer months. In 
warmer regions the volumetric proportion of propane is smaller: Greece and Turkey use a blend of 20% 
propane and 80% butane, while Germany uses a blend of 70% propane and 30% butane (with the tendency 
of using 100% propane which consumes less oxygen during combustion). The optimization of the LPG blend 
content in Mexico shows that the desired volumetric proportion of propane is around 70% [1].  
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Since propane and butane are hydrocarbons with lower carbon content than petrol, combustion products of 
this blend have lower carbon dioxide emissions. This is one of the reasons why LPG is ecologically more 
acceptable than petrol. Together with compressed natural gas (CNG), LPG represents a fuel which is 
becoming increasingly acceptable as motor fuel in public transport in large cities due to the reduction of the 
greenhouse effect. The application of LPG in this sector is linked directly and through feedback with the 
legal and local regulations. The use of LPG instead of the declared petrol results in the reduction of the 
emission of hazardous gases, the reduction of specific consumption, and the reduction of effective power – 
more pronounced at higher engine operating modes for around 7% [2]. Regarding emission, a similar 
conclusion was reached by a group of authors [3, 4], bearing in mind that these authors also pointed to a 
slight increase in the content of NOx in the composition of exhaust gases for an LPG engine compared to a 
petrol one. The efficiency degree of an LPG engine is somewhat lower in comparison to a petrol engine [3]. 
The dependence of performance and emission of selected engines, with a variable compression degree in the 
operation with LPG in relation to petrol, is the subject matter of [3, 5]. A group of authors analyzed the 
composition of exhaust gases of an LPG engine compared to a petrol engine [6, 7]. The authors noted a 
significant reduction of CO2, CO, HC, and NOx. 
One of the major conditions for a specific type of fuel to be used to a greater extent is the availability of that 
type of fuel at distribution points and filling stations. LPG is highly available on the entire territory of Serbia, 
which is not the case with CNG. Apart from its ecological benefits, LPG is also more economically 
profitable as a motor fuel in comparison with petrol. This is the main motive behind using LPG in 
economically undeveloped regions, followed by the ecological motive. Economic profitability is achieved 
after a vehicle has been exploited for a given period, since the adaptation of the vehicle requires certain 
resources upfront. 
The more intense conversion of petrol engines to LPG in the Republic of Serbia began in 2003. After 2003, 
the number of adapted vehicles depended on the price of petrol and LPG as well as laws and by-laws which 
regulate this area [8, 9]. Observed on the sample of 3232 LPG-fuelled vehicles controlled in the period from 
January to September 2005 (Figure 1), it can be noted that the majority of vehicles have used LPG for a 
minimum of 5 years (a compulsory control inspection is due no later than 5 years from the previous one), 
and that this group of vehicles have already shown a significant profitability caused by installing LPG 
devices (84.5%). A certain amount of vehicles (5.4%) has had their devices removed (65% of these vehicles 
are older than 20 years). Vehicles with newly-installed LPG devices comprise 10.1%. 
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Figure 1. An overview of the numbers of vehicles subjected to periodic inspection, installation control, and 

control of the LPG device removal 
The price of converting a vehicle to LPG depends on the type of the system installed as well as the 
manufacturer (quality) of components. The price of an LPG device installation ranges from €300 to €800, to 
which one should add the costs of the inspection of the correct installation of the device (around €45), and 
the fee that the vehicle owner is in obligation to pay to the Road Traffic Safety Agency of the Republic of 
Serbia (around €30). 
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By comparing the types of vehicles, it can be concluded that 97.1% of conversions have been performed on 
passenger vehicles. 

3. Analysis of vehicle structure and installed LPG devices  
To determine representative samples per vehicle manufacturer, engine types and codes, types of installed 
LPG device, etc., from a wide array of vehicles that have been converted to LPG, it is necessary to 
systematize the existing data on the converted vehicles. The systematization was performed according to 
several criteria. 
The distance covered in a year is an important parameter of economic profitability of the conversion, and the 
period in which the invested resources are returned to the vehicle owner. Figure 2 shows the number of 
vehicles according to the distance per year criterion. 
 

0

200

400

600

800

1000

1200

0 10000 20000 30000 40000 50000 60000
km / year

N
um

be
r o

f v
eh

ic
le

s

 
Figure 2. An overview of the number of vehicles according to the distance per year criterion 

 
Based on the diagram in Figure 2 it can be concluded that a majority of vehicles do not travel more than 
15,000 km/year. 
If the sampled vehicles are categorized according to their age (year of production), the following graph 
presented in Figure 3 is obtained.  
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Figure 3. An overview of the number of LPG-fuelled vehicles per year of production 
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Figure 3 shows that these vehicles are 15 and more years old on average, i.e. that this is mostly the case of 
vehicles with carburettor engines or engines with a single point injection (SPI) fuel supply system. 
Figure 4 shows that the interest for installing LPG devices is most pronounced in owners of vehicles of up to 
1500 cm3 of engine displacement, followed by those of around 1800 cm3, etc., whereby one should bear in 
mind that a significant number of conversions have been performed on the automobiles manufactured by 
Zastava, which are mainly of smaller engine displacement than the abovementioned. 
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 Figure 4. An overview of the number of LPG-fuelled vehicles according to their engine displacement and 

power 
The diagram of the overview of vehicles according to the type of installed LPG device is given in Figure 5. 
The figure shows that the majority of installed LPG systems are the vacuum systems, while the vacuum 
systems with “lambda control”, installed in SPI engines or, more rarely, multi point injection (MPI) engines 
in vehicles older than 2001 (with a metal exhaust manifold), are least represented.  
A significant number of vehicles possess a sequential device as well, which is installed in MPI and direct 
injection (DI) engines. Installation of LPG devices with direct injection of the liquid phase is very rare and it 
is not represented in the selected samples. 
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Figure 5. An overview of LPG-fuelled vehicles according to the type of the installed device 
One of the most important system elements is the LPG tank and its armature. The average installed tank 
capacity is 44 litres, whereby the majority of tanks are cylindrical in shape (70%), while 30% are toroidal. 
Out of the total number, only 4.3% of tanks are positioned beneath the vehicle floor. 
The percentages of manufacturers of LPG-fuelled vehicles are given in Table 1. 
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Table 1. Manufacturers of vehicles with LPG devices installed 
Manufacturer Number of vehicles Percentage 

ZASTAVA 630 19.5 
OPEL 478 14.8 
VOLKSWAGEN 451 14.0 
FIAT 223 6.9 
AUDI 184 5.7 
RENAULT 182 5.6 
FORD 137 4.2 
PEUGEOT 87 2.69 
BMW 56 1.73 
DACIA 50 1.54 
CITROËN 48 1.48 
ŠKODA 45 1.39 
MERCEDES 43 1.33 

Table 1 shows that the first three manufacturers (Zastava, Opel, and Volkswagen) represent around a half of 
the total number of controlled LPG-fuelled vehicles (48.3%). Therefore, the samples of these car 
manufacturers were taken as representative samples for the assessment of the effects of using LPG-fuelled 
vehicles on the level of exhaust emissions. Moreover, one should bear in mind that the group of vehicles 
manufactured by Zastava encompasses all those vehicles whose registration documents state Zastava under 
the “vehicle marque” entry, which practically includes: apart from the vehicles from the manufacturing lines 
of Yugo, Florida, 101, 128, 750, 850, etc., also the vehicles such as Zastava Lada, Zastava Samara, AR 55, 
1500, 1300, 125P, and others. 

4. Economic and vehicle exhaust emission level analysis 
Based on the previous analysis for the formation of a representative sample, the three vehicle manufacturers were 
singled out, these being Zastava, Opel, and Volkswagen, whose automobiles were the most frequently controlled 
LPG-fuelled vehicles. Since the vehicles of the above manufacturers could be encountered in a wide range of age, 
their engines also belonged to different generations. Vehicle age ranged from a few up to almost 50 years, thus 
engines controlled were, expectedly, carburettor, SPI, and MPI. There were no converted direct injection engines. 
The data on engine types, average displacement and power, production year, average amount of distance travelled, 
and type of LPG device are provided in Table 2. 
Table 2. An overview of average values of engine power and displacement, as well as device type for three 
car manufacturers whose vehicles were the most numerous among the converted 

Zastava Device type 

engine type number average 
displacement 

average 
power 

distance / 
year 

year of 
production vacuum lambda 

control sequential 

Carburettor 617 1162 42 7967 1992 617 0 0 
SPI 0 0 0 0 0 0 0 0 
MPI 13 1348 49.4 10024 2004 4 1 8 
         

Opel  
Carburettor 130 1424 49.4 6102 1987 130 0 0 
SPI 162 1554 54.1 11246 1992 154 1 0 
MPI up to 2004 179 

1761 87.5 11014 1995 
98 11 73 

MPI since 2005 7 0 0 7 
         

Volkswagen 
Carburettor 194 1433 57 7734 1986 193 0 0 
SPI 142 1652 72 9519 1992 120 10 0 
MPI up to 2004 104 

1664 70.8 13455 1997 
48 9 46 

MPI since 2005 12 0 0 12 

Based on the data given in Table 2, it is necessary to determine the “averaged sample” – engine 
representatives for each manufacturer and each engine type. The aim is to find a sample – engine of 
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appropriate code mark for each group so as to get an insight into the level of pollution by exhaust gases of 
each group on the basis of the catalogue data on exhaust emissions. For certain older engines (carburettor 
engines), due to the lack of data on specific elements of the level of exhaust emissions, boundary data were 
taken on the basis of the lowest permitted emission for a Euro 1 engine. Typical representatives of certain 
groups are given in Table 3. 

Table 3. Average emissions of hazardous gases on the annual sample level [t/year] 
 Motor fuel 
 declared petrol LPG 
Zastava CO2 CO HC NOx CO2 CO HC NOx 
128A064 884.81 13.40 0.98 0.74 791.91 10.72 0.58 0.30 
- 0 0  0 0 0 0 0 0 
128A000 23.46 0.30 0.03 0.020 20.99 0.24 0.02 0.01 
Opel         
A13S  142.0 2.16 0.16 0.12 127.08 1.73 0.09 0.05 
C16NZ 326.11 4.01 0.36 0.27 291.87 3.21 0.22 0.11 
X18XE 352.93 4.53 0.39 0.30 315.87 3.63 0.23 0.12 
Z16XE 13.80 0.08 0.01 0.01 12.35 0.06 0.005 0.003 
Volkswagen         
SC 291.08 4.09 0.30 0.23 260.52 3.27 0.18 0.09 
ABU 262.23 2.97 0.27 0.20 234.69 2.38 0.16 0.08 
AEH 271.47 3.22 0.28 0.210 242.97 2.57 0.17 0.09 
BBM 23.25 0.16 0.02 0.013 20.81 0.13 0.010 0.005 

The data presented in Table 3 are provided on the basis of the average distance for the period of one year. 
Based on the data on the average reduction of exhaust emissions of an LPG-fuelled engine [6, 7], the annual 
emission of hazardous gases was determined for LPG-fuelled engines. The average reduction of exhaust 
emissions on the basis of the research conducted by the group of authors [6, 7] was given in accordance with 
the European directives for the urban and extra urban driving cycle. The urban driving cycle is treated in the 
duration of 780 s with the average covered distance of 3976.1 m and the average speed of 18.35 km/h. 
During the driving cycle, the vehicle does not exceed the speed of 50 km/h. The extra urban driving cycle 
represents a cycle with the maximum driving speed of 120 km/h (90 km/h for a vehicle with less power). The 
duration of the cycle is 400s with the average travelled distance of 6956 m and the average speed of 62.6 
km/h. In line with the annually travelled distance, the authors took the mean value of the change in exhaust 
emissions of the urban and extra urban driving cycle for the calculation of the emission level of an LPG-
fuelled vehicle. Table 3 provides the data for a period of one year. Table 4 provides the average values of the 
change in exhaust emissions for LPG-fuelled vehicles in relation to petrol-powered ones. 

Table 4. Average value of the reduction of LPG-fuelled vehicles exhaust emissions 
Emission Mean value of the urban and extra 

urban driving cycle 
CO2 10.5% emission reduction 
HC 40.5% emission reduction 

NOx 59.0% emission reduction 
CO 20.0% emission reduction 

Based on the obtained results (Table 3), one can determine the total reduction of exhaust emissions of 
hazardous gases for the controlled vehicles with the installed LPG devices (1560 vehicles) in comparison 
with petrol-powered vehicles (Table 5). 

Table 5. Reduction of exhaust emissions of hazardous gases on the sample of 1560 vehicles 
Motor fuel CO2 [t] HC [t] NOx [t] CO [t] 

Petrol 2591.13 2.80 2.10 34.92 
LPG 2319.07 1.67 0.86 27.93 

Difference 272.07 1.13 1.24 6.89 
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The advantages of using LPG as motor fuel are not only reflected in the level of the reduction of exhaust 
emissions but also in the economic factor, bearing in mind that the current ratio of LPG:petrol prices is 1:2. 
For the observed vehicle categories, taking into account the average petrol consumption and LPG 
consumption increased in the volumetric relation for 15-20% [6], savings for the observed sample (of 1560 
vehicles) would amount to €523,663. The total consumption of petrol would be 108,813 litres. This quantity 
of petrol is saved by using LPG, whose quantity was calculated by increasing the total petrol consumption by 
17.5%, which led to the value of 1,278,554 litres of LPG. 
If the calculated values for the sample comprising 1560 vehicles are approximated to the total of 3232 
controlled vehicles, the results presented in Table 6 are obtained. 

Table 6. An overview of exhaust emissions, consumption, and price of fuel for the entire sample of 3232 
vehicles 

 CO2 [t] HC [t] NOx [t] CO [t] Consumption [l] Price [EUR] 

Fu
el

 Petrol 5368.3 5.8 4.3 72.35 2,254,385 2,630,116 

LPG 4804.6 3.5 1.78 57.86 2,648,902 1,545,193 
Difference 563.7 2.34 2.57 12.27 394,517 1,084,923 

The analysis of the results show that for the sample of 3232 vehicles, which were installed with LPG devices 
and equipment: 

− regarding the emission of exhaust gases there is a reduction of 
CO2 for around 563.7 t, 
HC for around 2.34 t, 
NOx for around 2.57 t, and 

 CO for around 12.27 t. 
− from the economic standpoint, savings by vehicle owners/users in fuel purchase amount to over a 

million euros. 
The presented results can be considered preliminary and approximate. The subject of analysis in the coming 
period will be the “widening” of the sample, i.e. calculation including a larger number of different models 
and types of vehicles with the aim of performing a more accurate ecological and economic analysis. 

5. Conclusion 
On the basis of the data collected in the activities of the Centre for engines and motor vehicles of the Faculty 
of Mechanical Engineering in Niš within the inspection/control of the correct installation of devices and 
equipment for LPG-fuelled vehicles, the paper provides an overview of the data on the structure of converted 
vehicles – vehicle age, manufacturer, power capacity and engine displacement, type of primary fuel supply 
system, as well as an overview of the data on the installed devices and equipment of LPG-fuelled vehicles. A 
sample of 3232 vehicles was analyzed. The residence of the vehicle owners gravitates towards southern and 
eastern (and partly central) regions of the Republic of Serbia. The average annual distance travelled per 
vehicle was expected and similar to the entire territory of the Republic of Serbia. What is discouraging is the 
age structure of the vehicles with installed LPG devices, which above all points to the (lack of) economic 
power of an average citizen from the mentioned regions. This further implies the conclusion that the basic 
reason for the installation of LPG devices is economic. By substituting primary fuel with LPG, vehicle 
owners save more than a million euros per year for the purchase of motor fuel. 
Perhaps unknowingly, these people also contribute to the better condition of the environment by reducing 
exhaust emissions significantly. Bearing in mind the fact that exhaust emissions of a vehicle differ from the 
catalogue values after years of exploitation, it is clear that the real picture of exhaust emissions in petrol 
engines is even worse, i.e. that the real indicators of using LPG are even more convincing. 
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Abstract: In this paper some metaheuristic methods on vehicle routing problems with stochastic demands 
for waste collection are applied. As an example, the stochastic demand problem will consider municipal 
waste collection. Generally, for solving vehicle routing problems with stochastic demands vehicles for 
waste collection have to serve a certain number of customers whose needs are known only upon coming 
at the customers’ locations. The purpose of this research is reducing the travelled distances of waste 
collection vehicles by defining an adequate combination of customers (an a priori tour). Since solving of 
the objective function depends of computational resources, the efficiency of the approximation of this 
function can be achieved by improving the performance of the used algorithms. For a specified problem 
of choosing the length of the route, it has been proved in the paper that the application of the analyzed 
metaheuristic problems leads to faster solutions, because the proposed procedure does not perform global 
searches, but the solution is searched locally.  

Keywords: Metaheuristics, Vehicle routing problem, Stochastic demands, waste collection 

1. Introduction 
Vehicle routing problems (VRP) refer to items transport between depots and customers using a fleet of 
vehicles. Finding a good solution for VRP means defining an adequate sequence of routes for servicing all 
customers respecting the operational circumstances, such as vehicles capacity, time windows, driver’s 
maximum working time and so on [1].  
In order to meet the real problems for solving VRP 's, usually involving several constrains in solving 
problems such as the increasing number of depots, different types of vehicles (homogeneous and 
heterogeneous), different types of user requests (deterministic and stochastic), constrains on infrastructure     
(one-way streets , restricted roads), the types of provision of services (collection, delivery and mixed) and so 
on [2]. If we take into account all these constrains, then VRP problem becomes much more complex to solve. 
For this reason, the literatures in different variations have been introduced VRP problems. In solving vehicle 
routing problems with stochastic demands (VRPSD) vehicles have to serve a certain number of customers 
whose needs are known only upon coming at customers’ locations. 
The research of using objective function approximations derived from deterministic problems is presented in 
this paper in the framework of VRPSD. This represents an NP-hard problem which is common in numerous 
practice cases regardless of the fact that it has a rather plain formulation. One typical example is waste 
collection. In this case, it is definitely impossible to know for sure how much waste will be collected at 
customers’ locations. In addition, delivering of fuel to fuel stations represents a further example where it is 
not possible to know in advance the final needs. Moreover, when a customer orders something no one can be 
sure how much of the good is going to be sold between the order and the delivery. In VRPSD for waste 
collection a utility vehicle of finite capacity leaves a depot with no load. After that it goes to serve a set of 
customers with amount of waste that is only known on arrival at the each customer location. Planning of a 
route in this task is very simple: a tour starts from the depot continuing by visiting all locations where the 
waste is to be collected exactly once. This way of planning gives a route called a priori tour. The objective 
function of the research described in this paper refers in minimizing of the expected cost of the a priori tour. 
In this paper basic implementations of metaheuristic methods for optimization of routes in collecting 
municipal waste in the city of Niš are considered. 
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2. The Vehicle Routing Problems with Stochastic Demands 
The Vehicle Routing Problems with Stochastic Demands (VRPSD) defined on a complete graph is given as 
follows: 

𝐺 = (𝑉,𝐴,𝐷)       (1) 
where V = {0, 1, ..., n} is a set of nodes (locations for waste collection) with node 0 denoting the depot, A = 
{(i, j) : i, j ∈ V, i ≠ j} is the set of lines joining the nodes and D={dij : i, j ∈ V, i ≠ j} are the travel costs 
(distances) between nodes. The symmetric matrix of travel costs D satisfies the triangular inequality. One 
utility vehicle with capacity Q is used for collecting waste at customers’ locations according to their 
demands, by minimizing the total expected distance travelled, and assuming that the following assumptions 
should be taken into consideration. Customers’ demands are stochastic variables λi, i = 1, ..., n, but the 
customers’ locations are known on the transportation networks. The concrete need of each customer is only 
known when the vehicle arrives at the customer location. It is also assumed that individual λ i does not exceed 
the whole capacity of the vehicle Q, and represents a discrete probability distribution as follows [1]: 

 pik = P(λ i = k), k = 0, 1, 2, ...,K ≤ Q.     (2) 
The vehicle visits the customers in the order given by the scheduled tour, and it has to choose, according to 
the customer's actual demand, whether to proceed to the next customer or to go to the depot to the emptying.  
With the increasing number of serviced nodes along the scheduled tour (m + 1, m + 2, m + 3 node, ...) 
increases the probability that will happen "fired routes" (Fig. 1 ) in the next node expected customer service. 

 
Fig.1. Example of fired routes 

That is, we assumed that the capacity of means of transport is greater than or equal to the maximum possible 
values demand at any node. One vehicle it is possible, therefore, to serve one or more nodes. Also, each node 
is serviced by only one means of transport. Suppose also that it is not allowed partial service level, which 
means that the node meet only part of the demand. Because of the stochastic demand, means of transport in 
certain situations is not capable of remaining capacity meets demand in a node. 
Thus the expected vehicle road (and this is an objective function) may account in a similar way. Let s = (0, 
1,..., N) be the scheduled tour. After the service level of consumer j, a vehicle has a remaining capacity q, 
and let the still fi(q) indicates the expected costs. So the expected cost scheduled tour is f0(Q). Where Lj 
represents the capacity of the vehicle that the vehicle may have after services consumer j, then fj(q) for q ∈ 
Lj meets [1]: 

𝑓𝑗(𝑞) = 𝑚𝑖𝑛�𝑓𝑗
𝑔 (𝑞),𝑓𝑗𝑟 (𝑞)�       (3) 

where 
𝑓𝑗
𝑔(𝑞) = 𝑑𝑗,𝑗+1 + ∑ fj+1𝑘:𝑘≤𝑔 (q − k)pj+1,k + ∑ �2𝑑𝑗+1,0 + 𝑓𝑗+1(𝑞 + 𝑄 − 𝑘)�𝑝𝑗+1,𝑘𝑘:𝑘>𝑞  (4) 

 𝑓𝑗𝑟(𝑞) = 𝑑𝑗,0 + 𝑑0,𝑗+1 + ∑ 𝑓𝑗+1(𝑄 − 𝑘)𝐾
𝑘=1 𝑝𝑗+1,𝑘     (5) 
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with the boundary condition fn(q) = dn,0, q ∈ Ln. In (4-5), fj
g(q) is the expected cost corresponding to the 

choice of proceeding directly to the next customer, while fjr(q) is the expected cost of vehicles going to the 
depot to emptying. 

3. Metaheuristic for solving VRPSD 
There are many literature reviews about VRPSD. Teodorović and Pavković [11] proposed a Simulated 
Annealing algorithm for the multi-vehicle VRPSD, with the assumption that no more than one route failure 
is allowed during the service of each vehicle. In this paper we applied Simulated annealing algorithm (SA) 
and Improve harmony search algorithm (IHSA) for solving VRPSD for collecting municipalities waste. 

A. Simulated annealing algorithm and parameters setting 
SA represents a technique of random search for global optimization problems for escaping the local optima. 
This approach was firstly presented by Kirkpatrick et al. [3]. The concept of simulated annealing is taken 
from nature and it imitates recrystallization of metals in the annealing process. The annealing process 
represents the slow metal cooling producing crystallization characterized with a good low energy state, while 
fast metals cooling produces poor crystallization. SA utilizes the single point search method. That is a 
memoryless search algorithm with no information that is saved from any previous searches [4-6]. SA 
algorithm starts with a random initial design vector Xi and high temperature T. This is followed by creating a 
second design point located somewhere nearby the initial point and the difference in the function values ∆E 
at these two points can be evaluated with [6]: 

𝛥𝐸 = 𝛥𝑓 = 𝑓𝑖+1 − 𝑓𝑖 ≡ 𝑓(𝑋𝑖+1)− 𝑓(𝑋𝑖)      (6) 
If the new solution's objective function value is smaller, the new solution is automatically adopted and gets 
the actual solution from which the search will continue. If not, the point has to be defined with a probability 
e(−∆E/kT) where k is the Boltzmann's constant. This ends a step of SA. As a result of the probabilistic 
acceptance of a nonimproving solution, SA will avoid local optima. Follows, testing of a preset number of 
new points at a certain temperature T. If the actual value of temperature is small enough or changes in 
function values (Δf) are sufficiently small the algorithm will be completed. 
For successful implementation of SA algorithm, the parameters such as the cooling rate, initial and final 
temperatures, rejection and the balanced number of iterations need to be carefully set. According to Yang 
[7], the choice of the right initial temperature is crucially important. For a given change ∆f, if T is too high (T 
→ ∞), then p → 1 and almost all changes will be accepted. If T is too low, then any ∆f > 0 will rarely be 
accepted and thus the diversity of the solution is limited. In order to find a suitable starting temperature T, 
any available information about the objective function can be used. If the maximum change max (∆f) of the 
objective function is known, initial temperature T for a given probability p is defined as: 

 𝑇 ≈ −max𝛥𝑓
ln 𝑝

         (7) 

If the possible maximum change of the objective function isn’t known, heuristic approach can be used. The 
cooling rate (α) should be chosen from the interval 0 < α < 1. The cooling process should be slow enough to 
allow the system to stabilize easily. Cooling rate is almost always heuristic; moderate execution time should 
be balanced with simulated annealing dependence on asymptotic behaviour. In practice,  
α = 0.7 ~ 0.95 is commonly used [7]. 
A large number of iterations at a particular temperature contributes to better results but increases the 
execution time of the algorithm. A small number of iterations could result in premature convergence and to 
convergence to local optimums. 

B. Improve Harmony search algorithm and parameters setting 
Harmony search algorithm (HSA), developed by Geem [8] has been successfully applied to various 
benchmark and real world problems. It is a metaheuristic optimization algorithm conceptualized using the 
musical process of searching for a perfect state of harmony. Musical performances seek to find pleasing 
harmony (a perfect state) as determined by an aesthetic standard, just as the optimization process seeks to 
find a global solution (a perfect state) as determined by an objective function. The pitch of each musical 
instrument determines the aesthetic quality, just as the objective function value is determined by the set of 
values assigned to each decision variable. Optimizations procedure of the HSA includes five steps [9]. 
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The algorithm requires several parameters [8], including harmony memory (HM), number of improvisations 
(NI), harmony memory considering rate (HMCR), pitch adjusting rate (PAR), bandwidth vector (bw).  
The usage of HM is important as it is similar to choose the best fit individuals in the genetic algorithms [7]. 
In order to increase efficiency of the algorithm it is necessary to select parameter HMCR which takes the 
value from the interval [0, 1]. If this rate is too low, only few best harmonies are selected and method may 
converge too slowly. If this rate is extremely high (near 1), almost all the harmonies are used in the harmony 
memory, other harmonies are not explored well, which leads to potentially wrong solutions. Therefore, 
typically, HMCR takes value between 0.35 and 0.95. 
PAR and bw in HSA are very important parameters in fine-tuning of optimized solution vectors, and can be 
potentially useful in adjusting convergence rate of algorithm to optimal solution. So, fine adjustment of these 
parameters is needed. If PAR is too low, then there is rarely any change. If it is too high, then the algorithm 
may not converge at all. Thus, usually 0.1≤PAR≤0.5 is used. Parameter bw is an arbitrary distance 
bandwidth, that increases the diversity of the solutions. 
The traditional HSA uses fixed value for both PAR and bw. In the HSA method, PAR and bw values are 
adjusted in initialization step (Step 1) and cannot be changed during new generations. The main drawback of 
this method appears in the number of iterations the algorithm needs to find an optimal solution.  
Mahdavi [8] suggested an improvement of the traditional HSA with the key difference in the way of 
adjusting PAR and bw. Namely, to improve the performance of the HSA and eliminate the drawbacks that 
originate from fixed values of PAR and bw, the improvement of the traditional HSA uses variables PAR and 
bw in the improvisation step. In this paper, the improved harmony search algorithm (IHSA) was used. 

C. Parameter settings of the SA and IHSA 
As it is known, each type of metaheuristic algorithm has a number of parameters that must be set before 
algorithm execution. These parameters are vital components of an algorithm and can be changed to alter the 
performance of the algorithm. Although some general guidelines about selection of these parameters exist in 
relevant literature, it has been widely reported that optimal setting is strongly related to the design problem 
under consideration. In that sense, it was decided to use most common parameter settings for SA and IHSA 
of the metaheuristic algorithm. The list of parameter setting used for SA and IHSA of the metaheuristic 
algorithm applied is given in Tab. 1 [4]. 

Tab. 1. Metaheuristics and their parameter settings used 

SA 

Annealing function: Fast annealing 
Reannealing interval: 100 
Temperature update function:  
Exponential temperature update 
Initial temperature: 100 
Acceptance probability function: Simulated annealing acceptance 
Start point: all variables take lower bound values 

IHSA 

Harmony memory size: 10 
Harmony memory consideration rate: 0.95 
Minimum pitch adjusting rate: 0.1 
Maximum pitch adjusting rate: 0.85 
Minimum bandwidth: 0.001 
Maximum bandwidth: 0.8 
Number of improvisations: 50000 

As metaheuristic algorithms have stochastic nature, each run will usually produce different results. Hence, to 
reduce randomness, each optimization problems was attempted 20 times with different seeds and the best 
solution for each algorithm was recorded. 
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4. Case studies 
In this paper, metaheuristic methods is applied for solving the problem of 20 waste disposal sites (WDS). 
The container is disposed of municipal waste. WDS are not randomly chosen but they are existed in the city 
of Niš. Waste collection is done by company JKP Mediana. This company has a large transport costs for 
emptying the containers due to lack of optimal route of the vehicle. Therefore, vehicles are moving in the 
opinion of the driver or by a previous practice. 
In the proces of determining the optimal route of the vehicle for collection municipal waste in the city of Niš, 
was first defined location of containers. Location of container are definited with geo coordinates so that each 
site has its own coordinate [10]. The coordinates are latitude and longitude locations. Determining the 
optimal the vehicle routes significantly reduces transportation costs and reduces the total discharge time of 
20 containers. Given that, the paper describes the VRP with stohastckom demand are assumed quantity of 
waste at all sites. Matrix shortest paths is obtained by the Floyd algorithm.  
Applied metaheuristic methods perform the path optimization of a vehicle movement (the route), which 
directly influences the cost reduction to the company that collects waste. For such a small sample that is 
discussed in this paper, with only 20 locations, the savings is not significant. However, when taking into 
account the large number of waste generators (such as the city of Niš) and when you consider a period of one 
year, then the savings is significant. Increasing of the number of sites used for disposing of waste 
significantly makes the problem to be more complex. The increase of the number of locations for disposing 
of waste increases the amount of waste but also the time for collecting the waste. This leads to increase the 
limitations which directly affects the objective function. However, by using the IHSA and SA good solutions 
can be obtained as well for a larger number of limitations.  

5. Conclusion 
The application of metaheuristic methods for solving the Vehicle Routing Problems with Stochastic 
Demands shows that it is possible to quickly and effectively define the optimal route. Also, the above 
discussed methods are very easy for implementation, fast computation, robust applicability, obtaining good 
optimal solutions etc. When comparing optimization solutions obtained by using metaheuristics methods for 
solving Vehicle Routing Problems with Stochastic Demands, on the basis of the results presented in this 
paper, the following can be concluded: 

• In the case of Vehicle Routing Problems with Stochastic Demands it is proved that Improve 
harmony search algorithm is the most efficient meta-heuristic algorithm in terms of computational 
time and solution quality. The Improve harmony search algorithm parameter settings, as it was 
proposed by Madić, et all [4], make the Improve harmony search algorithm to be the efficient and 
fast exploration algorithm of the search space without getting trapped in local minima. 

• Although the Simulated annealing algorithm has the slowest convergence, it can be used efficiently 
for solving Vehicle Routing Problems with Stochastic Demands. In some cases, it is found for this 
algorithm to be superior to the other meta-heuristic algorithms. 
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Akcionarsko društvo HERZ Armaturen proizašlo je iz firme 
Gebauer & Lehrner, koja je osnovana davne 1896. godine . 
Tokom svog postojanja dugog 116 godina, kompanija se 
specijalizovala za proizvodnju i razvoj visokokvalitetnih 
armatura za grejanje, hlađenje i klimatizaciju. Na čelu 
kompanije u svojstvu vlasnika i Generalnog menadžera nalazi 
se g-din Dr Gerhard Glinzerer. Danas je HERZ Armaturen 
GmbH, sa oko 1.500 zaposlenih, jedini austrijski i jedan od 
najvažnijih proizvodača termostatskih ventila, regulacione 
armature, sistema podnog grejanja, kotlova na pelet, solarnih 
sistema i toplotnih pumpi u Evropi. 

Sedište kompanije HERZ Armaturen od 1986. godine je u novoj 
poslovnoj zgradi u Wien – Itzendorf, A-1230, Richard-Strauss 
Strasse 22. Ovde se nalaze proizvodnja armatura, centralni 
magacin i poslovno rukovodstvo. HERZ Armaturen u svom 
sastavu ima 8 fabrika i sve su u okviru Evropske unije: Austrija, 
Poljska, Rumunija i Slovenija. 

Kompanija HERZ Armaturen ima predstavništva u skoro svim 
evropskim državama, na Bliskom Istoku, Severnoj i Južnoj 
Americi. Oko 60% proizvedene armatura se izvozi. 

Trajni uspeh HERZ Armaturen zasnovan je na proizvodnom 
principu, da se samo tehnički zreli i visokokvalitetni proizvodi 
puštaju na tržište. Dugogodišnje iskustvo, kao i specijalizacija 

na polju grejne i regulacione tehnike, doprineli su razvoju 
brojnih inovativnih rešenja u sektoru uštede energije, kao i 
unapredjenju oblika i dizajna HERZ proizvoda. 

HERZ - termostatski ventili "DE LUXE" predstavljaju simbiozu 
visoke tehnike i luksuznog oblika i dizajna. Osim toga, HERZ 
Armaturen razvija zajedno sa poznatim evropskim sistemskim 
proizvođačima koncepte za uvođenje regulacione armature 
"krojene po meri" sa ciljem uštede energije i troškova grejanja. 

HERZ Armaturen poseduje moderan sistem osiguranja 
kvaliteta u kome mnoge firme tesno sarađuju. HERZ proizvodi 
se stalno podvrgavaju ispitivanjima u internacionalnim i 
nacionalnim nezavisnim institutima. HERZ termostatski ventili 
odgovaraju Evropskoj Normi (EN215). 

HERZ Armaturen u Srbiji, više od 20 godina, vrši prodaju preko 
svojih distributera.U 2003. godini otvoreno je predstavništvo 
za Srbiju, Crnu Goru i Makedoniju. Od maja 2009. godine, HERZ 
Armaturen ima svoj poslovno-skladišni objekat na 1650 m², 
Industrijska zona bb, Nova Pazova.  

U sklopu poslovnog objekta nalazi se magacin na 1200 m² i 
školski centar, gde inženjeri tehničke podrške permanentno 
vrše obuku za projektante i instalatere termotehničkih 
instalacija. 
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PREDUZEĆE ZA PROIZVODNJU, 

INŽENJERING, UNUTRAŠNJU I 

SPOLJNU TRGOVINU 

Tadeuša Košćuška 56 

11000 Beograd 

Tel/fax: +381 11 6557 930; 6557 927  

http:// www.viaocel.rs 

e-mail: office@viaocel.rs 

e-mail: inzenjering@viaocel.rs 
 

Osnovna delatnost preduzeća VIA OCEL d.o.o. je inženjering termotehničkih i 

termoenergetskih postrojenja, što  podrazumeva sve faze počev od izrade projektno 

tehničke dokumentacije, izvođenja radova pa do kasnijeg  održavanja sistema, 

trgovina proizvodima crne i obojene metalurgije. 

U kratkom periodu VIA OCEL je zauzeo jednu od vodećih pozicija u ovim 

delatnostima i postao pouzdan partner  zahvaljujući visokom kvalitetu svojih usluga. 

 

 

NAJZNAČAJNIJE REFERENCE: 

 
JKP BEOGRADSKE ELEKTRANE: 

   Modernizacija toplotnih podstanica za daljinsko 
grejanje, toplovodi i priključenja objekata, 

rekonstrukcija toplane Konjarnik  i Novi Beograd , 
izmenjivačka stanica TO Novi Beograd . 

 
 

JP ELEKTROPRIVREDA SRBIJE - TE NIKOLA TESLA, 
OBRENOVAC: 

Proizvodnja grejnih površina, 
isporuka elemenata za pregrejače 

i međupregrejače, izrada i 
isporuka ekonomajzera , izrada i 

isporuka  ulaznih i izlaznih 
komora  pregrejača pare, izrada i 

isporuka  parovoda, izrada i 
isporuka  radnih kola mlina za 

ugalj - N 400.42,kapaciteta 130t/h. 
 
 
 
 
TE KRAJOVA, RUMUNIJA                   Izrada i isporuka  aksijalnih    
                                 ventilatora dimnog gasa. 
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Preduzece Nova Yutkl doo Nis je generalni zastupnik Nova TKL doo Duga Resa Karlovac 
(nekadasnja" Jugoturbina") za prostore Srbije, BIH, i Crne Gore. Pretezna delatnost preduzeca je 
distribucija, nalevanje i izrada novih kliznih lezajeva koji se primenjuju u raznim oblastima 
industrije(na kompresorma, EM velike snage , reduktorima, pumpama), crnoj i obojenoj 
metalurgiji, rudarstvu(na mlinovima  uglja, cementa i rude), energetici ( klizni lezajevi parnih i 
hidro turbina i generatora), brodogradnji (lezajevi na brodskim motorima) kao i remont reduktora 
raznih dimenzija i snaga. 

Neki od vaznijih korisnika nasih usluga su HE Bistrica,HE Perucica, TE Kolubara, TE Gacko, TE 
Ugljevik, RTB Bor i mnogi drugi na ovim prostorima. 

U saradnji sa firmom Inkla  GmbH iz Austrije pored ove delatnosti Nova Yutkl je distributer 
zaptivnih materijala americke kompanijea GARLOCK (pletenice, ravne zaptivke, semeninzi za 
industriju  i energetiku, EVSP setovi za  zaptivanje na vretenima ventila  i  vratilima pumpi.  PS 
zaptivke u prehrambenoj , farmaceutskoj i hemijskoj industriji. Takode smo isporucivali i mozemo  
da isporucujemo i opremu za Termo i Hidro elektrane Ruske proizvodnje kao i rezervne delove 
LMZ turbine i rezervne delove generatora ruske proizvodnje. Od nedavno smo poceli distribuciju i 
isporuku regulacionih ventila za paru i toplu vodu engleskog proizvodaca WEER. 

S obzirom na siroku nasu delatnost koja je vezana pretezno za energetiku tj. Hidro i Termo 
centrale otvoreni smo smo za svaku vrstu saradnje i  pozivamo sve zainteresovane da nam se 
obrate putem E-maila na adresu: yutkl@ptt.rs . 

 

Nova Yutkl doo Nis  

 

Sasa Todorovic 

 

https://masfak.masfak.ni.ac.rs/src/compose.php?send_to=yutkl%40ptt.rs
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